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Abstract

The integration of digital serious games into speech learning (rehabilitation) has demon-
strated significant potential in enhancing accessibility and inclusivity for children with
speech disabilities. This review of the state of the art examines the role of serious games,
Artificial Intelligence (AI), and Natural Language Processing (NLP) in speech rehabilitation,
with a particular focus on interaction modalities, engagement autonomy, and motivation.
We have reviewed 45 selected studies. Our key findings show how intelligent tutoring
systems, adaptive voice-based interfaces, and gamified speech interventions can empower
children to engage in self-directed speech learning, reducing dependence on therapists and
caregivers. The diversity of interaction modalities, including speech recognition, phoneme-
based exercises, and multimodal feedback, demonstrates how AI and Assistive Technology
(AT) can personalise learning experiences to accommodate diverse needs. Furthermore, the
incorporation of gamification strategies, such as reward systems and adaptive difficulty lev-
els, has been shown to enhance children’s motivation and long-term participation in speech
rehabilitation. The gaps identified show that despite advancements, challenges remain
in achieving universal accessibility, particularly regarding speech recognition accuracy,
multilingual support, and accessibility for users with multiple disabilities. This review ad-
vocates for interdisciplinary collaboration across educational technology, special education,
cognitive science, and human–computer interaction (HCI). Our work contributes to the
ongoing discourse on lifelong inclusive education, reinforcing the potential of AI-driven
serious games as transformative tools for bridging learning gaps and promoting speech
rehabilitation beyond clinical environments.

Keywords: human-centered computing; accessibility theory; accessibility technologies;
artificial intelligence in education; digital accessibility; educational technology advancements;
concepts and paradigms; HCI theory; concepts and models

1. Introduction
As of 2022, 1.2 million children aged 0 to 12 were diagnosed with a speech disorder [1].

Research has shown that “[e]arly intervention for people who suffer from speech disorders
would prevent many problems in the future” [2]. Therefore, this academic paper seeks to
conduct a systematic analysis of digital games designed for the rehabilitation of speech
disabilities in children. By addressing key questions, this review aims to show the current
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research, identify gaps in existing knowledge, and provide insights for future research
and development.

A serious game can be defined as “a game designed for a primary purpose beyond
that of pure entertainment. The influence of games on the cognitive, emotional and social
domains of players increases motivation and engagement of learners” [3]. In the context
of this paper, we refer to “speech rehabilitation games” and “speech learning games”
interchangeably. These are serious games designed for speech rehabilitation for people
with speech disabilities.

Exploring digital games for children’s speech therapy is an area of active research.
For example, there is a recent systematic review of children’s speech therapy games with
27 included papers [2]. The study shows that while the games show positive effects
on children’s motivation, engagement, and satisfaction, some issues were identified [2].
These included frustration from failure, low self-esteem, environmental noise interference,
mismatch between game difficulty and user needs, and limitations in speech recognition
technologies. The study does not explore speech recognition technologies or other Artificial
Intelligence potential. Another recent literature review examines the Automatic Speech
Recognition (ASR) systems in 37 studies [4]. The review explores the accuracy and usability
of ASR systems, both for commercial and non-commercial users with dysarthria. However,
the study does not explore gamification solutions and how ASR can be integrated within
serious games.

Understanding the level of independence exhibited by children while engaging with
digital speech rehabilitation games is crucial for evaluating the practicality and accessibility
of these tools. Examining the degree of autonomy can shed light on the usability and
effectiveness of such games within diverse settings, including homes, schools, and clinical
environments. Therefore, our first research question focuses on the levels of indepen-
dence, whether the user can play the game independently or with the intervention of
speech therapists.

The selection of interaction modalities plays a pivotal role in shaping the effectiveness
of digital games for speech rehabilitation. This question explores the diverse ways in which
children interact with these games and aims to identify patterns associated with improved
speech outcomes. An in-depth analysis will contribute to the optimisation of game design
to enhance therapeutic impact. As a result, our second research question will explore
the user input methods that researchers are attempting to implement in digital speech
rehabilitation games.

Our third research question explores the role of Natural Language Processing (NLP) in
such speech rehabilitation games. It is crucial to examine how these new AI technologies are
integrated into digital games for speech rehabilitation. This inquiry seeks to elucidate the
specific contributions of AI, addressing its potential to adapt to individual needs, provide
real-time feedback, and enhance the overall efficacy of rehabilitation interventions.

The final research question explores the effects of digital games beyond clinical efficacy;
the motivation and engagement of children in speech rehabilitation are essential factors
influencing the overall success of interventions. The final research question delves into the
emotional and psychological dimensions of gaming, exploring how these platforms can
be tailored to sustain children’s interest, boost motivation, and foster a positive attitude
towards speech learning.

Exploring these critical questions, this paper aims to provide a holistic understanding
of the current state of digital games in speech rehabilitation for children. The findings aid
in informing practitioners, researchers, and developers but also contribute to the ongoing
evolution of innovative and effective interventions in pediatric speech therapy, including
our work in digital games for rehabilitation [5].
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2. Research Methods
We adopted the Preferred Reporting Items for Systematic Reviews and Meta Analyses

(PRISMA) [6] for identifying and presenting the literature. To achieve the aim of this review,
we employed the use of the PESICO (Person (and problem), Environments, Stakeholders, In-
tervention, Comparison, Outcome) [7] framework. The PESICO framework allows defining
stakeholders beyond the main users of the games, such as therapists. Its structure supports
a Human–Computer Interaction (HCI)-oriented review where accessibility, independence,
and engagement are key outcomes.

2.1. Person (and Problem)

We are focusing on children because early intervention can help prevent issues from
developing later in life [2]. Upon reviewing published research in this area, the age
researchers target is around two to twelve years old [2]. Therefore, this review paper aims
to include research targeting children who are 2–12 years old. Some of the resources might
not specify their target age range. We will include them if they target children with speech
disabilities who can speak but have difficulty learning to speak and have the potential to
improve their speech. Children falling into the category of speech or language impairment
as defined by The Individuals with Disabilities Education Act (IDEA) [8].

2.2. Environments

We have considered digital games used in therapy clinics, at home, or in classroom
settings. We have also considered PC and smaller screens, such as tablets or mobile phones.
Voice input devices could be the device’s internal microphone or an external device.

2.3. Stakeholders

• Children with speech disabilities: These are one of the target users in the solutions
and published research papers.

• Caregivers or parents: Most projects in speech rehabilitation involve supervision by
parents and caregivers. Thus, they are major stakeholders.

• Therapists: They are end users in many speech rehabilitation games for multiple
purposes, such as setting up the game or reviewing feedback.

• Developers and Computer Scientists: This paper aims to conclude the common recom-
mendations suggested by the research conducted in the digital speech rehabilitation
game area.

• Researchers (Sociologists, Psychologists, Medical Professionals): This paper addresses
some of the areas speech rehabilitation games target, as well as the areas for future
research recommended by the researchers and this review of the state of the art. These
could benefit researchers in related areas.

2.4. Intervention

We are looking at how digital games can be used in speech therapy with the help
of AI. These games provide speech rehabilitation exercises. AI plays a large role in user
interaction, affecting the speech rehabilitation experience. The intervention items reflect
different elements used in digital games targeting children’s speech therapy, which include
the exercises implemented in speech rehabilitation games with the help of AI and NLP to
enhance the overall experience.

2.5. Comparison

• Degree of children playing rehabilitation games independently.
• Speech recognition libraries in digital games.
• interaction and feedback implemented in different games.
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2.6. Outcome

• Engagement and motivation.
• Greater independence and less intervention from carers or therapists.
• Enhanced pronunciation.

2.7. Research Questions

The following research questions were then defined:

1. RQ1: What is the degree of independence of children playing current speech rehabili-
tation or learning games?

2. RQ2: What interaction has been found to be effective in rehabilitating children with
speech disabilities?

3. RQ3: What is the role of Artificial Intelligence, such as Natural Language Processing,
within digital games for children’s speech rehabilitation?

4. RQ4: What is the impact of using games for rehabilitation exercises on the motivation
and engagement of children with speech disabilities?

2.8. Related Databases

This review focuses on speech rehabilitation through digital games, particularly from
a technological and interaction design perspective. ACM Digital Library and IEEE Xplore
are domain-specific databases rich in HCI, accessibility, speech recognition, AI, and serious
games literature.

1. ACM Digital Library: Provides research articles related to technological and computer
science aspects, such as software and hardware.

2. IEEE Xplore: Provides the technological aspects of the search.

2.9. Search Terms

An exhaustive search was conducted on 2 May 2025 on the databases mentioned in
Section 2.8. The syntax for these databases slightly differs. Therefore, we had to adjust
the syntax to be compatible with the respective search engine and be specific. The target
papers on the different databases remain the same. Below are the search terms used in
the databases.

1. ACM Digital Library:
(Title:(speak* OR speech OR voice) AND (Title: (rehab* OR therapy OR serious
AND NOT autis* AND NOT dyslex*)) AND Title:(gam*) AND Title:(child*)) OR
(Keyword:((speech OR speak* OR voice) AND (rehab OR therapy) AND (gam*)))

2. IEEE Xplore:
((“Document Title”:speech OR speak* OR voice) AND (“Document Title”:rehab*
OR therapy OR serious) AND (“Document Title”:gam*) AND (“Document Ti-
tle”:child*)) OR ((“Author Keywords”:speech OR speak* OR voice) AND (“Author
Keywords”:rehab* OR therapy) AND (“Author Keywords”:gam*)) NOT (“Document
Title”:autis* OR “Document Title”:dyslex*)

2.10. Scope

We are looking at work that has been produced both as a training aid to carers/nurses
and given to children as prototypes to try. This paper is from the Human–Computer
Interaction and user experience perspectives. It does not provide medical perspectives or
efficiency. We are looking at research used for speech rehabilitation, not used to teach edu-
cational content or meet curriculum objectives. Thus, the papers we were able to find did
not include traditional teachers in schools. The papers testing their solutions in classrooms
have objectives from the rehabilitation and therapy perspective, not pedagogical.
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2.11. Selection Process

A backward and forward reference search was also performed: the backward search
identified the references from certain research, while the forward search identified the
research that cited a certain study. This revealed a total of 609 potentially relevant articles
(see Figure 1). The titles and abstracts were exported to a spreadsheet for them to be
reviewed. To identify studies, we used the following criteria:

Figure 1. Study selection process flowchart. (PRISMA Checklist has been shown in Supplementary File).

2.11.1. Inclusion Criteria

• Studies published between 2011 and 2023 inclusive (commercially available ubiquitous
interaction with speech recognition influences people and technology enhancement,
with Siri being launched in 2011).

• Studies need to be identified as targeting children up to secondary school. It ensures
the majority target audience is within the age range we include (2–12).

• Studies shall be identified that contain children with no, or almost no, speech ability
in their current state, but with the potential to improve their speech.

• Studies shall target rehabilitation or serious games in order to enhance the users’ speech.
• We only consider papers written in the English language
• Studies shall be published rather than in-press.
• Studies considered in the backward and forward searching can be published anywhere

as long as they are relevant and specific to the topic.

2.11.2. Exclusion Criteria

The results included related articles of different types of rehabilitation, reports, narra-
tives, and papers in other languages. Below are our exclusion criteria applied to the results
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and backwards and forwards searches. These criteria were applied in the title and abstract
screening and in the full-text eligibility stages shown in Figure 1.

• Dyslexia: There is a fine line between speech disabilities and dyslexia, and we want
to ensure that the papers target children with speech disabilities rather than reading,
writing, and spelling.

• Case reports, narrative reviews, and opinion pieces shall be excluded.
• Studies shall not be in the peer-reviewing stage.
• Studies focusing on languages other than English shall be excluded.

Selecting studies that use the same metrics will allow the authors to compare one thing
that is common across studies. Our focus is on Human–Computer Interactions; therefore,
we excluded clinical and therapeutic research that does not include the intervention of
digital games. Figure 1 presents the comprehensive numerical details. The manuscripts
were exported to a spreadsheet and assessed manually. AI automation tools were not
used. Finally, we tried finding answers and recording them in a spreadsheet for each
of the research questions. Table A4 shows the different articles used to answer each
research question.

3. Results
3.1. Conducting the Review

The second author determined the scope of the paper, while the first author focused
on the databases and search terms. The research scope is concluded based on previous
research conducted in this area [4,5]. The second author supervised and carried out the
final review of the screening results. Both authors reviewed the papers independently,
compared them, and discussed conclusions accordingly. The papers were examined based
on the research questions and were compared against the inclusion and exclusion criteria.
The relevant pieces of information were categorised into separate tables to oversee the
body of knowledge and draw conclusions. We used visual inspection to go through
each paper based on the inclusion and exclusion criteria. We began with the exclusion
criteria and filtered down the papers. We have not used any software or Large Language
Models (LLMs).

3.2. Summary of Results

A total of 45 papers were included and analysed in this study. The papers were diverse
and from different countries. Figure 2 shows the different countries the selected papers
were written. The papers also provided speech rehabilitation and exercises in different
languages other than English, such as Turkish, Portuguese, and Greek. These different
languages affected their speech rehabilitation focus. For example, ref. [9] focuses on
isolated sibilant exercises in the Portuguese language because they are commonly used by
speech–language pathologists. Moreover, Figure 3 shows the number of included studies
per year, with the highest number of relevant papers published in 2021.

Moreover, we have identified and summarised the papers according to the types of
tests conducted on their proposed solutions. Some of the articles provide theoretical models
and frameworks, in which case the researchers have not tested them on end-users, while
some papers propose solutions, but they intend to have tests in their future work. Other
articles mention testing on different stakeholders of their prototypes. Figure 4 shows the
percentage of each category. The number of participants in the articles that included tests
ranged from one child [10], tested on a 6-year-old, up to 90 participants [9], who collected
data from three schools in the Lisbon area.
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Figure 2. Number of selected papers by country.

Figure 3. Number of studies included per year.

Figure 4. Percentage of test categories in the selected studies.

The age ranges targeted in the different studies vary. Most of the papers specified their
target age range group eligible to use their solutions. Some of the articles did not specify
their age range nor the age of the participants if they had tested their solutions. Some
did not mention their target age range but specified the participant ages. Determining
the age range for some others was not applicable as the papers were theoretical, such as
focusing on the accuracy of AI models used in speech therapy. The minimum age targeted
by the articles was 2 years old for both recruited participants and target groups. Similarly,
the maximum age for both groups was 12 years old. Figure 5 shows the percentages of age
ranges specified in the papers.
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Figure 5. Percentage of age ranges and participant ages specified.

The summary of the platforms the papers targeted shows that mobile platforms are
the most commonly chosen for speech rehabilitation games. However, speech rehabili-
tation games span over a variety of platforms, including smart home, desktop, and web.
A summary of the platforms mentioned in the papers is shown in Figure 6.

A major result we obtained was the fact that 34 papers did not target any other
disabilities other than speech. There were only five papers involving multiple disabilities.
The most common disability combination was hearing loss, with three papers mentioning
it [9–11].

Figure 6. Number of papers per platform mentioned.

3.3. RQ1: What Is the Degree of Independence of Children Playing Current Speech Rehabilitation
or Learning Games?

Speech rehabilitation games offer a spectrum of approaches. We have reviewed the
games based on the number of end-user categories needed to prepare the game, enabling
the child to play it, and whether supervision is necessary during the gameplay. Some of
the children’s rehabilitation games are supervised by therapists or instructors, while some
allow autonomous play after the instructor prepares the necessary exercises. Other games
function independently without direct supervision.

Some games are supervised to provide more personalised feedback and monitor
progress. These games target therapists or adults to create new exercises or reinforce pro-
nunciation. For example, in the Fanima game, children do not progress autonomously [12].
Progression depends on the therapist’s real-time classification of the child’s speech via a
web platform. The game only moves forward when the therapist validates the spoken
input. Some of these games allow the patient to play autonomously once the exercises are
prepared [13–16]. Others require supervision and reinforcement [10,17,18]. Researchers
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have given the option to download the game from Google Play, but they suggest the
involvement of a therapist or supervisor to prepare and personalise the exercises [15].
The feedback of these games targets therapists to oversee the progress and implement
further training [10,13,15,18,19].

Researchers have developed a model they call SEGA-ARM for auditory rehabilitation
serious games [10]. In their case study, the therapist has an essential role in choosing
the series of phonemes and exercises necessary for the patient. Their model tracks the
advancement of the player to give feedback to the therapist. This model supports the
fact that therapists shall be involved in serious games for speech rehabilitation as a main
end-user group, starting the application cycle.

Researchers also explore the potential of smart home technologies in assisting ther-
apists through voice assistants [13,20]. Some research investigation revolves around the
execution of therapeutic exercises outside conventional clinical settings by harnessing the
capabilities of existing smart home technologies [13]. The process initiates with therapists
preparing and assessing the exercises for effectiveness. Parents or caregivers facilitate
the setup of the smart home environment, enabling the child to participate in these pre-
scribed exercises. The child’s engagement and performance are recorded for subsequent
evaluation by the therapist, forming a comprehensive cycle that integrates technology and
therapeutic practice, expanding the potential for remote and technologically supported
rehabilitation approaches.

Rubin and Kurniawan worked on a mobile game with a similar workflow, starting with
the therapist recording the child’s speech to upload it and use it for the speech recognition
system, “[t]he therapist will record a few sentences of the child speaking with both proper
speech and cleft speech. The system will upload the files to the server, which will perform
the adaptation on the base model and send the resulting model back to the device” [21].

Speech therapy is also considered within classroom settings [22–24]. Nanavati, Bernar-
dine, and Steinfeld have worked on deploying speech therapy games in India [24]. Their
results show that the students could play the games autonomously without the help of the
teachers but with the help of the “alpha” students. The “alpha students” are described as
those who understand the game more quickly than others. They have noticed that these
students tend to help others, depending on how much control the teachers maintained
over computer usage [24]. Even though it increased the flexibility of the teachers and the
efficiency of the teaching process, the system was designed for classroom environments
with the teachers as one of their main end-user groups.

The game “Into the Forest” operates autonomously, designed to facilitate a child’s
progress without the continual guidance of a therapist or teacher [11]. Through the guid-
ance of an arrow, the game allows independent navigation, reducing the reliance on external
assistance. It focuses on teaching and reinforcing vocabulary expected of a child under the
age of 7. The primary goal is to encourage prolonged engagement without the necessity
of supervision or a clinical environment. Similarly, ref. [9] has created a game for exten-
sive training that can be used at home without the supervision of therapists or parents.
Researchers present Logopedic’s Escape, a high-autonomy voice-controlled game where
children interact via spoken commands [25]. Children are able to control the gameplay via
voice input without therapist intervention during play [25].

In the exploration of speech rehabilitation games, it is evident that various approaches
exist, each tailored to address the unique needs and circumstances of the users. Research
targets different end-user independence levels depending on the specific condition re-
quirements. Figure 7 shows that most of the papers provide solutions with therapists or
parents as their main stakeholders. While supervised games offer effective feedback and
targeted progress, the evolution of technology has presented opportunities for games that
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empower children to engage independently. The gamification of smart home technologies
and therapeutic practices shows the potential for remote, technology-driven rehabilitation
and learning approaches, expanding the horizons of therapeutic interventions beyond
traditional classroom settings. Table 1 shows the references and their relevant levels of
child independence.

Figure 7. Percentage of papers falling into different child independence categories.

Table 1. Classification of selected papers based on the level of child independence in their pro-
posed solutions.

References Level of Independence Notes

[9,11,14,23,26–33] High
Child plays independently without therapist super-
vision (therapist supervision is optional if available).

[14–16,21,28,34–43] Medium
Therapist prepares the game, but the child plays
autonomously.

[10,12,13,17,18,20,22–24,34,44–48] Low Requires supervision and reinforcement by therapists.

While the level of independence varies across speech rehabilitation games, this inde-
pendence is closely linked to how children interact with the games. The design of input
methods, such as voice commands, phoneme recognition, and feedback mechanisms, plays
a critical role in enabling or limiting autonomous engagement. Therefore, the next section
explores the types of interaction modalities used in these games and evaluates which have
been most effective in supporting speech rehabilitation outcomes for children.

3.4. RQ2: What Interaction Has Been Found to Be Effective in Rehabilitating Children with
Speech Disabilities?

Three main designs were identified in our review process of game development for
speech rehabilitation. Most researchers developed their games in 2D format meeting the
requirements for speech rehabilitation [5,9,12,16,19,21,25,28]. The main user interaction for
these games is speech recognition with different words or phrases depending on the target
speech disability. On the other hand, some researchers used 3D environments leveraging
over-the-shoulder perspectives [11,18,31]. They utilised similar speech recognition inter-
actions to navigate through the game’s map. They concluded that the 3D environment
is motivational, leading to a positive user experience. Moreover, research has been con-
ducted around Augmented Reality (AR) to enhance motivation and user interaction [47].
The diverse design choices in speech rehabilitation games, whether leveraging 2D, 3D,
or Augmented Reality, demonstrate formats to enhance user interaction and engagement,
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emphasising the critical role of design in shaping the efficacy and user experience within
these therapeutic tools.

Visual feedback was a key interaction method across several papers. Fanima used
image prompts and sound replay to support recognition [12], while Logopedic’s Escape in-
cluded animated avatars and mouth gestures to guide pronunciation [25]. In the Slovak web
game, confidence scores were visualised through token movement on a board [43]. These
implementations suggest that visual cues enhance focus, reinforce correct pronunciation,
and help reduce errors, especially in children with limited reading or attention skills.

Our next consideration for user interaction involves examining the voice control modes
utilised in the therapy process. Research has been conducted around continuous speech
and voice availability to control the game [19]. For example, in “Flappy Voice”, which is
an inspiration from Flappy Bird, the player needs to speak so that the bird does not fall. It
is controlled by vocal loudness continuously until the level is complete. In another paper,
the interaction is via whistle sounds (blowing/sucking), which trigger in-game events [43].
The games use pitch detection and volume analysis. In addition, some of the games are
designed around specific word pronunciation in specific parts of the game [11,21]. Ref. [11]
has a set of predefined words relative to the age of the child. This is similar to [21], whose
game asks the user to alter certain words expected for a child to know at a certain age.
Other games use phoneme recognition [22,27,37,38,47]. These are mainly the vowel sounds
aimed at phonological performance. Finally, some games’ focus is on sibilant consonants,
developed to practice consonants [9,26].

The final aspect we consider in our user interaction review is how feedback and
evaluation are communicated to users in these games. Two user experience approaches have
been the most common in speech rehabilitation games. Real-time feedback is recommended
by eight papers. Customisation and adaptation of the difficulty levels or preferences were
also mutual in six articles. This provides insight and recommendations to game developers
and researchers in this field, as it affects the user experience and game efficiency. Table 2
shows the different references recommending these elements in game design. Moreover,
considering the socio-cultural context of the target audience while developing games is
highlighted by Nanavati, Bernardine, and Steinfeld [24]. Their games are designed to help
children who are deaf or hard of hearing (DHOH) explore and understand their voices in
Bengaluru, India. They highlight the fact that social and cultural stigmas and preferred
languages shall be considered when designing speech rehabilitation games.

Table 2. Most common design recommendations for speech rehabilitation games.

Design Recommendation Supporting Studies

Real-time feedback [12,16,17,25–28,31,32,36,37,41,42,45,47]
Customisation and adapation [12,16,20,21,25,26,35–37,42,45]

The majority of the papers provide an overall score after the child’s voice
input [5,11,27,31,42]. This score is calculated by comparing the child’s voice input to
the expected input. Duval et al. provide feedback using animated facial expressions [28].
They want to create “natural and realistic experiences within the game” showing “primary
emotions”. Some researchers use the main character’s behaviour to provide feedback.
For instance, if the child mispronounces the proposed word, either the character stops and
waits for another attempt or the exercise has to be repeated from the beginning [9]. In this
instance, researchers believe that this form of feedback is “highly intuitive”.

The exercise methods are diverse and not limited to a single approach. Researchers
have explored various techniques, including exercises for increasing loudness, sustaining
vowel sounds, improving consonant pronunciation, as well as working on pitch, volume
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control, and emotional expression and engagement. Among these, vowel and pitch exer-
cises have received the most attention. Table 3 provides an overview of the studies that
focus on different rehabilitation techniques, with some studies incorporating multiple
methods to enhance overall effectiveness. It is important to note that these decisions are
affected by the target audience and the language preference. For example, [9] have created
a serious game for training sibilant consonants because the distortion of sibilant sounds is
common in Portuguese-speaking children.

Table 3. Most common types of rehabilitation exercises in the chosen papers.

Type of Rehabilitation Exercise Supporting Studies

Loudness [17,38]

Vowel Exercises [9,25,27,32,37,38,47]

Consonant Words [9,12,16,25,26,41,42,47]

Pitch [17,24,38,45]

Volume [24,28,45]

Emotional Expression and Engagement [20,23,43]

Customisation and adapation [12,16,20,21,35–37,41,45]

Moreover, Table A2 presents details of the AI techniques, interaction methods, and in-
tended age groups across the reviewed studies. A range of AI-driven approaches was
identified, including template matching, dynamic scoring, and voice assistant integra-
tion. Interaction modalities varied from simple touch and voice commands to multimodal
feedback and smart home automation. While most studies targeted children between the
ages of 2 and 12, some did not specify their intended age range. This summary enhances
comparability and highlights design trends in AI-supported speech rehabilitation games.

The effectiveness of speech rehabilitation games relies on diverse design elements
and feedback mechanisms. From the prevalence of 2D environments to the emergence of
3D and Augmented Reality formats, design choices significantly impact user engagement.
Varied voice control modes, phoneme recognition, and consonant practice further enhance
interaction. Feedback methods, such as overall scores, facial expressions, or character
behaviour, are important in user engagement.

The interaction methods employed in speech learning games, ranging from speech
recognition and pitch control to visual and real-time feedback, demonstrate the importance
of design. However, the success of these interactions often relies on the technologies used.
For example, the role of Artificial Intelligence, and more specifically Natural Language
Processing (NLP), is central to enabling accurate speech recognition, adaptive feedback,
and personalised learning. The following section investigates how AI technologies have been
integrated into these games and assesses their impact on speech rehabilitation for children.

3.5. RQ3: What Is the Role of Artificial Intelligence (AI), Such as Natural Language Processing
(NLP), Within Digital Games for Children’s Speech Rehabilitation?

When employing AI and machine learning for speech rehabilitation, the choice of a
speech recognition algorithm is one of the initial decisions in the implementation stage.
The reviewed studies reveal a diverse trend in the application of ASR technologies for
children’s speech rehabilitation, shown in Table A1. Some studies emphasise data quality
and collection, such as therapist-validated or child-specific corpora, which are necessary
for training ASR models that can accommodate the variability in children’s speech. Others
present fully implemented voice-controlled games, relying on real-time pitch, phonation,
or sound intensity rather than full speech recognition to engage users. While systems



Information 2025, 16, 599 13 of 37

like “Apraxia World” [36] and “Into the Forest” [11] integrate speaker-dependent mod-
els and template matching to improve detection accuracy, several newer studies employ
lightweight audio features, such as pitch and volume, instead of conventional ASR. They
favour responsiveness and simplicity over linguistic precision. These approaches often
enable greater customisation and therapist control, making them accessible in both clinical
and home settings. A few systems report formal accuracy benchmarks, but many high-
light successful engagement and motivational outcomes, particularly through visual and
audio feedback.

Moreover, latency or response time is highly dependent on the algorithm. Choosing the
incorrect algorithm creates end-user frustrations, as evident in research [34]. For example,
research shows that Whisper-Local struggles with phoneme detection, but it performs
adequately at the word level [25]. To maximise accuracy, some of the researchers use
speech recognition based on Convolutional Neural Networks (CNNs) and Deep Neural
Networks (DNNs) [16]. They claim that the model recognises correct pronunciation of
syllables and specific sounds, necessary for the games. The careful selection of a speech
recognition algorithm is critical in ensuring effective functionality and user satisfaction,
underscoring the impact of this decision on the overall success of speech rehabilitation AI
systems. Meanwhile, background noise cancellation is another key element.

Twenty-eight papers use NLP and speech recognition in their solutions. Speech recog-
nition has its challenges affecting its efficacy. As a result, researchers try to minimise them
by exploring different approaches. Background noise and the quality of the voice highly
affect the efficiency and accuracy of the NLP algorithm and speech recognition system.
Therefore, the microphone and the overall hardware used are considerably important in
a developed game. Interestingly, research suggests that Kinect microphone is better than
most built-in or conventional microphones for voice recognition [40]. One of the primary
reasons is its capability to automatically suppress noise, allowing the game to be used in
natural speech environments [40]. With this, one can minimise the processing necessary
to remove background noise. Additionally, the hardware storage and processing capacity
affect the accuracy of the speech recognition system. For example, mobile devices became
one of the significant barriers for processing and response time in the “Speech Adventure”
game [21]. Challenges around hardware are mentioned again when researchers had to
re-record their audio in a soundproof studio to avoid background noise being recorded
and used in their system [29]. This is mainly because tablet computers’ audio quality was
limited compared to the requirements of the machine learning system. In short, hardware
quality significantly impacts speech recognition accuracy and user experience in speech re-
habilitation gaming environments. The ultimate goal is to minimise the hardware necessary
to run the applications while maximising efficiency.

Another step in utilising AI and NLP in speech rehabilitation research is adjusting
different voices, microphone status, and noise levels. This includes normalisation [19] or
calibration [32]. It is necessary because environmental noise is often a challenge in speech
recognition systems [2]. Implementing AI techniques to help therapists in the Automatic
Speech Recognition (ASR) tuning to the “patient’s speech according to disease severity”
is helpful to avoid frustration and inaccurate feedback [45]. Therefore, the dataset used
in the AI model directly affects the efficiency and accuracy of the voice recognition and
results in the game. Barletta, Cassano, Pagano, and Piccinno have emphasised this and
proposed a model where people participate in the “basic creation of phoneme records” [44].
They propose that the same method could be used by the therapist so that the AI is trained
with realistic data and recognises phonemes correctly. Thus, fine-tuning voice, microphone
settings, and noise levels, coupled with AI-driven ASR tuning to match disease severity,
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significantly impacts the dataset quality, influencing the accuracy and efficiency of voice
recognition in speech rehabilitation games.

While the majority of the papers use ASR and automatic scoring, some have used
human evaluators to avoid ASR errors. Hair, Monroe, Ahmed, Ballard, and GutierrezOsuna
claim that using human evaluators in their system helps them avoid “frustration from ASR
errors” [36]. Likewise, issues related to speech recognition accuracy have occurred from
acoustic mismatches between training and testing data [48]. Indeed, speech recognition
accuracy is a challenge [39]. However, research to enhance the accuracy of the models is
active. Diogo, Eskenazi, J. Magalhães, and Cavaco targeted accuracy issues [27]. They
implemented a “robust scoring model” to provide real-time feedback. Some used Google
voice recognition API and received a score of 73.2% for accuracy, which they consider
high [30]. Similarly, ref. [42] used ASR to include the Slovak language. All in all, addressing
challenges in speech recognition accuracy, from ASR–human discrepancies to acoustic
mismatches or included languages, remains an active area of research, striving to enhance
models for robust, real-time feedback.

Whisper AI is mentioned in only one of the studies [25]. Most studies focus on
lightweight and offline models, such as Template Matching (TM), Goodness of Pronun-
ciation (GOP)-based models, or embedded ASR. These are computationally lightweight,
more predictable, and easier to integrate into constrained platforms, such as tablets or
mobile applications. Even though Whisper-Local shows promise in the solution, it struggles
with phoneme-level recognition in speech learning games [25]. This study was conducted
in February 2025, showing that Whisper AI is not yet considered efficient for speech
learning games.

While AI technologies, such as speech recognition and NLP, enhance the technical
accuracy and adaptability of speech learning games, their effectiveness also depends on
how engaging and motivating they are for children. Positive user experience, sustained
attention, and emotional investment are crucial for long-term therapeutic impact. The next
section explores how game design strategies support motivation and engagement and how
these emotional factors contribute to the success of speech rehabilitation exercises.

3.6. RQ4: What Is the Impact of Using Games for Rehabilitation Exercises on the Motivation and
Engagement of Children with Speech Disabilities?

Research has shown that games used in speech rehabilitation keep the children moti-
vated and more engaged throughout the session [22,23,25,32]. This is accomplished using
various methods. For example, controlling the game’s avatar through speech motivates the
player to use speech to move around and discover the environment [11]. Other projects
provide autonomous modes in their games, resulting in higher degrees of engagement [23].
Speech recognition techniques also enhance motivation in conducting repetitive speech
exercises [32]. Additionally, level progression helps players “maintain their motivation
through continuous feedback on their performance” [16,33]. For instance, one of the games
uses an ice-cream progress bar to keep track of the child’s performance and keep them mo-
tivated to finish successfully [47]. The use of selective, personalised digital games in speech
rehabilitation enhances and affects children’s motivation considerably [22]. Gameplay
elements, such as levels and avatars, are also mentioned in [25] to keep the child motivated.

Concepts of reward and punishment are necessary to keep the child competitive and
eager to finish [10,16,34,35,47]. The SEGA-ARM model suggests including forms of reward
and punishment systems, such as “points, badges, levels, and leaderboards”, and provide
ways to earn and lose points when designing speech rehabilitation games [10]. Another
article emphasises motivation through goal setting and unlockable achievements [43]. It
mentions that plans can be personalised and children can see progress through rankings
and rewards. Research results show that children and speech–language pathologists (SLPs)
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prefer “games with rewards, challenges, and multiple difficulty levels” [34]. Other forms of
rewards utilise time intervals. Apraxia World’s reward and punishment system is through
giving different time intervals to utter the word, 10 s for correct and 5 s for incorrect
pronunciations [35]. This gave them positive results on the child’s motivation throughout
the game. Overall, digital games specifically aimed at rehabilitation have been observed to
produce more acceptance rates and positive effects on children [49]. Gamification sustains
children’s motivation through diverse engagement strategies effectively. While limited
assessments directly link games to speech performance, positive outcomes reinforce the
potential of digital games in enhancing children’s speech rehabilitation.

Figure 8 shows the frequency of different gamification elements identified across the
reviewed studies. Feedback and difficulty scaling are used the most. This shows the impor-
tance of real-time responses and adaptive challenges in maintaining engagement. Rewards
and progression and narrative elements were also common to motivate continued play.
Fewer studies incorporated avatars, session design, or control-based mechanics, suggesting
these areas are less explored. This distribution reflects current priorities in speech rehabili-
tation game design. There are opportunities to expand on strategies less commonly used,
such as autonomy and personalisation for children with speech impairments. As discussed
in research question 1, most games involve therapists or caregivers for configuration or
supervision. A detailed table, Table A3, is presented in the appendix section to show the
details of the gamification elements and their results for engagement over time.

Figure 8. Frequency of gamificiation element categories in reviewed papers.

Speech rehabilitation games have demonstrated success in maintaining children’s mo-
tivation and engagement during therapy sessions through varied strategies, encompassing
speech-controlled avatars, autonomous play modes, and speech recognition techniques.

The results show increasing support for child autonomy, diverse and effective inter-
action methods, growing AI integration, and strong use of motivational design. Speech
recognition accuracy and hardware limitations remain key challenges. Together, these find-
ings show a shift towards more adaptive, engaging, and accessible speech rehabilitation
games. The next section discusses the gaps, opportunities for AI enhancement, and the
need for more inclusive, scalable game design for children with speech disabilities.

4. Discussions and Future Work
This systematic review has given us a more coherent and bespoke literature of an

important and evolving area of digital game rehabilitation for children with speech disabili-
ties. Using four targeted questions, we are able to highlight areas of ecological and external
validity in existing evidence, identify research gaps, establish the strength of evidence,
and provide a foundation for meta-analysis.
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We have identified clear evidence and guidance on the creation of such games. The cru-
cial role of therapists in designing exercises and monitoring progress cannot be overstated,
but the necessity for readily accessible, previously set exercises, particularly in underserved
areas or for children without regular access to therapists, is apparent. The varying game
designs, some reliant on therapist involvement and others promoting independent en-
gagement, showcase the evolving area of speech rehabilitation games. The results of our
analysis indicate a wide spectrum of approaches in terms of the degree of independence
children exhibit while playing speech rehabilitation games. These games cater to therapists
as a primary end-user, emphasising the role of expert guidance in optimising rehabilitation
outcomes. This suggests a shift toward more inclusive and self-directed rehabilitation
approaches, acknowledging the evolving role of technology in empowering children with
speech disabilities. This emphasises the need for a balanced consideration of therapist guid-
ance, peer support, and independent engagement, underscoring the importance of tailoring
interventions to the unique needs and preferences of children with speech disabilities.

The need to minimise therapist or teacher involvement has been identified as a grow-
ing priority, especially in contexts with limited access to professionals. Studies, such as
refs. [12,41], propose the integration of AI-based classifiers as a viable path forward. By au-
tomating the classification of phonemes or utterances, these tools would enable children to
engage with therapy content more independently while reducing the need for real-time
supervision and validation. This points toward a future where technology plays a more
central role in both delivery and assessment.

The diversity in voice control methods caters to the individualised needs of children
with varying speech disabilities, offering a range of exercises to enhance phonological
performance. Current work underscores the importance of tailoring feedback approaches to
suit the preferences and needs of individual users, acknowledging the multifaceted nature
of speech rehabilitation. In essence, the various design choices in interaction modalities,
voice control, and feedback mechanisms highlight the adaptability of speech rehabilitation
games. These choices are pivotal in shaping user engagement, emphasising the need
for a thoughtful and inclusive design approach to cater to the diverse needs of children
with speech disabilities. The use of reward and punishment systems, as observed in the
SEGA-ARM model [10], introduces a competitive element, fostering enthusiasm among
players. Level progression serves as a motivational tool, providing continuous feedback on
performance. Concepts of selective and personalised game design contribute to increased
motivation and positive effects on children. The positive impact of reward systems on
the child’s motivation throughout the game emphasises the potential of gamification in
speech rehabilitation.

The incorporation of AI, particularly NLP, in speech rehabilitation games involves
critical decisions, starting with the selection of speech recognition algorithms. Background
noise cancellation emerges as a key element, with the choice of microphone and hardware
significantly influencing the efficiency and accuracy of NLP algorithms. The preference for
Kinect microphones [40], for example, due to their noise suppression capabilities, shows the
importance of optimising hardware to create natural speech environments and minimise
processing requirements. The role of AI and NLP in speech rehabilitation games is pivotal,
influencing algorithm selection, hardware optimisation, dataset quality, and the ongoing
pursuit of accuracy improvements. The intersection of human expertise and AI capabilities
holds promise for creating more effective and personalised interventions in the field of
speech rehabilitation.

Our findings also suggest that gamified approaches not only engage children more
effectively but also lead to improved speech accuracy. In [41], children with dysarthria
demonstrated fewer mispronunciations and a clear preference for game-based collection
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methods over traditional adult imitation. This preference was consistent across both
subjective engagement surveys and objective speech error rates. Such evidence supports
the case for continued development of child-centred, interactive methods that embed
speech tasks within rewarding, playful experiences.

There are areas that our review has shown to need addressing. The concept of what is
considered “fun” differs from one person to another, as mentioned in [36]. Data collection
and analysis from these games is an area for improvement because most games rely on
therapists to evaluate the data, give feedback, and adjust accordingly. Improving speech
recognition accuracy is still necessary and response time and latency is an active frustration
element in most games. We are hypothesising that with NLP technology becoming more
commonplace, this technical factor will be overcome naturally.

With the minimal multiple disabilities targeted in the solutions, mentioned in Section 3.2,
future work should be accessible to people with more than one disability. While Abdoulqadir,
Loizides, and Hoyos focus on game applications targeting dual disabilities [50], more research
is necessary for serious games targeting more than one disability. Similarly, most solutions
are not accessible to minority languages despite the fact that preferred languages are recom-
mended to be considered by researchers and developers [24]. Speech rehabilitation games
accessible for minority languages should be addressed more in future research.

In Section 3.6, we showed the different elements used in games to support speech
therapy. Gamified speech therapy applications implement motivational elements to keep
and enhance children’s motivation. This has been applied and studied in schools specific for
deaf and hard-of-hearing students [24]. Speech therapy games support inclusive education
by providing opportunities for children with speech learning disabilities to practice in
class [24]. Moreover, most studies showed autonomy and enhanced children’s engagement,
as detailed in Table A3. Helping students practice independently shifts classroom focus
from teacher-focused to student-focused. The games are accessible for students with speech
impairments, aligning with inclusive education goals. However, there are pedagogical
limitations within the speech learning solutions. Most solutions are designed for individual
use, with limited support for peer-to-peer interaction. They are often culturally and
linguistically specific. To better support diverse classroom environments, future research
should prioritise multilingual and customisable designs. This is important for educational
settings with diverse students from different backgrounds.

In summary, the results indicate that speech rehabilitation games effectively maintain
motivation and engagement through diverse gamification strategies. While challenges in
directly linking games to speech performance persist, the positive outcomes reinforce the
potential of digital games in enhancing children’s speech rehabilitation. Notably, the results
for a sustained vowel game show that “all children improved their achieved MPT (maximum
production time) progressively during the user test” [38]. This shows the positive effects
of digital games on children’s speech performance. Few papers mention the effectiveness
of speech rehabilitation games on the child’s actual speech performance. AI and NLP are
evolving and have large potential, which shows the need for continued research and innova-
tion in gamified approaches to address the unique needs of children with speech disabilities.
Through this work, we also aim to address the need for more domain-specific and flexible
design guidelines that are now specific to certain disabilities and presented at a higher level.

Limitations of the Study

This review has multiple limitations that should be acknowledged. Firstly, it focuses
on the technological, interactional, and motivational aspects of speech rehabilitation games,
rather than evaluating their clinical efficacy. It does not assess whether these games result
in measurable therapeutic improvements as judged by speech–language professionals.
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Secondly, while the study includes a diverse set of papers, most target children with
isolated speech disabilities, with limited inclusion of dual or complex disability scenarios.
The results cannot be generalised to broader populations. Thirdly, the review is based
on English-language publications and may under-represent work in minority languages.
Most of the included studies report short-term evaluations or prototypes, and few provide
longitudinal data on sustained engagement or long-term therapeutic outcomes. Finally,
this review falls under the Human–Computer Interaction (HCI) field. It does not consider
psychological or non-digital interventions.
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Appendix A. ASR Technologies Used in Children’s Speech
Rehabilitation Games

Table A1. Comparison of ASR technologies in game-based systems.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[35] Template-Based

Template
Matching (TM):
72% F1,
Goodness of
Pronunciation:
69% F1

Template
Matching
outperformed
GOP; TM was
better at
identifying mis-
pronunciations.
Children
improved with
both.

Template
Matching (TM),
GOP algorithm
using Kaldi
acoustic models
trained on
Librispeech
corpus (960 h of
adult speech)

https://www.mdpi.com/article/10.3390/info16070599/s1
https://www.mdpi.com/article/10.3390/info16070599/s1
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[52] Rule-Based/
Hybrid Not mentioned

Speech scoring
system
validated in
small studies;
storybook
format found
most motivating.
Offline ASR
effective.

Offline ASR,
custom
speech scoring

[34] Rule-Based/
Hybrid Not mentioned

No direct ASR
accuracy
reported;
focuses on
integration with
Alexa and
making therapy
more engaging
through
automation.

Alexa voice
assistant,
AI scoring

[11] Other/
Unspecified

70% threshold
for good
pronunciation

Children could
control the
game via voice;
70% score
considered a
good result.
Emphasises
motivation and
independence.

Word Detection
Package,
Windows UDP
Voice Recogni-
tion Server

[44] Data Collection/
Preprocessing

Not mentioned
(conceptual
framework)

No ASR tested;
proposes a
crowd-sourced
dataset creation
and validation
model to
improve ASR
performance in
therapy.

Collaborative
dataset with
therapist valida-
tion

[9] Rule-Based/
Hybrid Not mentioned

Game offers
visual feedback
for /s/, /z/,
etc.; real-time
processing used;
accuracy and
scalability not
evaluated.

Custom audio
analysis tool for
sibilant sounds
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[45] Other/
Unspecified Not mentioned

Supports
parent-guided
home use with
simple detection
logic;
emphasises
usability more
than recognition
precision.

Sound detection
and interactive
speech interface

[17] Other/
Unspecified

Therapist-rated
as accurate
enough for
dysphonic
voices

System filters
ambient noise
and tracks pitch;
FFT preferred
over
auto-correlation
due to
sensitivity
needs.

Pitch and
loudness
detection via
Fast Fourier
Transform (FFT),
Kinect mic array

[18] Other/
Unspecified Not mentioned

Focus is on
structured
language
interaction and
logging; limited
use of
automated
speech
recognition.

Therapist-
guided
interaction;
voice and
scenario logging

[26]
Machine
Learning/
AI-Based

86.1% (cross-
validation)

Promising
accuracy for
phoneme-level
classification,
not real-time
but useful for
therapeutic
monitoring.

Deep Neural
Network
(DNN)-based
classifier for
sibilant conso-
nant detection

[28] Other/
Unspecified Not quantified

Prototype
shows
motivational
benefit despite
ASR limitations,
aims for future
precision
improvements.

Conversational
speech
recognition
(prototype)
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[2] Other/
Unspecified

Not consistent
across tools

ASR adoption
remains
fragmented;
real-time,
child-friendly
ASR is still un-
derdeveloped;
environmental
noise
challenges.

Varied across re-
viewed studies

[36]
Machine
Learning/
AI-Based

Not evaluated
(manual
marking used)

ASR integration
planned;
manual system
ensures
evaluation
consistency but
limits scalability.

Wizard of Oz
(manual) with
plans for Pocket-
Sphinx

[23] Other/
Unspecified Not mentioned

Focuses on
autonomous
engagement;
does not
evaluate ASR.

Not specified

[30] Other/
Unspecified Not quantified

ASR used for
independent
vocabulary
evaluation;
supports
scalable remote
therapy.

Integrated
speech
recognition in
mobile app
(ASR library
unspecified)

[22] Other/
Unspecified Not applicable

Focus on ICTs
and their
general benefit;
no use of ASR.

Not
implemented
(focuses on ICT
tools)

[20] Other/
Unspecified Not applicable

Describes future
potential of ASR
and IoT for
home-based
therapy; not yet
implemented.

Planned
conversa-
tional interfaces

[31] Rule-Based/
Hybrid Not quantified

Indicates speech
quality
improvement
tracking but
lacks
model-specific
detail.

Custom scoring
algorithm based
on speech input
and pronuncia-
tion comparison
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[32] Other/
Unspecified

Not quantified;
adjusted with
calibration and
thresholding

Highlights the
value of
lightweight
real-time vowel
recognition over
full ASR for
engagement and
responsiveness.

Formant-based
vowel detection
using LPC and
FFT;
implemented in
C++ with Open-
Frameworks

[47] Other/
Unspecified

High robustness
claimed, no
specific number

Strong emphasis
on robustness to
background
noise for
practical
settings.

Robust
HMM-based
phoneme
recogniser with
noise-
robust features

[27] Other/
Unspecified

73.98% to
85.93%

Demonstrates
reliable
classification for
different voice
exercises with
low false
negatives.

SVM-based
classifier for
sustained
vowels and
pitch variation
using MFCCs
and F0 features

[10] Other/
Unspecified Not applicable

Conceptual
metamodel; no
empirical results
but supports
integration of
speech
recognition as
part of user
modeling.

Proposed
framework
includes
phoneme
recognition; no
specific imple-
mentation

[24]
Machine
Learning/AI-
Based

Not quantified,
but describes
’robust detection’
and ’usable
feedback’

Feasible and
acceptable in
resource-
constrained
settings over the
long term.

Specific engine
not stated

[40] Other/
Unspecified

Moderate; poor
recognition for
children’s
accents
observed

Popular
gameplay can
boost
motivation,
but recognition
issues must be
addressed.

Microsoft
Speech SDK
with Kinect mi-
crophone array

[21]
Machine
Learning/
AI-Based

High (95%
overall, 97.5%
phoneme
accuracy in
pilot)

Highly
promising;
customisable for
cleft-specific
errors and
works on mobile

PocketSphinx
via OpenEars
speech
recognition API
for iOS
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[53]
Machine
Learning/
AI-Based

Not quantified
in this paper.

Users reported
positive
engagement;
ASR viable with
offline use cases.

Not stated

[14]
Machine
Learning/
AI-Based

Perceived as
neutral-to-good
by users (Likert
average 3.2–4.2)

Effective and
offline-friendly;
supports critical
listening and
user-specific
adaptation.

PocketSphinx
via OpenEars
and RapidEars
(offline)

[38] Other/
Unspecified Not mentioned

Pitch-based
voice input is
viable for
therapy
reinforcement
but lacks full
ASR
functionality.

Pitch detection
(not specific)

[46] Other/
Unspecified Not mentioned

Highlights
motivational
value of games
but lacks
discussion on
ASR tools or
outcomes.

Not specified

[49] Other/
Unspecified Not quantified

Focus is on UX
methodology
and assessment;
ASR is minimal
and used for
basic voice
response.

Microphone
input with
pitch/timbre eval-
uation

[15] Other/
Unspecified Not mentioned

Game supports
phonological
therapy via
simplified input;
ASR engine
details not
specified.

Concept-
matching and
speech stimu-
lus response

[13]
Machine
Learning/
AI-Based

Not measured;
assumed
platform-native

Smart assistants
enhance
motivation and
scheduling;
effectiveness
tied to
ecosystem, not
custom ASR.

Voice assistant
platforms
(Amazon Alexa,
Google Home)
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[41] Other/
Unspecified

Not mentioned
(focus on
feasibility and
motivation)

Promising for
generating child
speech datasets
but lacks
immediate
feedback or
therapeutic use.

Gamified
speech data
collection
interface with
ASR analysis
post hoc

[12] Other/
Unspecified

Not evaluated
directly

ASR integrated
indirectly;
system focuses
on
therapist-aided
assessment
rather than full
automation.

Embedded
phonetic-
phonological
processing via
therapist dash-
board

[48] Other/
Unspecified

Not reported;
proposal-
focused paper

Highlights
potential of
adaptive speech
interfaces; lacks
empirical ASR
results.

Exploratory use
of speech
recognition and
voice features

[29] Other/
Unspecified Not applicable

Focus is on
structured
audio input and
feedback rather
than ASR
analysis.

Tablet-based
phoneme
training app;
audio playback,
no ASR

[39]
Machine
Learning/
AI-Based

Acknowledges
ASR accuracy
challenges for
disordered
speech

Commercial
VAs show
potential but
current ASR not
robust enough
for speech
disorder needs
without
retraining.

Voice assistants,
ASR

[43] Other/
Unspecified Not mentioned

No full ASR
used;
pitch-based
sound input
replaces speech
recognition for
engagement and
tracking.

Pitch detection
via Audio Input
Handler
using whistles

[16] Other/
Unspecified Not specified

game focuses on
practice rather
than advanced
speech analysis.

Basic voice
analysis tools
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Table A1. Cont.

Reference Technology
Category Accuracy

ASR
Technology
Conclusion

Details

[42] Rule-Based/
Hybrid

Word Error Rate
(WER) reduced
to 24.8% using
augmented data

Custom-trained
models
significantly
improved child
speech
recognition and
user
engagement.

Custom ASR
model trained
on Slovak
children’s
speech
using wav2vec2

[25]
Machine
Learning/
AI-Based

Not quantified;
challenges with
phoneme
detection noted

Whisper-Local
shows promise
but struggles
with precise
phonetic level
recognition for
therapy.

Whisper-Local
used for
speech-to-text

[5] Rule-Based/
Hybrid

Confidence-
based matching
(specific rates
not disclosed)

Custom ASR
models support
word
articulation
scoring;
confidence
levels drive
game feedback
and
progression.

Pre-trained and
custom-trained
speech
recognition
models using
Raspberry Pi

[54]
Machine
Learning/
AI-Based

Not quantified,
but personalised
to individual
phonetic
inventories

Voiceitt shows
strong potential
for severe
impairments by
enabling
real-time,
individualised
Augmentative
and Alternative
Communication
(AAC) support
using AI-driven
speech
recognition.

Voiceitt®-AI-
based
non-standard
speech
recognition
system using
deep learning
and pattern clas-
sification

Appendix B. Interaction Modalities
Table A2. Interaction modalities used in selected studies.

Reference AI Techniques Interaction Modalities
Target Age Group/
Participant Age
Group

[35]

Template Matching,
GOP, Automatic
Mispronunciation
Detection

Touch (tablet
joystick/buttons),
voice input, audio
feedback

Children aged 5–12
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Table A2. Cont.

Reference AI Techniques Interaction Modalities
Target Age Group/
Participant Age
Group

[52]
Offline Speech
Recognition, Dynamic
Curriculum

Voice input, audio
feedback,
storybook-style
navigation

Not explicitly stated

[34] AI-based correction,
Alexa Skill integration

Voice input (via Alexa),
smart home
automation

Children aged 4–8

[11]

Voice Command
Detection, Speech
Scoring via UDP
Server

voice input, game
avatar control, visual
and audio guidance

Children aged 2–6

[44]
Collaborative dataset
generation, Gamified
data collection

Voice recording,
therapist validation Not mentioned

[9]
Custom audio analysis
(sibilant energy
extraction)

Visual waveform
display, voice input Children aged 6–10

[45]
Sound detection,
Therapist-defined
interactive feedback

Voice input, parental
and therapist interface

Not explicitly stated;
intended for
home-based use
by children

[37]
Phonation time
analysis, Intensity
threshold detection

Voice input only, audio
feedback

Children with
articulation challenges
(not specifically aged)

[17]

FFT-based pitch and
loudness estimation,
Kinect microphone
array

Voice input
(pitch-based control),
visual feedback

Adolescents and
adults with dysphonia
(generalisable
elements for older
children)

[18]
Therapist-guided
recording and object
interaction logging

Voice input, 3D object
interaction,
therapist-controlled
environment

Children aged 5
(tested), supports
various
therapy scenarios

[26] Deep Neural Network
(sibilant classification)

Voice input, visual
feedback

Not specified; children
with sibilant errors

[28]

Conversational agent
prototype,
visual/audio
reinforcement

Voice input, visual
prompts, adaptive
feedback

Not explicitly stated

[2]
Analysis of AI-based
games (ASR, NLP,
Feedback)

Varies; includes voice,
touch, gesture

Primarily 4–12 years
(based on included
studies)

[36]
Planned PocketSphinx
ASR, manual SLP
scoring

Voice input, touch
control, custom
prompts

Children aged 2–14

[23]
Autonomous task
triggering, Interaction
tracking

Touch input,
visual/audio prompts

Children and young
adults with
Down Syndrome
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Reference AI Techniques Interaction Modalities
Target Age Group/
Participant Age
Group

[30]
ASR for vocabulary
recognition, Manual
review for other stages

Voice input,
Video/audio uploads,
virtual pet

Children post-cleft lip
surgery (unspecified
age)

[22] Overview of ICT tools
(not specific to AI)

Software-based,
therapist-controlled
tools

Not
explicitly mentioned

[20]

Smart home
orchestration via EUD,
Proposed ASR
integration

Voice input, tablet
control, IoT devices
(lights, TV)

Children in home
therapy (not explicitly
stated)

[31]
Speech quality
analysis and
task-specific scoring

Voice input, visual
feedback through
game UI

Not explicitly stated

[32]

Formant tracking via
Linear Predictive
Coding (LPC)/ FFT for
vowel detection

Voice input, real-time
retro game interface Not explicitly stated

[47]

the Naive Bayes (NB),
Support Vector
Machines (SVM) and
Kernel Density
Estimation (KDE) were
compared; The best
results were obtained
with the flat KDE with
Silverman’s
bandwidth using
MFCCs

Voice input, speech
playback, visual
feedback

Not explicitly stated

[27]
SVM classifiers for
sustained vowel and
pitch variation

Voice input, visual
feedback via screen
interface

Not explicitly stated

[10]

Model-driven design
incorporating
phoneme recognition
and user profiling

Voice input,
audio-visual
interaction modules
(conceptual)

Framework for various
user types, including
children with
hearing loss

[24]
specific technology not
stated, multilingual
model support

Voice input, visual
feedback via game
characters

Not explicitly stated

[40]
Speech analysis using
Microsoft SDK,
loudness-based input

Voice input, Kinect
gestures, visual
rewards

7 and 10

[21]

Speech pattern
matching using
PocketSphinx with
cleft-specific
adaptation

Voice input, touch
screen interaction,
storybook format

Children aged 2–3

[53] PocketSphinx,
phoneme scoring

Voice input only,
Visual/audio game
feedback

Not explicitly stated
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Reference AI Techniques Interaction Modalities
Target Age Group/
Participant Age
Group

[14]
Custom phoneme
scoring, offline ASR
via OpenEars

Voice input, audio
prompts, tablet
interaction

Target children, tested
on adults 24–31

[38]
Pitch analysis (signal
processing only, no full
ASR)

Voice input (sustained
vowel) Not explicitly stated

[46]
Not specified
(exploratory
discussion)

Potentially touch and
voice (not evaluated) Not explcitly stated

[49]

UX framework
development with
voice-based input
consideration

Voice input,
therapist-led
observation, touch

Children with cochlear
implants (early to
mid-childhood)

[15]

Speech stimulus and
concept-response
(simplified speech
processing)

Voice input,
game-based touch
interface

Children aged 3–6
with
phonological disorders

[13]
Voice assistant
orchestration (Alexa,
Google Home)

Voice input, smart
device interaction
(lights)

Children in
home-based therapy
(general use case)

[41]
Speech data collection
with planned ASR
analysis

Voice input, touch
interface, animated
characters

Children aged 5–8
with dysarthria

[12]
Therapist-controlled
phonological data
processing

Voice input, tablet
game interface,
therapist dashboard

Not explicitly stated

[48]
Proposal of adaptive
ASR-based interfaces
for therapy

Voice input (planned),
adaptive feedback

Children with speech
disabilities (ages
unspecified)

[29] Structured phoneme
training, No ASR

Touch input, audio
playback, visual
rewards

Study 1: mean age of 6
years and 6 months;
Study 2: mean age of 7
years 9 months

[39] Commercial ASR and
NLP

Voice input, smart
assistant responses,
screen prompts

Children with speech
impairments (general
home use)

[43]
Pitch detection and
audio monitoring (no
ASR)

Voice input
(whistle/pitch), visual
mobile interface

Children aged 4–10
with orofacial my-
ofunctional disorders

[16] Simple voice analysis
tools (unspecified)

Voice input, basic
visual/audio prompts

Children in early
speech therapy (ages
not specified)

[42]
Wav2Vec2 model
fine-tuned on child
speech

Voice input,
movement-based
game interface

Children speaking
Slovak (age not
specified)
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[25]
Whisper-Local model
for real-time speech
recognition

Voice input,
visual/audio feedback,
directional movement

Children with speech
impairments (ages not
specified)

[5]

Custom-trained
language models for
speech articulation
scoring

Voice input, mouse (in
shooter), keyboard
(optional),
visual/audio feedback

Children aged 6–10

[54]

Deep learning, pattern
clustering, voice donor
output,
speaker-dependent
ASR

Voice input, real-time
AI interpretation,
voice output

Children and adults
with speech
disabilities, such as
cerebral palsy,
dysarthria, and autism

Appendix C. Details of Gamification Tactics Mentioned in the
Selected Papers

Table A3. details of gamification elements used in speech therapy games and their reported impact
on user engagement over time.

Reference Gamification Element
Category

Gamification Element
Details

Engagement Over
Time

[35]

Avatar and
Customisation,
Rewards and
Progression

Avatars, coins,
in-game store,
power-ups,
progression through
levels

Daily session cap,
personalisation,
story-based
progression, high user
enjoyment reported

[52]
Feedback and
Difficulty Scaling,
Narrative and Story

Narrative storybook
format, characters,
adaptive difficulty

User-centred design,
sustained motivation
reported across studies

[34] Feedback and
Difficulty Scaling

Smart reminders, voice
assistant interaction

Not emphasised; focus
on automation
and convenience

[11]

Avatar and
Customisation,
Control and
Autonomy

Avatar control,
voice-controlled game
actions, object
collection

Use of guidance arrow,
repetitive play
encouraged, no
negative feedback

[44] Rewards and
Progression

Gamified data
collection (star ratings,
score-based
validation)

Conceptual only; no
long-term play
evaluation conducted

[9]

Feedback and
Difficulty Scaling,
Rewards and
Progression

Visual waveform
feedback, score
thresholds, progress
bar

Session-based
progression,
configurable
thresholds by therapist

[45] Rewards and
Progression

Task completion
tracking, rewards

Designed for routine
home use; long-term
engagement
monitored
by caregivers
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Reference Gamification Element
Category

Gamification Element
Details

Engagement Over
Time

[37]

Avatar and
Customisation,
Feedback and
Difficulty Scaling

Avatar animation
(flying bird), real-time
voice control, feedback
via game
success/failure

Adaptive difficulty,
multiple intensity
levels; plans for
scenario expansion

[17] Feedback and
Difficulty Scaling

Pitch-controlled visual
objects, real-time
feedback, points
system

Designed for
continuous repetition;
therapist
adjustable goals

[18] Narrative and Story

Explorable 3D
environment, object
manipulation,
scenario-based
storytelling

Customisable
scenarios, therapist-led
exploration, voice logs
for follow-up

[26] Feedback and
Difficulty Scaling

Feedback animations,
task scoring

Emphasised
pronunciation
monitoring; designed
for iterative use

[28] Narrative and Story

Narrative, empathetic
characters, procedural
content generation,
visual/audio rewards

Replayability via PCG;
immersion driven by
plot and character
empathy;
volume-based
input challenges

[2]

Avatar and
Customisation,
Feedback and
Difficulty Scaling

Variable; includes
points, character-based
feedback, customisable
environments

Highlights sustained
use challenges; low
self-esteem after
several failures;
reviews importance of
meaningful rewards
and personalisation

[36]

Avatar and
Customisation,
Rewards and
Progression

Avatars, level
progression, coin and
star collection, rewards

Therapist-driven
content adjustment;
motivational elements
include store,
upgrades, and interac-
tive feedback

[23]

Feedback and
Difficulty Scaling,
Rewards and
Progression

Autonomous play
mode, feedback
animations, score
keeping

Increased play
duration and
independence; tested
on users with Down
Syndrome to
assess motivation

[30] Session Design
Virtual pet feeding,
candy collection,
session rewards

Motivation sustained
through pet care
dynamics; repeated
sessions encouraged
by daily decay of
pet health
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Details

Engagement Over
Time

[22] Not Applicable Not applicable (review
of technologies)

Mentions importance
of user motivation but
does not analyse
tactics directly

[20]
Narrative and Story,
Control and
Autonomy

Smart home fantasy
scenarios, character
response via devices

Focus on emotional
reinforcement and
parental
configurability; plans
for immersive
future development

[31] Feedback and
Difficulty Scaling

Game-like scoring,
immediate feedback,
audio rewards

Tracks improvement
over sessions;
encourages continued
effort with
task-based incentives

[32]

Feedback and
Difficulty Scaling,
Control and
Autonomy

Retro game mechanics,
vowel-triggered
character control,
visual reaction

Sustained engagement
through nostalgia-style
play and real-time
voice response

[47] Rewards and
Progression

Progress bar (ice
cream) and reward
(virtual button)

Motivates accurate
phoneme production
using score and
repetition logic

[27] Rewards and
Progression

Progress indicators,
visual rewards,
real-time correctness
display

Encourages voice
control improvement
by minimising false
negatives;
increases confidence

[10] Feedback and
Difficulty Scaling

Metamodel supports
points, feedback loops,
challenge levels

Design-driven
personalisation aims to
retain users by
adapting difficulty and
reward schemes

[24]

Feedback and
Difficulty Scaling,
Rewards and
Progression

Character feedback,
level-based rewards,
visual progress
tracking

Long-term classroom
deployment; increased
confidence and repeat
play observed

[40] Avatar and
Customisation

Pac-Man style
gameplay,
voice-triggered avatar,
power-up mechanics

Popular game
structure increases
motivation,
though ASR accuracy
limits usability

[21]

Feedback and
Difficulty Scaling,
Narrative and Story,
Rewards and
Progression

Story-driven
progression,
pop-the-balloon
mini-games, auditory
feedback

Motivates cleft speech
repetition with
scenario advancement
after repeated attempts
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[53] Rewards and
Progression

Score system,
character animation,
word repetition tasks

Children enjoyed
progress tracking and
character response;
found voice
interaction intuitive

[14]

Feedback and
Difficulty Scaling,
Rewards and
Progression, Session
Design

Point scoring, session
progression,
patient-specific
challenges

Critical listening
emphasised over pure
game reward;
motivates goal
achievement with
therapist-set plans

[38] Rewards and
Progression Visual progression

Visual reinforcement
encourages vocal
control; suitable for
short,
repetitive sessions

[46] Not Applicable
Games as a
motivational wrapper
(discussion only)

Proposes using game
elements to overcome
training anxiety and
boost participation

[49]
Feedback and
Difficulty Scaling,
Narrative and Story

Narrative elements,
multi-sensory
feedback

Focus on
personalisation and
sensory accessibility
for engagement mea-
surement

[15] Feedback and
Difficulty Scaling

Colourful animation,
audio response to
correct/incorrect input

Designed to provide
entertaining structure
to speech sound
exercises, aligned with
therapy goals

[13] Session Design
Daily challenges,
verbal praise, smart
home cues (lights)

Integrates therapy into
household routines;
supports emotional
motivation via
device responses

[41] Feedback and
Difficulty Scaling Character animations

Children showed high
participation and
motivation during
speech
recording sessions

[12] Feedback and
Difficulty Scaling

Game-like assessment
interface, animated
feedback

Game structure
improves cooperation
and enjoyment during
assessment; therapists
report better
child focus
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[48] Narrative and Story

Proposed use of
audio-visual
storytelling, point
rewards

Planned use of
emotionally engaging
interfaces to motivate
therapy adherence

[29]

Feedback and
Difficulty Scaling,
Rewards and
Progression

Progress charts,
colorful feedback,
sound playback

Focus on
therapist-defined
targets; game elements
used to maintain
attention in
early learners

[39]
Feedback and
Difficulty Scaling,
Session Design

Conversational
prompts, daily therapy
reminders, praise

Encourages routine
formation through
smart assistant
dialogue and friendly
voice interactions

[43] Rewards and
Progression

Animation,
Whistle-driven
progress, visual
rewards

Reinforces
participation through
sound-controlled
progression; motivates
daily practice with
app interaction

[16] Feedback and
Difficulty Scaling

Colorful prompts,
word repetition
scoring

Encourages
pronunciation through
repetition and
animated feedback;
suitable for
early intervention

[42] Rewards and
Progression

Game character
movement tied to ASR
output, score display

Speech quality
influences in-game
control, increasing
repetition and
goal-oriented speaking

[25] Rewards and
Progression

Level-based
progression,
visual/audio cues,
score system

Voice triggers
movement and
progression; integrates
usability testing for
continued motivation

[5] Feedback and
Difficulty Scaling

Vertical shooter and
adventure platformer,
word-triggered
obstacles, adaptive
difficulty, audio-visual
rewards

Confidence-based
gameplay promotes
repetition and
motivation; two
distinct styles of
gameplay suit varied
interaction abilities

[54] Not Applicable None (not
game-based)

Motivation derived
from restored
communication ability;
app promotes
inclusion, autonomy,
and real-
world interactions
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Appendix D. Resources Used to Answer the Research Questions

Table A4. Research papers used to answer each research question.

Research Question 1 Research Question 2 Research Question 3 Research Question 4

[10] [9] [34] [34]

[9] [26] [30] [49]

[13] [27] [27] [10]

[10] [28] [45] [47]

[14] [47] [19] [22]

[19] [18] [48] [23]

[17] [31] [21] [35]

[15] [11] [2] [47]

[18] [21] [40] [35]

[24] [19] [39] [23]

[11] [21] [25] [32]

[21] [24] [16] [33]

[12] [12] [42] [11]

[25] [25] [16]

[16] [42] [43]

[43] [43]

[5]
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