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such treatments is eliminated, thereby simplifying the mod-
elling process. In addition to its mesh-free nature, SPH is 
a Lagrangian-based numerical method, which provides 
a distinct advantage in tracking specific material points 
throughout the simulation [4]. In the past decades, the low 
computational efficiency of SPH may have limited its appli-
cations to engineering problems. However, recent advance-
ments in computer hardware and GPU acceleration have 
significantly enhanced its computational potential [3, 5, 6]. 
For these reasons, SPH has increasingly been recognised 
as an effective and promising numerical tool for simulating 
laser processing in recent years [3]. In particular, a num-
ber of 2D and 3D SPH models were developed to study the 
evolution of the laser powder bed fusion process [4–12]. 
In addition to additive manufacturing, laser welding, laser 
drilling and laser ablation have also been recently modelled 
using the SPH method [13–16]. Some encouraging simula-
tion results were obtained from the reported SPH models in 
this body of literature.

1 Introduction

Smooth Particle Hydrodynamics is a mesh-free, Lagrang-
ian-based numerical method initially proposed by Lucy [1] 
and Gingold and Monaghan [2] to investigate astrophysi-
cal phenomena in the free boundary domain. Over the past 
three decades, SPH has been extensively applied to a wide 
range of engineering problems due to its distinct features. 
First, SPH is known for its advantage in handling multiple 
coupling and free surface flow [3, 4]. Indeed, with more 
traditional mesh-based methods, additional numerical treat-
ments are typically required to address the numerical issues 
associated with large deformation and free surface flow. 
Given that SPH is a pure mesh-free method, the need of 
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Laser micro texturing is a relatively new laser material 
processing technology, which can be applied to modify the 
wettability of metallic alloys, such as enhancing the hydro-
philicity or hydrophobicity of surfaces as a function of the 
textured patterns [17, 18]. Therefore, predicting the surface 
topography generated by laser micro texturing has attracted 
the interest from research community. In this context, 
Melo-Fonseca et al. developed a regression model based 
on the experimentally measured patterns [19]. Although 
this model could provide insights into the textured patterns 
in their conducted experiments, it may not be completely 
appropriate for predicting the textured patterns under vary-
ing experimental conditions. In addition to this approach, 
Zhang et al. developed a mesh-based numerical model of 
laser micro texturing using the commercial software COM-
SOL [20]. These authors found that the recoil pressure plays 
an essential role in the generation of textured surface pat-
terns. However, the Marangoni force was not considered in 
the developed model, which could have an impact on the 
accuracy of the results and may not fully reflect realistic 
processing conditions.

Laser powder bed fusion (LPBF) is one of the most com-
mon additive manufacturing techniques, renowned for its 
distinct advantages in fabricating complex-shaped parts 
with high resolution and accuracy [21, 22]. For this reason, 
various numerical models have been developed to under-
stand the physical phenomenon of LPBF and to predict 
several experimental outcomes [23]. In the context of par-
ticle-based simulations of LPBF, Russell et al. developed a 
2D SPH model that demonstrated the potential of this mod-
elling approach for LPBF [4]. However, it is argued that 
the numerical scheme employed in their study for modelling 
melting pool dynamics could be further refined to increase 
its accuracy. Long et al. developed SPH models of LPBF 
using an improved kernel gradient correction approach [10, 
11]. This approach demonstrated superior simulated out-
comes compared to conventional methods in the conducted 
test cases. Nevertheless, the accuracy of the reported mod-
els may be limited due to the low particle resolution used in 
the simulations. Indeed, the low computational efficiency of 
SPH could restrict its application in LPBF to some extent. 
Consequently, developing the GPU-accelerated frameworks 
has garnered great interest from research community [5, 6, 
12].

The surface tension and Marangoni force are commonly 
regarded as fundamental components of the melting pool 
dynamics. However, modelling such surface forces with 
SPH could encounter some challenges. Firstly, the approxi-
mation of surface tension force involves the estimation 
of curvature, and numerical corrections are necessary to 
enhance accuracy and reliability of the estimated curvature 
[24, 25]. In addition, the approximation of Marangoni force 

requires the estimation of surface tangential temperature 
gradient [26]. Due to the truncated kernel support of the 
surface particles and the unified partition of smoothing ker-
nel, using the conventional kernel gradient approximation to 
estimate the surface tangential temperature gradient could 
be ill-suited.

To overcome the limitations of these conventional SPH 
approaches, a novel scheme is proposed in this study, for 
which the surface curvature and surface temperature gra-
dient are estimated using interpolation and geometric rela-
tionships of surface particles. In addition, the proposed 
framework for modelling melting pool dynamics incorpo-
rates a grid-based laser source absorption scheme, veloc-
ity damping of phase transformation, an enhanced particle 
shifting technique and barrier forces. Numerical validations 
were firstly conducted to verify the accuracy of the devel-
oped scheme for modelling surface tension and surface tem-
perature gradient. Following the successful implementation 
of validation tests, the framework was applied to specific 
laser material processing applications. Due to the lack of 
particle-based numerical investigations in laser micro tex-
turing, the proposed framework was applied to model this 
specific process and explore the potential of this particle-
based modelling scheme. The simulated micro texture pro-
files were validated by comparing them with experimental 
data available from the literature for which Ti6Al4V had 
been employed [27, 28]. To further verify its accuracy and 
potential application to other laser material processing 
techniques, the framework was subsequently employed to 
model the LPBF process. In this case, the simulated melt 
depth was compared with experimental data obtained from 
the literature, where 316 L stainless steel was used [29].

2 Methodology

2.1 Smooth particle hydrodynamics

In this section, a brief description of the SPH method is pre-
sented. The computational domain in SPH consists of a set 
of particles, each assigned certain physical properties, such 
as position, velocity and mass. The interactions among par-
ticles are controlled by the discrete SPH form of governing 
equations within the range of the smoothing length.

Through the kernel approximation and particle approxi-
mation, a given continuous function f (r) can be trans-
formed into a fundamental SPH discretisation form [30]. 
With the kernel approximation, the integral and rigorous 
smoothing form of a function,

f (r) =
∫

δ (r − r′ ) f (r′ ) dr′ , (1)
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is converted into a finite form via replacing the Dirac 
delta function δ (r − r′ ) by a smoothing function, 
W (r − r′ , h), as expressed below:

f (r) =
∫

W (r − r′, h) f (r′) dr′, (2)

where, r represents the position vector, and h denotes the 
smoothing length, which is used to determine the influ-
ence of each particle on its surrounding particles based on 
their inter-particle distances. Next, the continuous form of 
the kernel approximation of a function is transferred into a 
discrete summation over the neighbouring particles through 
the particle approximation, as expressed:

f (ri) =
N∑
j

Wijf (rj) mj

ρj
, (3)

where N is the total number of neighbouring par-
ticles, Wij = W (rij , h) is the smoothing function 
(rij = ri − rj), and mj  and ρ j  are the mass and density 
of the neighbouring particles, respectively. Through the ker-
nel and particle approximations, the SPH form of governing 
equations of specific engineering problems can be derived. 
A more comprehensive introduction of the SPH methodol-
ogy can be found in [30].

2.2 Computational model for fluid dynamics

Fluid dynamics are governed by the Navier-Stokes equations 
on a Lagrangian frame. In this study, the δ -SPH scheme 
[31] and particle shifting technique [32] were employed to 
enhance the numerical solutions. Consequently, the fluid 
dynamics of a SPH particle i under the influence of particle 
j in the support domain can be approximated as follows:




dρi

dt = ρi

∑
j

uij · ∇iWijVj + δc0h
∑
j

Yij · ∇iWijVj ,

dui

dt
= −

∑
j

1
ρi

(pi + pj) ∇iWijVj

+
∑

j

1
ρi

(
2µiµj

µi + µj

)
πij∇iWijVj + g + bi

ρi

dri

dt = ui , r
′

i = ri + δri , pi = c2
0 (ρi − ρ0) ,

,  (4)

where uij = ui − uj ,ui and uj  are the velocity of particle 
i and j, δ is the δ -SPH smoothing parameter, c0 is the arti-
ficial sound speed, h is the smoothing length, Vj = mj/ρ j

is the volume of particle j, ρ i and ρ jare the density of 
particle i and j, pi and pj  are the pressure, µ i and µ j  are 
the viscosity, g is the gravity, bi represents any other body 
forces acting on particle i, δ ri is the shifting distance intro-
duced by the particle shifting technique (see the subsequent 

Sect. 2.5.1), ρ 0 is the reference density, and π ij  is the vis-
cosity term given by [33]:

π ij = 2(nD + 2) uij · rij

|ri − rj |2
, (5)

where nD is the dimension factor. Additionally, in Eq. (4), 
Y ij  is the δ -SPH diffusion term given by [31]:

Y ij = 2

[
(ρ i − ρ j) rij

|ri − rj |2

]
. (6)

2.3 Model for surface dynamics

Surface dynamics, including surface tension, Marangoni 
force, and recoil pressure induced by evaporation, are fun-
damental components of melting pool dynamics. In this sec-
tion, a novel scheme is proposed to estimate these surface 
forces, with a particular focus on calculating curvature and 
surface tangential temperature gradient. Additionally, the 
conventional SPH methods for modelling surface tension 
and Marangoni force are briefly reviewed.

2.3.1 Model for surface tension

Within the wider SPH research community, the continuum 
surface force (CSF) model proposed by Brackbill et al. [34] 
is widely used to simulate the surface tension and Maran-
goni force. Consequently, the normal and tangential surface 
forces are transformed into a volume force acting within a 
finite interface:

F s =


 σκn︸︷︷︸

surface tension

+ ∇sσ︸︷︷︸
Marangoni force


 δf , (7)

where the σ is the surface tension coefficient (typically 
measured experimentally), κ is the surface curvature, n is 
the unit normal to the surface, ∇ s is the tangential surface 
gradient, δ f  is the surface delta function. The first term is 
the normal surface force (known as surface tension), while 
the second term is the tangential surface force (known as 
Marangoni force).

The surface normal and curvature are essential and sensi-
tive parameters in the approximation of the surface tension 
force. In conventional SPH approaches, these variables are 
estimated with the following two steps:
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Li =


∑

j

(rj − ri) ⊗ ∇ iWij
mj

ρ j




−1

. (15)

In addition to correcting Eq. (10), the surface normal vec-
tor estimated by Eq. (8) is required to be filtered to further 
enhance the robustness of calculated curvature. Typically, 
the normal vector evaluated using Eqs. (8) and (9) could 
provide an accurate and robust approximation for particles 
near the free surface. However, for particles farther away 
from the free surface, the estimated normal vector could 
exhibit significant fluctuations due to the movement of 
neighbouring particles. Consequently, the estimated cur-
vature and surface tension force could become unstable. 
To address this issue, the normal vectors incorporated in 
Eqs. (11) and (13) need to be filtered to select the reliable 
normals for the calculation of the curvature. One common 
approach to selecting the reliable normal vector is given as 
[4, 6, 8, 13, 24]:

ni =




∇ ci

|∇ ci|
if |∇ ci| > ∈

0 otherwise,

 (16)

in which ∈ is the designed cut-off value (∈= 0.01/h [24], 
∈= 0.1/h [4, 8, 13], ∈= 0.2/h [6]). It should be noted that 
while increasing the cut-off value can enhance the consis-
tency of the estimated curvature values, it may simultane-
ously reduce their accuracy.

Implementing the normal vector filter, the Eq. (11) can 
be written as [24]:

κ i = 1
Γ ∗

i

∑
j

(nj − ni) · ∇ iW ij

mj

ρ j

min(|ni| , |nj |) , (17)

with a new kernel correction factor:

Γ ∗
i =

∑
j

mj

ρ j

Wijmin (|ni| , |nj |) . (18)

The Eq. (13) can be written as [25]:

κ i =
∑

j

(nj − ni) ·
∼
∇ iW ij

mj

ρ j

min (|ni| , |nj |) . (19)

It should be noted that Eq. (16) is a basic and commonly 
used filter, while an enhanced filter can be found in [25]. 
In the conventional methods, such numerical corrections 
are essential to reduce errors and enhance the robustness 
of the SPH methodology deployed. However, some issues 
may still arise from implementing these corrections. For 
instance, when applying the kernel correction, Eq. (17) 

3 Calculate the surface unit normal using 
the following equation as

ni = ∇ ci

|∇ ci|
, (8)

in which the ∇ ci is obtained by:

∇ ci =
∑

j

mj

ρ j

∇ iW ij . (9)

4 Calculate the surface curvature as

κ i =
∑

j

(nj − ni)· ∇ iW ij

mj

ρ j

. (10)

However, it is argued that the above approach presents 
some limitations. First, the kernel gradient approximation 
in Eq. (10) could lose accuracy due to the truncated ker-
nel support of the particles near the free surface. To address 
such issue, numerical corrections have been proposed and 
implemented in previous research reports [24, 25]. These 
include the kernel correction [24], and the kernel gradient 
correction [25]. In the kernel correction approach, Eq. (10) 
is modified as [24]:

κ i = 1
Γ i

∑
j

(nj − ni)· ∇ iW ij

mj

ρ j

, (11)

in which the correction factor Γ i is obtained as:

Γ i =
∑

j

mj

ρ j

Wij . (12)

While in the kernel gradient correction approach, Eq. (10) 
is modified as [25]:

κ i =
∑

j

(nj − ni)·
∼
∇ iW ij

mj

ρ j

, (13)

where the corrected kernel gradient 
∼
∇ iW ij  is obtained by:

∼
∇ iW ij = Li∇ iW ij , (14)

in which the corrected matrix Li is obtained by [25]:
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Once ∇ · ri <0.8nD( where nD is the dimension factor), 
a given particle i is determined to be a candidate surface 
particle. Then, all candidate surface particles are further 
investigated to determine whether they indeed belong to the 
real set of surface particles by using the algorithm presented 
in [36].

(2) Classify the neighbouring surface particles of a given 
surface particle into two categories. In this step, the surface 
tangential, nτ

i , of a given surface particle i is first calcu-
lated as:

ni· nτ
i = 0 , (21)

in which ni is the surface normal vector calculated from 
Eq. (8). Then, the neighbouring surface particles j of a given 
surface particle i are classified into two categories as:

was found to overestimate the surface tension force (see 
subsequent Sect. 3.1). It is acknowledged that implement-
ing the kernel gradient correction could provide an accu-
rate approximation for the surface tension force [25, 35]. 
Nevertheless, such correction and the associated intermedi-
ate calculations may increase the computational burden, as 
they involve the matrix inversion and minimum eigenvalue 
operations. Additionally, the kernel gradient correction may 
not be appropriate in the calculation of surface tangential 
temperature gradient due to the unified partition of smooth-
ing kernel (see the subsequent Sect. 3.2).

For these reasons, a novel scheme for curvature calcula-
tion is proposed in this research. As shown in Fig. 1, the 
proposed scheme involves four steps:

(1) Detect the surface particles. In this step, two algo-
rithms are employed. First, the possible surface particles are 
determined by the position divergence as:

∇ · ri =
∑

j

(rj − ri) · ∇ iWij
mj

ρ j

. (20)

Fig. 1 The proposed scheme for the calculation of surface curvature and normal
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4.1 Model for Marangoni force

Typically, the surface tension coefficient is temperature 
dependent when a metallic material is in a molten state. 
Hence, it can be assumed that the surface tension coefficient 
is solely a function of temperature. Based on this assump-
tion, the Marangoni force term presented in Eq. (7) can be 
expressed as follows [26]:

F sm = dσ i

dTi
[∇ sT i − (∇ sT i · n∗

i ) n∗
i ] δ f , (27)

in which the surface temperature gradient ∇ sT i is an 
essential variable of the above equation. Through SPH dis-
cretisation, the surface temperature gradient ∇ sT i can be 
expressed as:

∇ sT i =
∑

j

(Tj − Ti)∇ iW ij

mj

ρ j

. (28)

It should be noted that ∇ sT i has various SPH discrete 
forms, while Eq. (28) can lead to a reasonable approxima-
tion and small discretisation errors compared to other dis-
crete forms [37]. Nevertheless, Eq. (28) could lose accuracy, 
particularly when particles have a truncated kernel support. 
Therefore, three different correction approaches for Eq. (28) 
have been employed in the previous research [4, 8, 13, 38]. 
First, Eq. (28) can be corrected using the kernel correction 
as [4, 8]:

∇ sT i = 1
Γ i

∑
j

(Tj − Ti)∇ iW ij

mj

ρ j

, (29)

in which the correction factor Γ i is calculated from Eq. (12). 
Based on this approach, Lüthi et al. proposed an enhanced 
kernel correction form as [38]:

∇ sT i = 1
Γ #

i

∑
j∈ Zs

(Tj − Ti)∇ iW ij

mj

ρ j

, (30)

in which Zs is the group of detected surface particles and 
Γ #

i  is the new correction factor given by:

Γ #
i =

∑
j∈ Zs

mj

ρ j

Wij . (31)

In addition to these two corrections, the kernel gradient cor-
rection can be also employed [13]:

∇ sT i =
∑

j

(Tj − Ti)
∼
∇ iW ij

mj

ρ j

, (32)

j ∈





𝟋𝟋 1 if nτ
i · (ri − rj) > 0

𝟋𝟋 2 otherwise.
 (22)

(3) Interpolate the position of surface particles of each cat-
egory. As a uniformed particle size is utilised in this study, 
the position of each particle in each category can be inter-
polated linearly as:





rj1 = 1
N1

∑
j∈ 𝟋𝟋 1

rj ,

rj2 = 1
N2

∑
j∈ 𝟋𝟋 2

rj ,
 (23)

in which N1 and N2 are the particle numbers of the group 
𝟋𝟋 1  and 𝟋𝟋 2 , respectively.

(4) Calculate the curvature and surface normal. In this 
step, the curvature and surface normal vector are calculated 
based on the position of particle i and its two neighbouring 
interpolated points (particles with yellow coloration pre-
sented in the step 4 of Fig. 1). As three points can define 
a unique circle, the curvature and surface normal can be 
obtained as:
{ |ro − ri| = r

|ro − rj1| = r
|ro − rj2| = r

, κ ∗
i = 1

r
, · n∗

i = ro − ri

|ro − ri|
, (24)

where ro is the position of the circle centre, r is the radius 
of the circle and κ ∗

i  and n∗
i  are the surface curvature and 

normal vector of particle i, respectively.
Vergnaud et al. proposed a robust surface delta function, 

which was employed in this study [25]:

δ f = 2 max(1, 0.5/Γ i) |∇ ci | , (25)

in which Γ i and ∇ ci  are calculated from Eqs. (12) and 
(9), respectively. Consequently, the body force of surface 
tension, F st, can be given by:

F st = σ iκ
∗
i δ f n∗

i , (26)

in which σ i is the surface tension coefficient of particle i, 
κ ∗

i  and n∗
i are the surface curvature and normal vector cal-

culated from Eq. (24).
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formation of a melt pool. With the increase in laser power 
and irradiation time, the surface temperature of the molten 
material could also approach the boiling point, for which 
evaporation becomes more pronounced. Consequently, the 
recoil pressure induced by evaporation could play a signifi-
cant role in melting pool dynamics during laser processing. 
The body force of recoil pressure F r can be expressed as 
[5]:

F r = Pr δ f nr , (35)

in which nr is the unit normal vector pointing inward the 
material, δ f  is the surface delta function and Pr is the recoil 
pressure, which can be estimated from the saturated vapour 
pressure, Psat [20]:

Pr =
(

1 + β r

2

)
· Psat , (36)

where β r = 0.17 is the retro diffusion coefficient [20]. The 
saturated pressure can be obtained by the Clausius-Clapey-
ron equation:

Psat = Patmexp
[

LvM (Ti − Tb)
RTiTb

]
, (37)

in which Patm = 1atm is the atmospheric pressure, Lv is 
the latent heat of vaporisation, M  is the molar mass, Tb is 
the boiling temperature and R is the ideal gas constant. In 
this study, the normal nr presented in Eq. (35) is given by:

nr =

{
n∗

i if κ∗
i ̸= 0 and ni · n∗

i > 0
−n∗

i if κ∗
i ̸= 0 and ni · n∗

i < 0
ni otherwise,

 (38)

where the 
∼
∇ iW  is the corrected kernel gradient obtained 

from Eq. (14).

Although conventional correction approaches may 
improve Eq. (28) to some extent, each has its own limita-
tions (see subsequent Sect. 3.2). Therefore, a novel approach 
is proposed in this study to estimate the surface temperature 
gradient. Since the neighbouring surface particles of a given 
particle i have been interpolated into two points, the surface 
temperature gradient can be directly obtained by:

∇ sT i = 0.5 ∗

(
Ti − Tj1

|ri − rj1|2
rij1 + Ti − Tj2

|ri − rj2|2
rij2

)
, (33)

in which rij1 = ri − rj1, rij2 = ri − rj2, rj1 and rj2 are 
the position vector of the interpolated points from Eq. (23), 
Tj1 and Tj2 are the interpolated temperature obtained by:




Tj1 = 1
N1

∑
j∈ 𝟋𝟋 1

Tj ,

Tj2 = 1
N2

∑
j∈ 𝟋𝟋 2

Tj .
 (34)

In the subsequent Sect. 3.2, the calculated values of surface 
tangential temperature gradient obtained from the conven-
tional approaches and the proposed method were compared 
using analytical solutions.

4.1.1 Model for recoil pressure

When a target is irradiated with a high power laser beam, 
solid material can undergo a phase change, leading to the 

Fig. 2 Schematic of the particle 
set definition
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approximated to follow a Gaussian profile. Therefore, the 
laser source term can be expressed as [20]:

Qlaser = α Ag
Ep

τ pπ r2
b

exp
(

−2x2

r2
b

)
, (41)

where α is energy absorption coefficient, Ag  is the top sur-
face area of a grid cell in the implemented grid-based laser 
absorption scheme (the detailed procedure of this scheme 
can be found in [16]), Ep is the pulse energy, τ p is the pulse 
duration and rb is the radius of laser beam. The heat loss due 
to convection, radiation and evaporation was considered in 
this study as:

Qloss = Ap[hc (Ts − T0) + ϵ σ B(T 4
s − T 4

0 ) + Lvṁ] , (42)

in which Ap is the top surface area of a SPH particle 
(approximated to V0/dx, where V0 is the initial volume of 
particle and dx is the particle size), Ts is the surface tem-
perature, T0 is the ambient temperature (assumed to be 300 
K), hc is the convection factor, ϵ is the emissivity, σ B  is the 
Stefan–Boltzmann constant, Lv is the latent heat of vapori-
sation and ṁ is the surface mass flow rate due to evapora-
tion, estimated by the Hertz-Knudsen equation [20, 40] as:

ṁ = (1 − β r)
√

ma

2π kbTs
Psat , (43)

where β r is the retro diffusion coefficient [20], ma is the 
atomic mass, kb is the Boltzmann constant, Psat is saturated 
vapour pressure.

4.3 Time integration scheme

In this study, the predictor-corrector time integration scheme 
presented in [41] is employed. In this scheme, the values of 
the field variables are calculated at the half time-step by the 
predictor step as:



u
n+ 1

2
i = un

i + ∆ t
2 F n

i ; ρ
n+ 1

2
i = ρ n

i + ∆ t
2 Dn

i ;

r
n+ 1

2
i = rn

i + ∆ t
2 un

i ; p
n+ 1

2
i = f

(
ρ

n+ 1
2

i

)
;

T
n+1/2
i = T n

i + ∆ t
2 Hn

i ,

 (44)

where the current time-step is denoted by the superscript n. 
Then, these variables are corrected at the half time-step by 
the corrector step as:



u
n+ 1

2
i = un

i + ∆ t
2 F

n+ 1
2

i ; ρ
n+ 1

2
i = ρ n

i + ∆ t
2 D

n+ 1
2

i ;

r
n+1/2
i = rn

i + ∆ t
2 u

n+1/2
i ; T

n+1/2
i = T n

i + ∆ t
2 H

n+1/2
i .

 (45)

where the ni is the normal calculated from Eq. (8), while 
n∗

i  is obtained from Eq. (24).

4.2 Computational model for heat transfer and 
laser absorption

The differential equation governing the heat transfer prob-
lem between the incident laser beam and the irradiated 
material is expressed as:

cp
dT

dt
= 1

ρ
∇ (k∇ T ) + Qlaser − Qloss , (39)

where cp is the specific heat capacity, ρ is the density, k is the 
thermal conductivity, Qlaser is the laser source, and Qloss 
is the heat loss. The heat conduction term, 1

ρ ∇ (k∇ T ), 
can be written in a SPH discrete form [39]. Consequently, 
Eq. (39) can be expressed as:

cp,imi
dTi

dt
=

∑
j

mimj

ρ iρ j

(
4kikj

ki + kj

) (
Ti − Tj

|ri − rj |2

)
rij · ∇ i Wij + Qlaser − Qloss ,

 (40)

where cp,i is the specific heat capacity of particle i, ki and 
kj  are the thermal conductivity of particle j and particle i, 
respectively. In this study, the laser intensity profile was 

Table 1 Numerical setup and parameters used in the test case of drop-
let deformation
Property Value
Density (ρ) 1000 kg/m3

Viscosity (µ) 0.1 kg/(m s)
Surface tension coefficient (σ) 0.05 N/m
Initial computational domain (L × L) 10 × 10 mm2

Particle size 0.25 mm
Total number of particles 1,681

Fig. 3 Simulated evolution of an initial square droplet onto a circular 
shape under the effects of surface tension
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rn+1
i = 2r

n+1/2
i − rn

i + δ r
n+1/2
i . (47)

To ensure numerical stability, the CFL conditions employed 
in [38] were utilised to compute the momentum, surface 
tension, viscosity, and heat diffusion by the respective con-
ditions expressed in the equation below:

∆ t ≤ min

(
0.25 h

c0
, 0.25

√
ρ h3

2π σ
, 0.125ρ h2

µ
, 0.125ρ cph2

k

)
. (48)

Finally, these values are calculated at the next time step by 
the equation below:




un+1
i = 2u

n+ 1
2

i − un
i ; ρ n+1

i = 2ρ
n+ 1

2
i − ρ n

i ;

pn+1
i = f

(
ρ n+1

i

)
; T n+1

i = 2T
n+1/2
i − T n

i .

 (46)

Given that the particle shifting technique was applied out-
side the sub-time-steps of time integration, the particle posi-
tion at the next time step was updated as:

Fig. 4 a Particle position and corresponding pressure distribution at 
t =150 ms obtained from the proposed approach; b Particle position 
and corresponding pressure distribution at t =150 ms obtained from 

the conventional method; c Pressure profiles from the centre of droplet 
to the boundary at t =150 ms
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could emerge in the simulations. To address this issue, the 
particle shifting technique (PST) based on Fick’s law of dif-
fusion was developed, which can be expressed as [32, 35]:

δ ri = −α sh2
∑

j

(1 + χ i)∇ iW ij

mj

ρ j

with χ i = 0.2
[

Wij

W (dx)

]4

, (49)

in which α s is a case-dependent coefficient, h is the smooth-
ing length and χ i is the artificial pressure-like function, 
which could prevent pairing instability [32]. However, the 
particle shifting technique can introduce additional errors 
for the particles near the free surface due to their truncated 
kernel support. In particular, the sub-surface particles could 
be shifted toward the free surface, resulting an un-physical 
surface expansion. To mitigate the additional errors raised 
from PST, a free surface correction factor ψ was incorpo-
rated in Eq. (49) as follows:

δ ri = −ψ iα sh2
∑

j

(1 + χ i) ∇ iW ij

mj

ρ j

. (50)

Inspired by the work of Sun et al. [44–46], the value of ψ i 
depends on the region where a particle belongs and is given 
by:

ψi =

{ 0 if particle i ∈ surface particles (Zs)
ξi (I − ns

i ⊗ ns
i ) if particle i ∈ transitional particles (ZT )

1 if particle i ∈ inner particles (ZI)
,

 
(51)

4.4 Additional numerical procedures

To further enhance the robustness and accuracy of the 
developed SPH framework, additional numerical treatments 
were incorporated in the conducted simulations, including 
the XSPH correction [42], tensile correction [43], enhanced 
particle shifting technique, barrier forces and the veloc-
ity damping of phase transformation. As the XSPH cor-
rection and tensile correction have been widely utilised in 
numerous SPH models, they are not presented in this paper. 
The detailed procedure of these corrections can be found 
in [42, 43]. Instead, the remainder of this section presents 
the enhanced particle shifting technique, barrier forces and 
velocity damping of phase transformation.

4.4.1 Enhanced particle shifting technique

Due to the small gradient of kernel, SPH particles may clump 
together when close to each other [35]. Consequently, error 
and numerical instability resulting from particle clumping 

Table 2 Numerical setup and parameters used in the test case of drop-
lets collision
Property Value
Density (ρ) 1 kg/m3

Viscosity (µ) 0.005 kg/(m s)
Surface tension coefficient (σ) 0.1 N/m
Initial radius of each droplet (r0) 10 mm
Particle size 0.25 mm
Total number of particles 10,434

Fig. 5 Simulated collision of two circular droplets and formation of a single droplet under the effects of surface tension
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ns
i = rf

i∣∣∣rf
i

∣∣∣
with rf

i =
∑

i∈ ZT ,j∈ Zs

rij

|rij |3
, (52)

in addition, the designed smoothing factor ξ i is given by:

ξ i = 1
1 + α 1η i

α 2
with η i =

∑
j∈ Zs

(rj − ri) · ∇ iWij
mj

ρ j

, (53)

in which α 1 and α 2 are positive constants to control 
the smoothing effects. When the transitional particles 
approach the free surface, the magnitude of PST distance 
is expected to be reduced by applying the smoothing factor 

where ξ i is the designed smoothing factor, I is the iden-
tity tensor, and ns

i  is the unit vector perpendicular to the 
free surface. Figure 2 shows schematic of the defined three 
regions, in which the particles with red, yellow and blue 
coloration are the surface particles, transitional particles 
and inner particles, respectively. The value of ns

i  could be 
estimated using the kernel gradient approximation method, 
such as Eq. (8) and its corrected form presented in [44]. 
Nevertheless, such approach may introduce errors when 
particles exhibit an irregular distribution. To improve the 
robustness, ns

i  in this study is approximated by:

Fig. 7 a Estimated surface tangential temperature gradients as a func-
tion of position in a computational domain with a linear temperature 
distribution; b Average ratios of the surface tangential temperature gra-

dient obtained by different approaches in a computational domain with 
a linear temperature distribution

 

Fig. 6 Schematic of the computational domain designed to evaluate the approximation error of surface tangential temperature gradient
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F i
b =

∑
j

(Dbke + DbkvΠ ij) rij

|rij |
, (54)

in which ke and kv  are the stiffness and damping constant 
and Db and Π ij  are given by:

Db =




r∗
b −|rij |

h if |rij | < r
∗
b

0 otherwise
, Π ij = −vij · rij

|rij |
, (55)

where r∗
b  is the threshold to activate the barrier forces. Its 

value was set as r∗
b = 0.9dx( where dx is the particle size) 

in this study. Due to the low value of the set threshold, the 

ξ i. Therefore, the free surface error induced by PST can be 
further mitigated.

4.4.2 Barrier forces and velocity damping

An irregular distribution of particles can lead to numerical 
instabilities and errors in the simulations. To further main-
tain a reasonable particle distribution, the additional elastic 
and viscous barrier forces proposed in [9] were incorpo-
rated into the developed SPH model. These barrier forces 
are defined as:

Fig. 9 a Estimated surface tangential temperature gradients as a func-
tion of position in a computational domain with a temperature distribu-
tion described in Eq. (63); b Average ratios of the surface tangential 

temperature gradient obtained by different approaches in a computa-
tional domain with a temperature distribution described in Eq. (63)

 

Fig. 8 a Estimated surface tangential temperature gradients as a func-
tion of position in a computational domain with a Gaussian tempera-
ture distribution; b Average ratios of the surface tangential temperature 

gradient obtained by different approaches in a computational domain 
with a Gaussian temperature distribution
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5.1 Verification of the developed surface tension 
model

5.1.1 Droplet deformation

A square liquid droplet driven by the surface tension force 
was first investigated. Under the effects of the surface ten-
sion force, the droplet can exhibit a transformation from the 
initial square shape to a circular shape. In addition, it should 
be noted that gravity was neglected in this test case. When 
the system reaches an equilibrium state, the analytical pres-
sure at the steady state can be obtained by [35]:

Panaly = σ

Req
with Req = L√

π
, (57)

in which σ is the surface tension coefficient, Req is the radius 
of the final droplet, and L is the length of initial droplet. The 
numerical setup and parameters utilised in the simulations 
are presented in Table 1.

Figure 3 shows the simulated evolution of a square drop-
let into a circular droplet with the effects of surface tension. 
It should be noted the particles with red colouration are the 
detected surface particles using the surface detection scheme 
presented in Sect. 2.2.1. In addition, the arrows presented in 
the figure are the surface normals obtained from Eq. (24). 
It can be said that the considered surface detection scheme 
and the proposed surface normal calculation approach have 
provided reasonable outcomes.

Figure 4a shows the pressure distribution at t = 150 ms( 
corresponding to the last sub-figure of Fig. 3) using the pro-
posed method. It can be observed that the simulated pressure 
using the approach proposed in this research displays a good 
agreement with the analytical results. It is noted that the 

incorporated barrier forces are only activated in rare sce-
narios, therefore, have no significant influence on the simu-
lated flow.

In this study, when the temperature of particles is below 
the solidus temperature, they are assumed to be fixed in 
space. Furthermore, when their temperature is within the 
temperature band of phase transformation, a velocity damp-
ing term is introduced as:

vi = vi

1 + ϵ d
if T ∗

s ≤ Ti ≤ T ∗
l , (56)

where ϵ d is the velocity damping factor, set to 0.025 [47], 
T ∗

s  and T ∗
l  are the solidus and liquidus temperatures, 

respectively.

5 Initial numerical verification of surface 
tension and Marangoni force

As surface tension and Marangoni force are essential com-
ponents of melting pool dynamics, test cases were con-
ducted to verify the accuracy of the proposed surface tension 
model and Marangoni model. In particular, results obtained 
from applying conventional approaches and the proposed 
scheme are presented and discussed. In this study, all simu-
lations were implemented by modifying the 2D parallel 
open-source code ‘parallelSPHysics’ [48]. Furthermore, the 
Cubic-Spline kernel function [49] with a smoothing length 
h = 1.5 dx was utilised in the simulations.

Fig. 10 The computational 
domain of the SPH model of 
laser micro texturing and related 
model setups
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deviation compared to the analytical solution. To further 
visualise the obtained results, the pressure values at t =150 
ms from the centre of droplet to the boundary are shown in 
Fig. 4c. In particular, pressure values are plotted against the 
non-dimensional distance, in which the value of radial axis 
r∗ is obtained by:

r∗ = |ri − r∗
o |

Req
with r∗

o =
∑

ri

N
. (59)

Through these comparisons, it can be said the proposed 
scheme for modelling surface tension could be more accu-
rate than the conventional method. In addition to the con-
ventional method, Vergnaud et al. [25] recently proposed a 
robust C-CSF scheme to model the surface tension force. 
As the C-CSF scheme has been successfully employed in 
this test case [5, 25, 35], it could also be a good alternative 

specific pressure value at the boundary presents a relatively 
large deviation from the analytical results. This deviation is 
likely to be a common issue in single-phase simulations, as 
the particles near the boundary have a truncated kernel sup-
port. Such difference can also be observed in the case tests 
conducted in [5, 25, 35]. Although the deviation exists at the 
boundary, the average pressure error estimated by:

error =
∑

|Pi − Panaly|
N · P analy

, (58)

was found to be less than 4%. In the above Eq. (58), N is the 
particle number of computational domain. For comparison, 
Fig. 4b shows simulation results at t =150 ms, for which 
the curvature was estimated using the conventional method, 
i.e., Eq. (17). It can be found the simulated pressure field 
obtained from the conventional approach presents a large 

Table 3 Material parameters and laser parameters used in the simulation of laser micro texturing [20, 27, 51, 52]
Parameter Temperature Value Units
Melting temperature (Tm) 1923 K
Temperature band of phase transformation (δ T ) 200 K
Liquidus temperature (T ∗

l ) Tm + δ T
2

K

Solidus temperature (T ∗
s ) Tm − δ T

2
K

Boiling temperature (Tb) 3533 K
Latent heat of fusion (Lm) 2.86 × 105 J/kg

Latent heat of evaporation (Lv) 9.83 × 106 J/kg

Emissivity (ϵ) 0.45 -
Convection factor (hc) 20 W/(m2 K)
Density (ρ) T ≤ T ∗

s
4420 Kg/m3

T ∗
s < T < T ∗

l 4420 − 500 (T −T ∗
s )

δ T

T ≥ T ∗
l

3920

Thermal conductivity (k)
T < 1268 1.260 + 0.016T

W/(m K)

1268 ≤ T ≤ Tm 3.513 + 0.013T

T > Tm −12.752 + 0.024T
Specific heat capacity (cp) T ≤ 1268 483.04 + 0.22T

J/(kg K)

1268 < T < T ∗
s 412.70 + 0.18T

T ∗
s ≤ T ≤ T ∗

l
(412.70+0.18T ∗

s )+831
2 + Lm

δ T

T > T ∗
l

831.0

Viscosity (µ) T ≤ T ∗
s 0.05 Kg/(m s)

T ∗
s < T < T ∗

l 0.05 − 0.045* (T −T ∗
s )

δ T

T ≥ T ∗
l 0.005

Surface tension coefficient (σ) T > T ∗
s 1.0 − 0.28 × 10−3 (T − T ∗

s )N/m

Marangoni coefficient (dσ /dT ) 0.28 × 10−3 N/(m· K)

Pulse duration (τ p) 8.6 µs
Pulse energy (Ep) 1.574 mJ
Beam radius (rb) 52.8 µm
Energy absorption coefficient (α) 0.6 -
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for modelling surface tension. The initial computational 
domain generated for this test case is illustrated at t = 0 of 
Fig. 5, in which two circular droplets collide with an initial 
velocity of:

v0 = U0
xi

r0
, (60)

where U0 =1 m/s, r0 is the initial radius of the two drop-
lets. The numerical setup and parameters utilised in this 
simulation are presented in Table 2. Again, the gravity was 
neglected in this test case.

method to model the surface tension force. Nevertheless, it 
should be noted the proposed scheme not only accurately 
models surface tension but is also adaptable for simulating 
the Marangoni force, as will be shown in Sect. 3.2. Consid-
ering this, it is argued that the proposed scheme still holds 
its unique advantages.

5.1.2 Droplet collision

Following the successful implementation of the first test 
case, an additional test case was conducted to further 
establish the robustness and accuracy of proposed scheme 

Fig. 11 Snapshots of the SPH simulated evolution in time of laser micro texturing for a pulse duration of 8.6 µs irradiating a Ti6Al4V target with 
a deliver pulse energy of 1.574 mJ
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5.2 Verification of the proposed scheme for 
modelling Marangoni force

As mentioned in Sect. 2.2.2, the Marangoni force can be 
approximated as a function of surface tangential tempera-
ture gradient. Consequently, accurately estimating the tem-
perature gradient is essential. In this section, numerical tests 
were conducted to evaluate the errors in the calculated sur-
face tangential temperature gradients obtained from the con-
ventional approaches and the proposed method. To facilitate 
the straightforward derivation of corresponding analytical 

Figure 5 shows the progression of collision of two circu-
lar droplets with the initial velocity described in Eq. (60). It 
can be observed that the droplets merge into a single larger 
droplet due to the effects of surface tension. Furthermore, 
the combined droplet undergoes periodical oscillations 
before reaching an equilibrium state at around t = 30 ms. 
The simulated radius of the combined droplet at the steady 
state is 14.18 mm, which closely aligns with the analytical 
result of 14.14 mm.

Fig. 13 Simulated solidified surface profiles with and without the inclusion of recoil pressure

 

Fig. 12 Comparison between 
simulated and experimental 
results: a melt pool shape; b 
solidified surface profile. The 
experimental micrographs are 
reprinted from Ma et al. [28] 
Copyright (2025), with permis-
sion from ASME under License 
number 1613323-1
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method were plotted as a function of position. In particular, 
the temperature gradients labelled as ‘Without correction’, 
‘Kernel correction’, ‘Modified kernel correction’, ‘Kernel 
gradient correction’ and ‘The new approach’ were obtained 
from Eqs. (28), (29), (30), (32) and (33), respectively. Fig-
ure 7b shows the average ratios of the surface tangential 
temperature gradients obtained from different approaches. It 
can be noted the kernel gradient correction and the proposed 
new approach can provide an accurate approximation in this 
test case, while the other approaches present a relatively 
larger deviation from the analytical results.

Test 2: Given that some lasers exhibit a Gaussian inten-
sity profile, the computational domain for this second test 
case is now assumed to follow a Gaussian temperature dis-
tribution as:

Ti = Atexp
(

−x2

r2
t

)
+ B∗

t , (62)

in which At = 3000, B∗
t = 300 and rt = 50 µm. Figure 8 

shows the estimated surface tangential temperature gradients 
and their average ratios obtained by different approaches. 
Again, the results derived from kernel gradient correction 
and the proposed new approach are in a good agreement 
with the analytical results.

Test 3: When the target is irradiated by lasers with high 
intensity, the surface temperature gradient may significantly 
differ from that of the sub-surface. This scenario can be 
commonly observed in laser manufacturing, such as laser 
ablation and laser powder bed fusion. To account for this 
factor, the temperature distribution in this test case was 
assumed as:

Ti =




Atexp
(

−x2

r2
t

)
+ B∗

t if particle i ∈ surface particle

B∗
t otherwise,

 (63)

solutions, a rectangle computational domain was generated, 
in which all particles were fixed in space and uniformly dis-
tributed. Temperature gradients were initially set within the 
computational domain before outputting the estimated tan-
gential temperature gradients at the surface from x = 0 to 
x =100 μm. The schematic of the generated computational 
domain for this case test is shown in Fig. 6. It is important to 
note that the temperature of particles was assumed to remain 
constant after the initialisation of the temperature gradients.

Test 1: The computational domain is assumed to follow a 
linear temperature distribution given by:

Ti = ktx + Bt , (61)

in which kt = −20/dx, Bt = 3000. As shown in Fig. 7a, 
the estimated surface tangential temperature gradients 
obtained from the conventional approaches and proposed 

Fig. 15 The computational domain of the SPH model of laser powder bed fusion

 

Fig. 14 Comparison of simulated results from the SPH model and the 
FE model from [27]
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6 Demonstration of the proposed scheme 
for laser material processing applications

Following the successful verification steps reported in the 
previous section, the proposed numerical framework for 
modelling melting pool dynamics was applied to specific 
applications of laser material processing, namely the laser 
micro texturing of a Ti6Al4V target first and then the laser 
powder bed fusion of 316 L stainless steel. It should be noted 
these simulations were conducted in 2D. Furthermore, by 
selecting appropriate artificial sound speed values, the max-
imum density error in the simulations was kept below 3%.

6.1 Laser micro texturing of Ti6Al4V

Figure 10 shows the initial computational domain of laser 
micro texturing, in which a Dirichlet temperature bound-
ary condition of T = 300 K was enforced on the side and 
bottom surfaces of the workpiece using three layers of 
boundary particles (i.e., the surface with blue colouration 
in Fig. 10). Furthermore, heat loss due to convection, radia-
tion and evaporation were considered for the top surface. 
The simulated results were compared against experimental 
data reported by Ma and co-workers who performed laser 
texturing operations on Ti6Al4V [27, 28]. The material 

in which At = 3000, B∗
t = 300 and rt = 50 µm. Figure 9 

shows the tangential temperature gradients at the surface 
along with corresponding average ratios. For the modified 
kernel correction and the proposed new approach, since 
only the surface particles were included in the calculation of 
surface temperature gradients, the obtained results remain 
unchanged compared to those presented in Fig. 8. In con-
trast, the values estimated using the other approaches exhibit 
a decrease relative to the corresponding values in case test 
2. In a real scenario, the temperature gradient at the surface 
typically presents a difference from that of the sub-surface. 
For this reason, accurately estimating the true surface tem-
perature gradient through kernel gradient approximation 
becomes challenging due to the unified partition of smooth-
ing kernel. When the incident laser beam intensity is rela-
tively low in the simulations, such issue could be negligible, 
while numerical errors may be introduced when the simula-
tions involve high laser intensity irradiation. Nevertheless, 
in the proposed method, since the surface temperature gra-
dients are estimated by interpolating the temperature val-
ues of surface particles, such errors arising from the kernel 
gradient approximation can be eliminated. As a result, the 
proposed approach provides accurate approximations for 
the surface temperature gradients in all conducted tests.

Table 4 Material parameters used in the simulations of laser powder bed fusion [4, 5, 53]
Parameter Temperature Value Units
Melting temperature (Tm) 1723 K
Temperature band of phase transformation (δ T ) 100 K
Liquidus temperature (T ∗

l ) Tm + δ T
2

K

Solidus temperature (T ∗
s ) Tm − δ T

2
K

Boiling temperature (Tb) 3100 K
Latent heat of fusion (Lm) 2.47 × 105 J/kg

Latent heat of evaporation (Lv) 6.36 × 106 J/kg

Emissivity (ϵ) 0.40 -
Convection factor (hc) 50 W/(m2 K)
Density (ρ) 7500 Kg/m3

Thermal conductivity (k) T ≤ Tm 20.93 W/(m K)

T > Tm 209.3
Specific heat capacity (cp) T < T ∗

s 711.2 J/(kg K)

T ∗
s ≤ T ≤ T ∗

l
711.2+937.4

2 + Lm

δ T

T > T ∗
l

937.4

Viscosity (µ) T ≤ T ∗
s 0.1 Kg/(m s)

T ∗
s < T < T ∗

l 0.1 − 0.09* (T −T ∗
s )

δ T

T ≥ T ∗
l 0.01

Surface tension coefficient (σ) T > T ∗
s 1.8 − 0.3 × 10−3 (T − T ∗

s )N/m

Marangoni coefficient (dσ /dT ) 0.3 × 10−3 N/(m· K)

Energy absorption coefficient (α) 0.27 -
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Rl = [nR − 1]2 + n2
I

[nR + 1]2 + n2
I

, (64)

in which nR and nI  are the real and imaginary parts of the 
refractive index, respectively. It was found the value of Rl 
is around 0.5 when the titanium target is irradiated by a laser 
with a wavelength of 1070 nm. Such calculated reflectivity is 

parameters of Ti6Al4V and the laser parameters used in this 
simulation are summarised in Table 3.

Among the material properties, the energy absorption 
coefficient α is key parameter. Since the energy absorption 
coefficient strongly depends on the reflectivity, its value 
could be estimated based on the reflectivity calculated from 
the Fresnel equation as [16, 50]:

Fig. 16 Snapshots of the SPH simulated evolution in time of laser powder bed fusion for a laser power of 200 W and a scanning speed of 2 m/s
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experimental scenario, such as the surface oxides and sur-
face roughness.

Figure 11 shows snapshots of the conducted simulation 
of laser micro texturing, with the temperature and veloc-
ity fields visualised simultaneously. Upon irradiation by the 
Gaussian laser, the target temperature increased, and melt-
ing began at around t =0.9 µs. With the further absorption 
of pulse energy, the size of melt pool gradually increases, 

in good agreement with the value estimated in [27]. Hence, 
the energy absorption coefficient α was evaluated as (1-Rl), 
i.e., 0.5. As noted by the authors in [27], this value may have 
been underestimated in their conducted experimental sce-
nario. Therefore, the energy absorption coefficient α is set 
slightly higher at 0.6 in this study. It is important to note 
such deviation from the calculated reflectivity is reason-
able, as certain factors could influence its value in a specific 

Fig. 17 The transient velocity fields of simulated laser powder bed fusion for a laser power of 200 W and a scanning speed of 2 m/s at t = 50, 
150, and 450 µs
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Fig. 11) was found to become more significant during the 
cooling stage, whereas it is less prominent during the initial 
growth stage of melt pool (t <8.6 µs).

Figure 12a shows the simulated cooled melt pool shape 
in direct comparison with the experimentally measured 
shape obtained from [28]. It can be seen from this figure 
that the simulated melt pool profile is in very good agree-
ment with the experimental cross section. In particular, 

and the melted material is driven toward the edges of the 
melt pool due to the Marangoni force. At the end of the 
pulse, i.e., t =8.6 µs, the centre of melt pool reaches a peak 
temperature of approximately 3200 K. Although the laser 
pulse ends at t =8.6 µs, the size of the melt pool continues 
to increase due to heat conduction. Finally, the maximum 
melt pool depth is observed at around t =10 µs. In addition, 
the Marangoni convection effects (as shown at t =11 µs in 

Fig. 18 a–d The simulated melt depths for laser powers ranging from 
50 W to 200 W with a scanning speed of 2 m/s; e Experimentally mea-
sured melt depth for a laser power of 200 W and a scanning speed of 

2 m/s. The experimental micrograph is reprinted from Khairallah and 
Anderson [29] Copyright (2025), with permission from Elsevier under 
License number 6035550637253
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the computational domain using three layers of boundary 
particles. The recoil pressure was not considered in these 
simulations.

Figure 16 shows the temperature snapshots of the simu-
lated laser powder bed fusion with a laser power of 200 W 
and a scanning speed of 2 m/s. It can be observed that the 
molten material exhibits pronounced movement in the direc-
tion opposite to laser scanning, which is primarily induced 
by the Marangoni force. Since the magnitude of the Maran-
goni force significantly depends on the surface temperature 
gradient, a large surface temperature gradient in the melt 
pool can lead to a strong Marangoni effect. To further clar-
ify the movement of the molten material, transient velocity 
fields at t = 50, 150, and 450 µs are presented in Fig. 17, 
in which significant Marangoni convection currents can be 
observed.

Figure 18a–d illustrate the simulated melt depths at laser 
power values ranging from 50 W to 200 W, with a scan-
ning speed of 2 m/s. The molten particles are highlighted 
with red coloration. Figure 18d shows the experimentally 
measured melt depth at a laser power of 200 W and a scan-
ning speed of 2 m/s, as reported in [29]. This cross-section 
micrograph was taken from the slices at peak position of 
the track. It can be said that the simulated melt depth dem-
onstrates reasonably good agreement with experiment data. 
Similar SPH-based simulations of laser powder bed fusion 
have been conducted in previous studies [4, 7, 10]. How-
ever, these earlier SPH models could exhibit instability, as 
unrealistic particle ejections were observed in the simula-
tions [4, 7, 10]. In contrast, the proposed scheme can pro-
vide stable and accurate simulated outcomes. Considering 
this, the proposed framework could be regarded as a viable 
new scheme for modelling laser powder bed fusion.

7 Conclusions

This paper presents a novel SPH-based numerical frame-
work for modelling melting pool dynamics and its applica-
tions to laser micro texturing and laser powder bed fusion 
(LPBF). Conventional approaches for modelling melting 
pool dynamics were also reviewed briefly and considered 
for comparison purpose. To validate the accuracy of the 
proposed scheme, numerical test cases were carried out. 
It was found that the curvature and surface tangential tem-
perature gradient estimated by the new approach could be 
more accurate than those obtained by conventional meth-
ods. In particular, conventional approaches to estimate sur-
face temperature gradient could generate errors due to the 
truncated kernel support and unified partition of smoothing 
kernel. Furthermore, such errors could be more significant 

the simulated melt depth of 9.8 μm is closely aligned with 
the experimental value of 9.7±1.1 μm as reported in [27]. 
The simulated surface profile after solidification and cor-
responding experimental data are shown in Fig. 12b. Again, 
the simulated surface profile demonstrates good agreement 
with the experiment [28]. Specifically, the simulated peak-
to-valley height of 4.4 μm closely matches with the experi-
mental value of 4.5±0.4 μm as reported in [27].

To investigate the effects of recoil pressure, a simulation 
neglecting recoil pressure was also conducted. Figure 13 
shows the simulated solidified surface profiles with and 
without the inclusion of recoil pressure. It can be observed 
that the peak-to-valley height was slightly reduced when the 
recoil pressure is excluded. Thus, the influence of the recoil 
pressure appears to be negligible in this case. This is likely 
due to the fact that the simulated temperature of the melt 
pool remained below the boiling point in this simulated laser 
texturing scenario. In contrast, the Marangoni force and sur-
face tension emerged here as the primary factors influencing 
the generated crater size in laser micro texturing.

Figure 14 shows the simulated results of laser micro 
texturing using the developed SPH model compared to 
the Finite Element (FE) model reported in [27]. It can be 
observed that the proposed SPH model could provide more 
accurate predictions. The discrepancies between SPH and 
FE outcomes could be attributed to several factors, includ-
ing the incorporated material model, thermal model, melt-
ing pool dynamics model and the numerical approach itself.

6.2 Laser powder bed fusion of 316 L stainless steel

In this section, the proposed framework was employed to 
model LPBF to further validate its implementation with 
a second laser material processing application. Figure 15 
shows the computational domain of the developed SPH 
model of powder bed fusion, in which the particle size used 
in the simulations is 1 μm. A single-pass Gaussian laser 
beam was employed to scan the powder bed. As the Gauss-
ian laser operates in a continuous wave model, the govern-
ing equation of laser source can be expressed as [29]:

Qlaser = α Ag
2Plaser

π r2
b

exp
(

−2x2

r2
b

)
, (65)

where α is energy absorption coefficient, Ag  is the top 
surface area of a grid cell in the implemented grid-based 
laser absorption scheme [16], plaser is the laser power, 
rb =27 μm is the laser beam radius. The powder particles 
had a diameter of 27 μm, and the material considered here 
was 316 L stainless steel, with its properties summarised 
in Table 4. In addition, a Dirichlet temperature boundary 
condition of T = 300 K was enforced on the bottom of 
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in laser manufacturing, for which the temperature gradi-
ent at the surface exhibits a significant difference with the 
sub-surface.

Given the lack of particle-based numerical investiga-
tions in laser micro texturing, the proposed framework was 
applied for simulating this process and for exploring the 
potential of this particle-based modelling scheme. The main 
underlying physical factors of laser micro texturing were 
considered in the developed SPH model. These include 
temperature-dependent material properties, latent heat of 
phase transformation, recoil pressure, surface tension and 
Marangoni force. The Marangoni force and surface tension 
were found to be primary factors influencing the textured 
surface pattern, whereas the effects of recoil pressure were 
negligible due to the relatively low temperature of the melt 
pool in the scenario considered. Furthermore, the simulated 
melt pool shape and solidified surface profile were found to 
be in a good agreement with experimental data.

To further validate its accuracy and wider applicabil-
ity, the framework was also implemented to model LPBF. 
In this case, numerically stable simulated outcomes were 
obtained. Under the effects of the Marangoni force, the mol-
ten material exhibited pronounced movement in the direc-
tion opposite to laser scanning, which resulted in significant 
Marangoni convection currents. The simulated melt depth 
demonstrated good agreement with experimental data. 
Given the successful implementation of numerical test cases 
and the demonstration with two specific applications, it is 
argued that the proposed SPH scheme can offer an accurate 
numerical framework for modelling melting pool dynamics 
for a wide range of laser material processing applications.
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