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ABSTRACT
We present high angular resolution (0.19 arcsec or ≈ 24 pc) Atacama Large Millimeter/submillimeter Array observations of the
12CO(3–2) line emission of the galaxy NGC 4751. The data provide evidence for the presence of a central supermassive black hole
(SMBH). Assuming a constant mass-to-light ratio (𝑀/𝐿), we infer a SMBH mass 𝑀BH = 3.43+0.45−0.44 [stat, 3𝜎]

+0.22
−0.64 [sys] × 10

9 M�
and a F160W filter stellar 𝑀/𝐿𝐹160𝑊 = 2.68 ± 0.11[stat, 3𝜎]+0.10−0.80 [sys] M�/L�,F160W, where the first uncertainties are statistical
and the second systematic. Assuming a linearly spatially-varying 𝑀/𝐿, we infer 𝑀BH = 2.79+0.75−0.57 [stat, 3𝜎]

+0.75
−0.45 [syst] × 10

9 M�
and (𝑀/𝐿F160W) /

(
M�/L�,F160W

)
= 3.07+0.27−0.35 [stat, 3𝜎]

+0.08
−1.14 [sys] − 0.09

+0.08
−0.06 [stat, 3𝜎]

+0.08
−0.01 [sys] (𝑅/arcsec), where 𝑅 is the

galactocentric radius. We also present SMBH mass estimates using the Jeans Anisotropic Modelling (JAM) method and Very
Large Telescope Spectrograph for INtegral Field Observations in the Near Infrared (SINFONI) stellar kinematics. Assuming a
cylindrically-aligned velocity ellipsoid (JAMcyl) we infer 𝑀BH = (2.52 ± 0.36) × 109 M�, while assuming a spherically-aligned
velocity ellipsoid (JAMsph) we infer 𝑀BH = (3.24 ± 0.87) × 109 M�. The SMBH mass assuming a constant 𝑀/𝐿 is statistically
consistent with that of JAMsph, whereas the mass assuming a linearly-varying 𝑀/𝐿 is consistent with both JAMcyl and JAMsph
(within the uncertainties). Our derived masses are larger than (and inconsistent with) one previous stellar dynamical measurement
using the Schwarzschild orbit-superposition method and the same SINFONI kinematics.

Key words: galaxies: individual: NGC 4751 – galaxies: elliptical and lenticular, cD – galaxies: kinematics and dynamics –
galaxies: nuclei – galaxies: ISM

1 INTRODUCTION

Observations over the last three decades have demonstrated that
nearly every massive galaxy hosts a supermassive black hole (SMBH)
at its centre. These SMBHs dynamically influence only the most
central regions of their host galaxies. Despite this, their properties are
tightly correlated with those of their hosts (e.g. Magorrian et al. 1998;
Kormendy & Ho 2013; McConnell & Ma 2013). The tightest of these
correlations is that between SMBH mass (𝑀BH) and stellar velocity
dispersion measured within one effective (i.e. half-light) radius (𝜎e),
commonly referred to as the 𝑀BH – 𝜎e relation (e.g. Gebhardt et al.
2000; Gültekin et al. 2009). These correlations suggest that SMBHs
co-evolve with their host galaxies, but the details of the self-regulating
processes are still poorly understood.
The ability to study SMBH – host galaxy correlations relies on

accurate methods of SMBH mass determination. The most reliable
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estimates are obtained by probing matter within the gravitational
spheres of influence (SoI) of the SMBHs, where the SMBH dominates
the gravitational potential. These methods thus require high-spatial
resolution observations to discern the impacts of the SMBHs on
the matter in the innermost regions of their host galaxies. While
a variety of kinematic tracers exist to probe the SMBH SoI, such
as stars, ionised gas and megamaser discs (referred to as masers
throughout), different methods tend to work best in different types of
targets. Stellar kinematic methods have mainly been used in early-type
galaxies (ETGs), whereas ionised gas is typically used in late-type
galaxies (LTGs), and masers are predominantly present in rather low-
mass Seyfert 2 and low-ionisation nuclear emission region (LINER)
galaxies. Additionally, each method suffers from distinct systematic
weaknesses that might bias the derived SMBHmasses (van den Bosch
2016).

The strength of stellar dynamical modelling is that it offers a
ubiquitous probe of supermassive black hole (SMBH) masses, as all
galaxies host stellar populations. However, the construction of robust
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dynamicalmodels necessitates sophisticatedmodelling techniques and
generally requires high signal-to-noise ratio (S/N) stellar kinematic
data to measure the full shape of the LOSVD. Acquiring such data
often demands large aperture telescopes or long integration times,
particularly for low surface brightness galaxies such as massive cored
galaxies. Dust extinction can also significantly impact kinematic
measurements, frequently motivating observations in the near-infrared
regime (e.g. Thater et al. 2019). While dynamical models have
historically often adopted an axisymmetric potential (e.g. Gebhardt
et al. 2003), a non-negligible fraction (≈ 12%) of ETGs with 𝑀∗ >
1010 M� are classified as weakly triaxial slow rotators (Emsellem
et al. 2011). Triaxial models (e.g. van den Bosch et al. 2008) may be
formally required for these systems, although early investigations have
indicated that the recovered SMBH masses are consistent with those
derived from axisymmetric models within the quoted uncertainties
(van den Bosch & de Zeeuw 2010). Furthermore, stellar dynamical
models employing Schwarzschild’s orbit-superposition method must
describe the galaxy potential to large radii, necessitating the inclusion
of a dark matter halo component, which can potentially increase the
overall systematic uncertainties of the SMBH mass measurements
(Gebhardt & Thomas 2009).
Whilst modelling the ionised gas is conceptually straightforward,

relying on the rotational velocities of a dynamically-cold thin disc,
it presents a different set of difficulties. Firstly, the assumption of
a dynamically-cold thin disc is seldom borne out by the data, as
ionised gas is particularly susceptible to non-gravitational forces
such as turbulence, shocks and radiation pressure. It is therefore no
surprise that most galaxies, especially disc systems, do not fulfil the
requirements for easy ionised gas modelling. It is a long-standing
issue that ionised gas methods yield systematically lower SMBH
mass estimates than stellar kinematic methods due to pressure support
(Kormendy & Ho 2013).
Similarly, despite maser observations generally offering the best

resolution of the SMBH SoI, and thus being considered the gold-
standard for SMBH mass determination, the method is not without its
problems. Maser observations yield the velocities of only a few spots
along the major axis of the disc, effectively yielding one-dimensional
kinematics. The lack of two-dimensional kinematic informationmakes
it difficult to assess the internal structure of the disc for warps and other
non-circular motions (e.g. Greenhill et al. 2003), which themselves
can affect the determined SMBH mass.
The fact that SMBH mass measurements vary so starkly between

modelling methods has consequences on our understanding of SMBH
– host galaxy relations. Firstly, we do not know how much of the
observed scatters in SMBH – host galaxy relations is intrinsic or
a consequence of the uncertainties of the SMBH masses. This is
a particularly pressing issue, as the best-fitting slopes of the ETG
and LTG relations differ significantly (Lauer et al. 2007; McConnell
& Ma 2013), but as discussed above so do the methods of SMBH
mass determination in galaxies of different morphological types. Due
to sparser measurements, there are also significant uncertainties in
the slopes, scatters and forms of the relations towards the high-mass
end (McConnell & Ma 2013). This issue is exacerbated by the fact
that many of the aforementioned simplifying assumptions add to the
SMBH mass uncertainties. Lastly, there is evidence of a divergence
between the two most fundamental SMBH – host galaxy relations: the
𝑀BH – 𝜎e and the 𝑀BH – bulge luminosity (𝐿bul) relation, whereby
the former predicts far fewer massive SMBHs (𝑀BH > 109 M�;
Walsh et al. 2013, van den Bosch 2016). It is clear that one of these
relations must at the very least be more fundamental than the other,
and may even be wrong at the high-mass end.
To identify potential inconsistencies between different methods,

uncover systematic SMBH mass biases and resolve the uncertainties
in SMBH – host galaxy relations, there is an acute need to cross-check
SMBH masses obtained using different methods in the same targets.
However, such cross-checks have proven to be incredibly challenging
due to the limited number of targets suitable for multiple methods of
mass determination. To date, the SMBH masses of only 11 targets
have been cross-checked between some of the stellar, ionised gas,
reverberation mapping and maser methods (see Liang et al. 2023 for
a summary).
In recent years, a new method of SMBH mass determination has

emerged that utilises cold molecular gas as the kinematic tracer.
Particularly, CO has come to dominate the field. Attempts at using
other molecular gas tracers such as hot molecular hydrogen have
proven difficult due to turbulence and excitation from accretion and
jet heating (e.g. ?). CO is a good dynamical tracer as it can be detected
in a wide variety of galaxies along the Hubble sequence (even those
that are no longer star forming), it is generally dynamically cold and,
in the case of low-𝐽 rotational transitions, the observations (and the
derived kinematics and dynamical masses) are unaffected by dust. It
is however worth noting that subsequent modelling steps still require
the use of an optical or near-infrared image to quantify the stellar
contribution of each galaxy, and this can be affected by dust (thus
potentially affecting the fraction of the total dynamical mass attributed
to the stars and the SMBH). The molecular gas method has been used
most often in typical ETGs (Davis et al. 2013b; Barth et al. 2016;
Davis et al. 2017a; Onishi et al. 2017; Davis et al. 2017b; Nagai
et al. 2019; Boizelle et al. 2019; North et al. 2019; Smith et al. 2019;
Ruffa et al. 2019; Davis et al. 2020; Cohn et al. 2021; Smith et al.
2021; Boizelle et al. 2021; Kabasares et al. 2022; Ruffa et al. 2023;
Dominiak et al. 2024; Zhang et al. 2025), but it has also been used in
three LTGs (all barred spirals; Onishi et al. 2015; Nguyen et al. 2020;
Nguyen et al. 2021), a dwarf ETG (Davis et al. 2020) and a peculiar
luminous infrared galaxy (LIRG) with central spiral arms (Lelli et al.
2022).
The variety of targets in which this method can be utilised makes

molecular gas SMBH mass measurements promising candidates for
cross-checks. Thus far, molecular gas has enabled the following
cross-checks in 7 objects, increasing the number of cross-checked
masses by two thirds: (i) ‘molecular gas vs. ionised gas’ in NGC 4261
(Ferrarese et al. 1996; Boizelle et al. 2021) and NGC 7052 (van der
Marel & van den Bosch 1998; Smith et al. 2021) and (ii) ‘molecular
gas vs. stars’ in NGC 524 (Krajnović et al. 2009; Smith et al. 2019),
NGC 1332 (Rusli et al. 2011; Barth et al. 2016), NGC 4697 (Schulze
& Gebhardt 2011; Davis et al. 2017a), NGC 6861 (Rusli et al. 2013;
Kabasares et al. 2022) and the dwarf galaxy NGC 404 (Nguyen et al.
2017; Davis et al. 2020).
In this paper we present observations and kinematic modelling of

the 12CO(3–2) line emission of the ETG NGC 4751, observed at high
angular resolution with the Atacama Large Millimeter/submillimeter
Array (ALMA). NGC 4751 already has a SMBH mass determined
using Schwarzschild orbit-superposition modelling of its stellar kine-
matics (Rusli et al. 2013). In this paper we present an alternative
stellar kinematic SMBH mass estimate using the same data as Rusli
et al. (2013) but the Jeans Anisotropic Modelling (JAM) method
(Cappellari 2008; Cappellari 2020). Not only will these new mea-
surements allow us to add NGC 4751 to the growing list of SMBH
masses cross-checked between the molecular gas and stellar kine-
matic methods, but they will also allow us to compare SMBH masses
determined using different stellar kinematic modelling methods.
The structure of this paper is as follows. In Section 2 we discuss the

target and its relevant properties. In Section 3 we present the ALMA
data and properties of the resulting CO data cube and continuum
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emission. We describe and present the results of the molecular gas
dynamical modelling in Section 4, whereas in Section 5 we present
the alternative SMBH mass measurements using stellar kinematics.
We discuss these results within the context of other SMBH mass
measurements in the literature in Section 6, and summarise and
conclude in Section 7. In Appendix A we provide a comparison
of the CO data with our best-fitting model with a constant stellar
mass-to-light ratio 𝑀/𝐿.

2 NGC 4751

NGC 4751 is an ETG located at 12h52m50.s79, −42°39′35.′′7
(J2000.0). In this paper we adopt a distance 𝐷 = 26.9 Mpc, that
was calculated using the galaxy heliocentric velocity corrected for
infall of the Local Group into the Virgo Cluster of galaxies and
assuming a Hubble constant 𝐻0 = 72 km s−1 Mpc−1 (Rusli et al.
2013). We choose the same distance and cosmology as Rusli et al.
(2013), allowing us to perform a direct comparison of the SMBHmass
measurements. At this distance, 1 arcsec corresponds to ≈ 130 pc.
NGC 4751 has a total absolute 𝐵-band magnitude of −19.71 and a

total absolute 𝑉-band magnitude of −20.75 (Rusli et al. 2013). Based
on Two Micron All Sky Survey 𝐾s filter images, it has a spheroid
absolute magnitude of −21.53 ± 0.60 and a total absolute magnitude
of −22.11 ± 0.20 (Sahu et al. 2019). Based on these and a 3.6 𝜇m
stellar 𝑀/𝐿 of 0.7 M�/L�,3.6𝜇m (Sahu et al. 2019), NGC 4751 has
an estimated spheroid stellar mass𝑀★,sph = 3.09+2.53−1.39×10

10M� and
an estimated total galaxy stellar mass 𝑀★,gal = 5.25+1.67−1.27 × 10

10 M�
(Sahu et al. 2019).

Hubble Space Telescope (HST) optical images reveal a prominent
nearly edge-on dust disc, ≈ 34 arcsec in diameter along its major axis,
with dust lanes to the west of an unobscured nucleus (see Fig. 1).
There is a small object ≈ 18 arcsec south of NGC 4751 that is most
likely a foreground star (Fig. 1).
There is some disagreement as to whether NGC 4751 is an elliptical

or a lenticular galaxy. Images of NGC 4751 suggest that it is comprised
of two components, a relatively round central component with a
steep radial surface brightness profile and an outer component that
is flatter and has a shallower surface brightness profile. This is a
defining characteristic of S0 galaxies, and if the central component is
interpreted as a bulge and the outer component as a disc, the bulge-
to-total luminosity ratio 𝐵/𝑇 = 0.55 ± 0.05 (Kormendy & Ho 2013).
Thus, canonically-speaking, NGC 4751 should be classified as an S0
galaxy. However, some studies suggest that both cluster (Kormendy
et al. 2009) and field (Huang et al. 2013) ellipticals are naturally
divided into objects with cored stellar profiles that formed through
dry (gas-poor) mergers and cuspy stellar profiles that formed through
wet (gas-rich) mergers. Thus, Kormendy & Ho (2013) argued that
NGC 4751 is really a highly-flattened extreme (E6) cuspy elliptical
galaxy, whereby the central component is interpreted as resulting
from a starburst event and the outer component is the consequence of
the violent relaxation of pre-existing stars (Mihos & Hernquist 1994;
Hopkins et al. 2009).
Integral-field spectroscopic data obtained using adaptive optics-

assisted SINgle Faint Object Near-IR Investigation (SINFONI) ob-
servations on the Very Large Telescope were modelled using three-
integral Schwarzschild models by Rusli et al. (2013) to infer a central
SMBH mass 𝑀BH = (1.4 ± 0.1) × 109 M� and an 𝑅-band stellar
𝑀/𝐿𝑅 = 12.2+0.6−0.7 M�/ L�,𝑅 (based on a model with dark matter
present) or 𝑀/𝐿𝑅 = 13.1+0.3−0.4 M�/ L�,𝑅 (based on a model without
dark matter).

NGC 4751 has an effective radius 𝑅e = 22.8 arcsec, a central
velocity dispersion 𝜎0 = 357.6 ± 17.7 km s−1 (Campbell et al. 2014)
and an effective stellar velocity dispersion 𝜎e = 355.4 ± 13.6 km s−1
(Rusli et al. 2013). Using the latter and the 𝑀BH – 𝜎e relation of
van den Bosch (2016), we expect a SMBH mass of ≈ 4.5 × 109 M� ,
about three times larger than that inferred by Rusli et al. (2013).
The radius of a SMBH’s sphere of influence (𝑅SoI) quantifies the
spatial extent over which the gravitational potential of the SMBH
is dominant. One useful estimate of 𝑅SoI is 𝐺𝑀BH/𝜎2e , where 𝐺
is the gravitational constant. Using the SMBH mass of Rusli et al.
(2013) yields 𝑅SoI ≈ 48 pc (≈ 0.37 arcsec), whereas the SMBH
mass estimate from the 𝑀BH – 𝜎e relation yields 𝑅SoI ≈ 154 pc
(≈ 1.18 arcsec).

3 ALMA OBSERVATIONS

The 12CO(3–2) emission line of NGC 4751 was observed using the
12-m ALMA array in band 7, as part of project 2016.1.01135.S (PI:
Nagar). The data were collected with one track on 2017 May 17, for a
total of 1361 s on source. The baselines ranged from 15 m to 1.1 km,
a maximum recoverable scale of 2.2 arcsec (≈ 290 pc) and a field of
view of 16.7 arcsec (≈ 2.2 kpc).
The observations had four spectral windows, each with a bandwidth

of 2.0 GHz (≈ 1735 km s−1) subdivided into 128 channels of
≈ 16MHz (≈ 13.5 km s−1). Two of the spectral windows were centred
on both sides of the redshifted frequency of the 12CO(3–2) line (rest
frequency 𝜈rest = 345.796 GHz), with a small gap in frequency
between them. The remaining two spectral windows were used to
map the continuum. The data were calibrated using the Common
Astronomy Software Applications (casa) package version 4.7.2
(McMullin et al. 2007) and its ALMApipeline. The following imaging
steps used casa version 6.4.3.

3.1 Line emission

We remove the continuum emission by linearly fitting the channels
of the continuum spectral windows and the line-free channels of the
line spectral windows, and subtracting the best fit from the data in
the uv-plane using the casa task uvcontsub. Using the casa task
tclean, we interactively cleaned the continuum-subtracted uv data
to a threshold equal to the root-mean-square (RMS) noise of the dirty
channels in the cube (in regions without line emission). We imaged
the data using the same casa task, Briggs weighting with a robust
parameter of 0.5 and a channel width of 30 km s−1. We chose this
channel width, roughly twice the native one, to improve the signal-
to-noise ratio of the emission within the cube, in turn allowing us to
adopt a higher angular and thus physical resolution, as required by
our science goals. While the minimum SMBH mass detectable tends
to increase with increasing channel width (Davis 2014), we expect the
SMBH mass to be large enough (based on estimates from the 𝑀BH –
𝜎e relation) for this not to be an issue here. The resulting data cube
has a synthesised beam of 0.20 arcsec × 0.18 arcsec (≈ 26 × 23 pc2),
sampled with 0.04 arcsec spaxels (spatial pixels), and a RMS noise of
0.44 mJy beam−1 channel−1. Here and throughout the paper the beam
sizes are all full-widths at half-maxima (FWHM). The properties of
our adopted data cube are summarised in Table 1.
Integrated-intensity, intensity-weighted mean line-of-sight velocity

and intensity-weighted line-of-sight velocity dispersion maps were
created using a standard masked-moment technique (Dame 2011)
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Figure 1. Unsharp-masked HST Wide Field Camera 3 F160W filter (𝐻 -band) image of NGC 4751 (left), overlaid with the 12CO(3–2) integrated-intensity
contours (cyan) from our ALMA observations (right). A scale bar is shown in the bottom-right corner of each panel.

Table 1. CO data cube properties.

Property Value
Spatial extent (pix) 800 × 800
Spatial extent (arcsec) 32.0 × 32.0
Spatial extent (kpc) 4.2 × 4.2
Pixel scale (arcsec pix−1) 0.04
Pixel scale (pc pix−1) 5.2
Velocity range (km s−1) 1300 – 2800
Channel width (km s−1) 30
RMS noise (mJy beam−1 channel−1) 0.44
Number of constraints 86, 091
Synthesised beam (arcsec) 0.20 × 0.18
Synthesised beam (pc) 26 × 23

implemented in the pymakeplots package1. The CO data cube
without primary-beam correction was first spatially and spectrally
smoothed, with a boxcar spatial kernel of 1.5 times the width of the
synthesised beam and a boxcar spectral kernel of 4 times the channel
width. This smoothed data cube was then clipped at a threshold of 5
times the RMS noise of its line-free channels, creating a binary mask.
We then applied this mask to the unsmoothed primary beam-corrected
(i.e. the original) data cube to create the moment maps. A kinematic
major-axis position-velocity diagram (PVD) was created by taking a
cut through the primary beam-corrected cube (with the same mask
applied) at a position angle of 354.◦8. The resulting moment maps
and PVD are shown in Fig. 2.
We detect a highly-inclined disc ofmolecular gas,≈ 9 arcsec× 2 arc-

sec in projection, in regular rotation and coincident with but much
smaller than the dust disc (see Fig. 1). The molecular gas of NGC 4751
appears to extends all the way to the centre, with no visible circum-
nuclear hole nor clear depression at the dynamically-determined
centre of the galaxy (marked with a cyan cross in Fig. 2). There is
however a small depression ≈ 0.2 arcsec north of the centre. The vast
majority of existing molecular gas SMBHmeasurements used lower-𝐽
transitions, most commonly 12CO(2–1). The lack of a central hole in

1 https://github.com/TimothyADavis/pymakeplots

our 12CO(3–2) data could suggest that thermal effects in accretion
discs reduce the fraction of gas emitting in the low-𝐽 transitions in the
innermost regions. The PVD shows a rotation curve with a remarkably
extended Keplerian rise in the centre.
Figure 3 shows the 12CO(3–2) integrated spectrum of NGC 4751,

extracted from a 12 arcsec × 12 arcsec (≈ 1.6 × 1.6 kpc2) region
around the centre of the galaxy, using the primary beam-corrected
cube with the same mask applied as for the moment maps and
PVD. The spectrum exhibits the characteristic double-horn shape
of a rotating disc. The integrated flux of our cube (measured within
the mask defined above) is 80.5 ± 0.2 [stat] ± 8.1 [sys] Jy km s−1,
where the systematic uncertainty represents the 10 per cent abso-
lute flux calibration accuracy (Andreani et al. 2016). The statistical
uncertainty is calculated as in Liang et al. (2023), where for each
line channel we calculate the integrated flux uncertainty within
the two-dimensional (2D) masked region and then propagate this
uncertainty in the standard manner to the flux integrated over all
channels. We assume no covariance between adjacent channels due
to the large channel width. This number includes emission in the
missing channels, which was interpolated linearly from the closest
channels on either side. Assuming a 12CO(3–2)/12CO(1–0) line ratio
of 0.31 (in brightness temperature units; Leroy et al. 2022) and a stan-
dard CO(1-0)-to-molecule conversion factor (with contribution from
heavy elements included) 𝛼CO(1–0) = 4.35 M� pc−2 (K km s−1)−1,
we obtain a CO(3-2)-to-molecule conversion factor 𝛼CO(3–2) =

14.0 M� pc−2 (K km s−1)−1, yielding a total molecular gas mass of
(2.27 ± 0.01[stat] ± 0.22[sys]) × 108 M� over an inner region of
≈ 1 kpc in diameter.

3.2 Continuum emission

We imaged the continuum emission of NGC 4751 using the same
continuum spectral windows and line-free channels of the line spectral
windows that were used for continuum subtraction in Section 3.1. We
used the multi-frequency synthesis mode of the casa task tclean
and Briggs weighting with a robust parameter of 0.5, resulting in a
continuum emission map with a central frequency of 343.548 GHz

MNRAS 000, 1–19 (2025)
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Figure 2. 12CO(3–2) data products of NGC 4751 derived from our ALMA data. Top-left: zeroth-moment (integrated-intensity) map, with a cyan cross overlaid
indicating the dynamical centre of the galaxy. Top-right: first-moment (intensity-weighted mean line-of-sight velocity) map. Bottom-left: second-moment
(intensity-weighted line-of-sight velocity dispersion) map. Bottom-right: kinematic major-axis position-velocity diagram. The synthesised beam is shown in the
bottom-left corner of each map as an open ellipse. A scale bar is shown in the bottom-left corner of the PVD.

(0.87 mm) and a RMS noise of 0.09 mJy beam−1. We cleaned this
map to a threshold equal to 3 times the RMS noise and detected a
small central source. Fitting this source with a 2D Gaussian function
using the casa task imfit reveals a spatially-resolved source with
deconvolved full-widths at half-maximum (FWHM) of (106 ± 8) ×
(75 ± 9) marcsec2 and an integrated flux density of 9.9 ± 0.2 mJy.
The properties of the continuum emission are listed in Table 2.

4 DYNAMICAL MODELLING OF THE CO GAS
KINEMATICS

4.1 Modelling method

Dynamical modelling is carried out by fitting a model to the observed
molecular gas distribution and kinematics, i.e. the data cube discussed
in the previous section. This method of SMBH mass determination
has been used in other papers of this series (e.g. Davis et al. 2017a;
Smith et al. 2021; Ruffa et al. 2023).
First we need to model the molecular gas distribution of the galaxy.

Due to its simple morphology, we can reproduce the molecular gas dis-
tribution of NGC 4751 with an infinitely-thin (i.e. 2D) axisymmetric

Table 2. Parameters of the NGC 4751 continuum image and the detected
cleaned continuum source.

Image property Value
Image (pix) 800 × 800
Image (arcsec) 32 × 32
Image size (kpc) 4.2 × 4.2
Pixel scale (arcsec pix−1) 0.04
Pixel scale (pc pix−1) 5.2
RMS noise (mJy beam−1) 0.09
Synthesised beam (arcsec) 0.19 × 0.17
Synthesised beam (pc) 25 × 22
Source property Value
Right ascension (J2000.0) 12h52m50.s7444 ± 0.s0001
Declination (J2000.0) −42°39′35.′′546 ± 0.′′001
Integrated flux (mJy) 9.9 ± 0.2
Deconvolved size (mas) (106 ± 8) × (75 ± 9)
Deconvolved size (pc) (14 ± 1) × (10 ± 1)

exponential surface brightness profile parameterised as

𝐼 (𝑅) ∝ 𝑒−𝑅/𝑅0 , (1)

where 𝑅 is the galactocentric radius and 𝑅0 the exponential scale
length, the latter being a free parameter of our model. This exponential

MNRAS 000, 1–19 (2025)



6 P. Dominiak et al.

Figure 3. 12CO(3–2) integrated spectrum of NGC 4751, with the characteristic
double-horn shape of a rotating disc. Statistical uncertainties are shown as
grey shading. The spectrum was extracted from a 12 arcsec × 12 arcsec
(≈ 1.6 × 1.6 kpc2) region centred on the galaxy centre, that includes all
detected emission. The data were obtained in two spectral windows which do
overlap, but the pipeline calibration process masked the end channels, likely
due to bandpass calibration issues, hence the small gap at ≈ 1940 km s−1.

surface brightness profile matches the NGC 4751 data well, and the
choice of a centrally-concentrated profile has also been implemented
in other works (e.g. Davis et al. 2013a; Ruffa et al. 2019). However it
is worth noting that such a profile may not be generally appropriate for
all ETGs. We also conducted tests where we allowed the exponential
surface brightness profile to have a central hole, but the results of
these tests suggest that there is no hole or that the hole is significantly
smaller than our synthesised beam size.
Whilst no clear hole is visible in the moment maps, given the

high inclination of the molecular gas disc it is of course very hard
to rule out the presence of a hole of a size similar to or smaller
than the synthesised beam. Indeed, at such a high inclination a small
central hole would not be well resolved along the minor axis and
emission along the minor axis of the galaxy might be beam-smeared
and give the impression of a filled central hole. Nevertheless, due to
the modelling results above, we proceed assuming no hole is present.
Our surface density profile is then scaled to match the integrated
12CO(3–2) flux, leading to another free parameter of our model.
Another free parameter of our model is the velocity dispersion

of the molecular gas (𝜎gas), which we assume to be constant at all
radii and relatively small compared to the rotational velocities of the
molecular gas disc. This is a standard assumption when modelling
nearby, dynamically-cold molecular gas discs (e.g. Davis et al. 2017a,
North et al. 2019, Dominiak et al. 2024).
Second, to estimate the SMBH mass accurately, we must account

for the stellar mass contribution to the molecular gas kinematics. In
principle the contribution dark matter should also be considered, but
at the small radii probed here that contribution is expected to be
negligible (it would in any case be largely degenerate with that of
the stars; Cappellari et al. 2013). We parameterise the stellar light
distribution using a multi-Gaussian expansion (MGE) model of a
HST Wide Field Camera 3 (WFC3) F160W filter (𝐻-band) pipeline-
drizzled image (GO-15909, PI: Boizelle) with a total exposure time
of 997 s, obtained from the Mikulski Archive for Space Telescopes.
For this, we use the mge_fit_sectors procedure in the MgeFit

Table 3. Parameters of the "deconvolved" best-fitting MGE components.

log 𝐼 ′� log 𝜎′ 𝑞′

(L�,F160W pc−2) (arcsec)
(1) (2) (3)
5.491 −0.815 0.647
4.851 −0.422 0.494
4.441 −0.238 0.990
4.150 0.171 0.750
4.099 0.177 0.319
4.002 0.524 0.517
3.511 0.934 0.397
2.913 1.411 0.420

Notes. "Deconvolved" MGE Gaussian components. (1) Central surface
brightness. (2) Standard deviation. (3) Axial ratio.

package2 (Cappellari 2002). This is the longest wavelength HST
image available, to minimise dust extinction. We adopt the spatial
point-spread function (PSF) of the F160W filter from Dominiak et al.
(2024).
The 2D projection of the stellar light distribution captured by the

HST image is parameterised by the MGE as a sum of Gaussians, each
with a central surface brightness 𝐼 ′, a width 𝜎′ and an axial ratio
𝑞′, which once convolved by the PSF best reproduce the image. The
surface brightnesses can be converted to luminosities using the AB
magnitude system with a zero-point of 25.94 mag (Sahu et al. 2021)
and a Solar absolute magnitude in the F160W filter of 4.60 mag
(Willmer 2018). Additionally, we adopt a Galactic extinction of
0.062 mag from the NASA/IPAC Extragalactic Database (Schlafly &
Finkbeiner 2011) to correct for interstellar reddening. The parameters
of these "PSF-deconvolved", projected best-fitting MGE Gaussians
are listed in Table 3 in physical units and the best fit is shown in
Fig. 4, revealing significant dust extinction on the near side of the
NGC 4751 disc. For our best-fitting model, we masked these dust
lanes by hand, thus excluding the most obviously dust-obscured pixels,
to minimise their impact on our final model. However, we explore the
use of a more complex pixel-by-pixel colour correction of the dust in
Section 6.2. The resulting MGE model provides a good fit, especially
in the central regions the galaxy, which is crucial for determining an
accurate SMBH mass.
By assuming an inclination and axisymmetry, the 2DGaussians can

be analytically deprojected into three-dimensional (3D) Gaussians.
By multiplying each Gaussian by a stellar 𝑀/𝐿, we can in turn
convert the resulting 3D light volume density distribution into a 3D
stellar mass volume density distribution, as required for dynamical
modelling. This 𝑀/𝐿 is another free parameter of our model and is
usually assumed to be spatially constant. However, in this paper we
also consider a 𝑀/𝐿 varying linearly with radius, as the 𝐽 −𝐻 colour
map of NGC 4751 suggests an increase of the colour towards the
centre of the galaxy that cannot be explained by an embedded dust
disc (see Section 6.2 for more details).
We implement this radially linearly varying 𝑀/𝐿 by first deriving

the circular velocity curve of our stellar mass model assuming a
𝑀/𝐿 of unity (1 M�/L�,𝐻 ) and using the mge_vcirc routine of the
Jeans AnisotropicModelling Python package (JamPy3; Cappellari
2008; Cappellari 2020). We then scale these circular velocities by
the square root of the desired 𝑀/𝐿 profile (as circular velocities
are proportional to the square root of the enclosed masses). In this
linearly-varying 𝑀/𝐿 case, the 𝑀/𝐿 intercept and 𝑀/𝐿 gradient are

2 https://pypi.org/project/mgefit/
3 https://pypi.org/project/jampy
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Figure 4. HST WFC3 F160W filter image of NGC 4751 (black contours),
overlaid with our best-fitting MGE model (red contours). The western side
of the image is masked (yellow shading), to exclude the most obviously
dust-obscured pixels along the near side of the embedded disc.

thus free parameters of our model. Lastly, we add the contribution of
a (free) SMBH mass to the circular velocity curve.
By combining the molecular gas distribution and the circular veloc-

ity curve obtained above, the Kinematic Molecular Simulation
(KinMS; Davis et al. 2013a) task KinMS_fitter4 recreates the
molecular gas disc by simulating it as a set of point particles. A model
data cube is then created by computing the line-of-sight projections
of the particles, whilst taking into consideration other "nuisance"
free parameters of our model: central position, systemic velocity,
inclination and position angle (the latter two assumed to be radially
constant). To replicate instrumental effects, this data cube is spatially
convolved with the clean Gaussian synthesised beam and then binned
(spatially and spectrally) into pixels identical to those of the real data
cube.
We use the Gibbs sampler with adaptive stepping GAStimator5

to compare our model and ALMA data cubes. Initially, the Monte
Carlo Markov chain (MCMC) algorithm samples the parameter space
of all the free parameters of the model, and the step size between
each fit is adaptively scaled until the chain converges. Approximately
10 per cent of the total number of steps is used to identify the
convergent chain. Once this chain is identified and the MCMC has
converged, the maximum step size is fixed and the MCMC continues
sampling the parameter space, producing samples from the final
posterior probability distribution.
The parameter space is bounded by a set of priors. Some are set

manually to ensure a finite converging time; others are allowed to
span their entire possible ranges. The priors for all the parameters
are linear, except for that on the SMBH mass which is logarithmic
due to its large possible dynamic range. Assuming these maximally-
ignorant priors and constant Gaussian uncertainties throughout the

4 https://github.com/TimothyADavis/KinMS_fitter
5 https://github.com/TimothyADavis/GAStimator

cube, the posterior probability distribution of a model is proportional
to the log-likelihood function ln 𝑃 ∝ −0.5𝜒2, where 𝜒2 is the sum
of the differences between model and data squared normalised by
the uncertainties squared. The sum is taken over the mask defined by
KinMS, which contains all the pixels with fluxes at least 1.5 times
the RMS noise. To ensure that the large number of pixels within
the mask 𝑁 (listed in Table 1) does not lead to unrealistically small
formal uncertainties, we rescale the uncertainties in a standard manner
by a factor of (2𝑁)0.25. This approach was originally proposed by
van den Bosch & van de Ven (2009) for use in least-squares fitting
and adapted to the Bayesian framework by Mitzkus et al. (2017).
It is not statistically rigorous, but tries to approximately account
for the fact that systematic uncertainties tend to dominate the total
uncertainties when fitting a large number of measurements (here tens
of thousands). It relies on the sensible but crude assumption that
each random uncertainty has an associated systematic one of similar
magnitude. In the case of SMBH mass determinations from CO,
the method has been shown to generally yield uncertainties that are
consistent with more realistic estimates of the systematic uncertainties
(Smith et al. 2019). Nevertheless, a more thorough exploration of
systematic uncertainties is presented in Section 6.2.
In Figs. 5 and 6, the marginal distributions of our model parameters

are shown, produced as a part of the MCMC process. Each data point
in the 2D marginalisations represents the log-likelihood of a given
model, where the white and red data points are most likely and the
blue data points least likely. The one-dimensional (1D) marginali-
sations are shown in the form of histograms with roughly Gaussian
shapes, representing the probability distributions of individual model
parameters.

4.2 Results

Throughout our modelling, we considered models with various 𝑀/𝐿
profiles. The spatially-constant and radially linearly-varying 𝑀/𝐿
models yield equally good fits, so the results of both are presented
below.

4.2.1 Model with a constant 𝑀/𝐿

This model has a total of 10 free parameters: SMBH mass, spatially-
constant F160W filter stellar mass-to-light ratio (𝑀/𝐿F160W), molec-
ular gas exponential disc scale length (𝑅0), integrated flux and velocity
dispersion (𝜎gas), and the "nuisance" disc parameters position angle,
inclination (𝑖), systemic velocity (𝑉sys) and centre position (offsets in
right ascension and in declination from the image phase centre). The
model parameters and their search ranges, best-fitting values and 1𝜎
(68.3 per cent) and 3𝜎 (99.7 per cent) confidence level uncertainties
are listed in Table 4.
The final MCMC chain had 200, 000 steps. It is clear that there is

a massive dark object at the centre of NGC 4751, with a best-fitting
mass of 3.43+0.45−0.44 × 10

9 M� , where here and throughout this paper
the uncertainties are stated at the 3𝜎 (99.7 per cent) confidence level.
The best-fitting F160W filter 𝑀/𝐿 is (2.68 ± 0.11) M�/L�,F160W.
Figure 5 also shows a degeneracy between 𝑀BH and 𝑀/𝐿F160W,
equivalent to the conservation of (total) dynamical mass (see e.g.
Smith et al. 2019 for more details).
The quality of our best-fitting model can be gauged from Fig. 7,

where from left to right we overlay the best-fitting model with
no SMBH, our best-fitting SMBH and an overly-massive SMBH
(≈ 0.2 dex more massive than the best-fitting SMBH), respectively,
over the kinematic major-axis PVD. In the first and third case all
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Figure 5. Corner plots of NGC 4751, showing the covariances between selected (primarily non-nuisance) parameters of the constant 𝑀/𝐿 model. Each data point
is one realisation of our model, colour-coded to show the relative log-likelihood of that realisation, with white data points being most likely and blue data points
least likely. Coloured data points show models with Δ𝜒2 <

√
2𝑁 of the best-fitting model; grey data points show all remaining models. The histograms show the

1D marginalised posterior distribution of each model parameter; in each case the black solid line indicates the median and the two black dashed lines encompass
the 68% confidence interval.

parameters other than the SMBH mass were allowed to vary. As
expected for the best-fitting no SMBH model, a higher stellar 𝑀/𝐿
is derived as the model attempts to account for the high rotation
velocities at small radii without a SMBH. Nevertheless, the model is
unable to reproduce those central velocities without greatly exceeding
the relatively low velocities at larger radii. The compromise reached
is thus unsatisfactory at both small and large radii. Again as expected,
the best-fitting overly-massive SMBH model yields a smaller 𝑀/𝐿,
but the fit is very poor at small radii, the model over-shooting even the
highest velocities. The best-fitting SMBH model not only reproduces
the data best, but the fit is very good at all radii and velocities.

4.2.2 Model with a radially linearly-varying 𝑀/𝐿

This model has a total of 11 free parameters: a stellar 𝑀/𝐿 intercept
and a stellar 𝑀/𝐿 gradient replace the constant 𝑀/𝐿 of the previous
model, while the other 9 parameters remain the same. The model
parameters and their search ranges, best-fitting values and 1𝜎 and 3𝜎
confidence level uncertainties are listed in Table 4.
The final MCMC chain has 200, 000 steps. The model has a

best-fitting SMBH mass of 2.79+0.75−0.57 × 10
9 M� and a best-fitting

F160W filter 𝑀/𝐿 of (𝑀/𝐿F160W) /
(
M�/L�,F160W

)
= 3.07+0.27−0.35 −

0.09+0.08−0.06 (𝑅/arcsec). ETG 𝑀/𝐿 gradients have been explored in a

MNRAS 000, 1–19 (2025)
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Figure 6. As Fig. 5, but for the model with a radially linearly-varying 𝑀/𝐿.

number of previous works exploiting molecular gas dynamics (e.g.
Davis & McDermid 2016; Davis et al. 2017b; North et al. 2019). In
these works, both positive and negative 𝑀/𝐿 gradients were detected
and in most of these cases the gradients are mild, very much like our
results (e.g. −0.37 M�/L�,F160W kpc−1 in NGC 524 compared to
our −0.69 M�/L�,F160W kpc−1; North et al. 2019).

Figure 6 again shows a negative correlation between the 𝑀/𝐿
intercept (i.e. the 𝑀/𝐿 in the centre of the galaxy) and the SMBH
mass, again equivalent to the conservation of (total) dynamical mass.
Consequently, there is also a positive correlation between SMBH
mass and 𝑀/𝐿 gradient – as more mass is attributed to the SMBH,

the 𝑀/𝐿 intercept decreases and thus the 𝑀/𝐿 gradient becomes less
negative (to still fit the outer regions of the galaxy well).

As before, the quality of our best-fitting model is easiest to judge
by overlaying it over the kinematic major-axis PVD. From left to right
in Fig. 8, we overlay the best-fitting model with a radially linearly-
varying 𝑀/𝐿 and no-SMBH, a SMBH and an overly-massive SMBH
(≈ 0.2 dex more massive than the best-fitting SMBH), respectively,
allowing all parameters other than the SMBH mass to vary in the first
and third case. As expected, the best-fitting no SMBH model has a
higher 𝑀/𝐿 intercept, to account for the high rotation velocities at
small radii, and a more negative 𝑀/𝐿 gradient, to lower the overall
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Table 4. Best-fitting molecular gas model parameters and associated uncertainties.

Parameter Prior Best fit 1𝜎 uncertainty 3𝜎 uncertainty
Model with a constant 𝑀/𝐿

Mass model
log(𝑀BH/M�) 7 → 11 9.54 ±0.02 −0.06, +0.05
Stellar 𝑀/𝐿F160W (M� /L�,F160W) 0.0 → 5.0 2.68 ±0.04 ±0.11

Molecular gas disc
Velocity dispersion (km s−1) 0.0 → 50.0 15.1 ±2.3 −6.7, +6.5
Scale length (arcsec) 0.0 → 5.0 1.65 ±0.06 −0.15, +0.16
Integrated intensity (Jy km s−1) 0.0 → 150.0 89.5 −2.9, +2.8 −7.8, +7.5

Nuisance parameters
Centre RA offset (arcsec) −5.4 → 5.4 0.026 ±0.004 ±0.01
Centre Dec. offset (arcsec) −4.0 → 4.0 0.31 ±0.01 ±0.02
Inclination (◦) 71.4 → 89.9 78.7 ±0.1 −0.5, +0.6
Position angle (◦) 0.0 → 359.9 354.8 ±0.1 −0.3, +0.4
Systemic velocity (km s−1) 1800 → 2400 2094.5 ±1.1 −3.3, +2.9

Model with a radially linearly-varying 𝑀/𝐿
Mass model
log(𝑀BH/M�) 7 → 11 9.45 ±0.04 ±0.10
Stellar 𝑀/𝐿F160W intercept (M� /L�,F160W) 0.0 → 5.0 3.07 −0.13, +0.11 −0.35, +0.27
Stellar 𝑀/𝐿F160W gradient (M� /L�,F160W arcsec−1) −2.0 → 2.0 −0.09 ±0.03 −0.06, +0.08

Molecular gas disc
Velocity dispersion (km s−1) 0.0 → 50.0 14.8 ±1.5 −4.3, +4.4
Scale length (arcsec) 0.0 → 5.0 1.65 ±0.06 −0.16, +0.15
Integrated intensity (Jy km s−1) 0.0 → 150.0 89.6 −2.7, +2.8 −7.3, +7.8

Nuisance parameters
Centre RA offset (arcsec) −5.4 → 5.4 0.025 ±0.004 ±0.01
Centre Dec. offset (arcsec) −4.0 → 4.0 0.31 ±0.01 ±0.02
Inclination (◦) 71.4 → 89.9 78.6 −0.2, +0.1 −0.5, +0.4
Position angle (◦) 0.0 → 359.9 354.8 ±0.1 −0.3, +0.4
Systemic velocity (km s−1) 1800 → 2400 2094.3 −1.1, +1.0 −4.4, +4.3

Note. The RA and Dec. offsets are measured with respect to the image phase centre, 12h52m50.s7484, −42°39′35.′′880 (J2000.0).

𝑀/𝐿 at larger radii. As before, the model fails to reproduce the
extremely high central velocities without also exceeding the low
velocities at large radii. The best-fitting overly-massive SMBH model
yields a significantly smaller 𝑀/𝐿 intercept that contributes less
dynamical mass to the stellar component. As expected, the 𝑀/𝐿
gradient is also now positive, as otherwise the low central 𝑀/𝐿
would lead to undershooting the velocities at large radii. Despite
this, the overly-massive SMBH model is unable to reproduce the
data satisfactorily. Once again, the best-fitting free SMBH model
reproduces the data best, fitting well at all radii and velocities.

5 JAM MODELLING OF THE STELLAR KINEMATICS

We obtain an alternative SMBH mass estimate using the JAM method
(Cappellari 2008; Cappellari 2020) and the SINFONI stellar kinemat-
ics of NGC 4751 published by Rusli et al. (2013). The JAMmethod is
particularly well-suited to early-type fast-rotators, of which NGC 4751
is one (Rusli et al. 2013). We first use the WebPlotDigitizer soft-
ware6 to extract the stellar kinematics (line-of-sight mean velocity 𝑉
and velocity dispersion 𝜎) from the published paper (Fig. 24 of Rusli
et al. 2013). From these, we compute the second velocity moment
as 𝑉rms ≡

√
𝑉2 + 𝜎2, which can be directly compared to the JAM

predictions.

6 https://github.com/ankitrohatgi/WebPlotDigitizer

We fit an image of the SINFONI PSF, kindly provided to us
by Jens Thomas, using the mge_fit_sectors procedure of the
MgeFit package as before. Two circular Gaussians were sufficient to
provide a good representation of the PSF, with best-fitting parameters
FWHM = [0.′′24, 0.′′82] and Frac = [0.55, 0.45], where Frac is the
fractional light contribution of each PSF component. As expected
the FWHM of the narrow component is close to the FWHM of 0.′′22
listed in Table 2 of Rusli et al. (2013), while the FWHM of the broad
component is typical of FWHM measured from similar SINFONI
observations (see e.g. Table 3 of Thater et al. 2019).

We adopt the same HST WFC3 F160W filter MGE parametrisation
used to model the molecular gas kinematics in Section 4.1 to describe
the stellar surface brightness of the JAM dynamical models. Moreover,
we assume that mass follows light and adopt a constant orbital
anisotropy. The latter assumption is unlikely to be accurate over large
spatial scales, and in fact our more spatially-extended CO model
indicates an 𝑀/𝐿 gradient. However, the JAMmodels are constrained
only by the stellar kinematics at 𝑅 . 1′′, so the results are only weakly
sensitive to possible 𝑀/𝐿 gradients outside that region.
To test for systematics in the modelling, we explore the two

extreme assumptions for the shape of the velocity ellipsoid: we
use either JAMcyl, with a cylindrically-aligned velocity ellipsoid
(Cappellari 2008), or JAMsph, with a spherically-aligned orientation
(Cappellari 2020). The anisotropy has a different meaning in the two
cases. For JAMcyl, the anisotropy is 𝛽𝑧 ≡ 1 − 𝜎2𝑧 /𝜎2𝑅 , where 𝜎𝑧
and 𝜎𝑅 are the intrinsic stellar velocity dispersions in the 𝑅 and 𝑧
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Figure 7. Observed kinematic major-axis PVD of NGC 4751 (orange scale with black contours), overlaid with the best-fitting no SMBH (left), free SMBH mass
(centre) and overly-massive (by ≈ 0.2 dex) SMBH (right) model (blue contours), respectively. The SMBH mass and 𝑀/𝐿 of each model are listed in the top-right
corner of each panel. An error bar is shown in the bottom-left corner of each panel, showing the size of the synthesised beam along the kinematic major-axis and
the channel width. The need for a central dark mass to fully account for the gas kinematics at all radii is clear.
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Figure 8. As Fig. 7, but for models with radially linearly-varying 𝑀/𝐿.

cylindrical coordinates, respectively. For JAMsph, the anisotropy is
𝛽𝑟 ≡ 1 − 𝜎2𝜃/𝜎

2
𝑟 , where 𝜎𝜃 and 𝜎𝑟 are the intrinsic stellar velocity

dispersions in the 𝑟 and 𝜃 spherical coordinates, respectively.

The JAM models have three free parameters (in addition to the
usual nuisance parameters): the SMBH mass, the total mass-to-light
ratio (𝑀/𝐿)tot and the orbital anisotropy 𝛽𝑧 or 𝛽𝑟 . As standard with

JAM, we parameterise the inclination with the intrinsic axis ratio
𝑞min of the flattest Gaussian of the MGE. This is related to the
galaxy inclination via Eq. (14) of Cappellari (2008), where 𝑞′min is
the observed (i.e. projected) axis ratio of the flattest Gaussian of the
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MGE (see Table 3):

𝑖 = arctan ©­«
√√√
1 − (𝑞′min)

2

(𝑞′min)
2 − 𝑞2min

ª®¬ . (2)

A key practical difference between the Schwarzschild orbit-
superposition method (Schwarzschild 1979) and JAM concerns the
spatial extent of the kinematic data required. Schwarzschild mod-
elling generally necessitates large-scale stellar kinematics, extending
significantly beyond the immediate vicinity of a SMBH, to robustly
constrain the orbital distribution and, consequently, the SMBH mass.
In contrast, JAM typically yields the most reliable results when the
kinematic fit is confined to a relatively small field of view (FoV). This
FoV needs to be just large enough to effectively break the degeneracy
between 𝑀BH and the total mass-to-light ratio, (𝑀/𝐿)tot.
The underlying reason for this difference lies in the intrinsic flex-

ibility of the models. A Schwarzschild model possesses significant
freedom when constructing the orbital distribution; without the con-
straints provided by extensive kinematic data, the orbital structure
remains poorly determined, diminishing the model’s predictive power
regarding 𝑀BH. Consequently, detailed modelling incorporating vari-
ations in the dark matter halo profile and stellar 𝑀/𝐿 gradients across
the galaxy is often essential for accurate results with this method.
Conversely, JAM operates under stronger assumptions, where the
stellar kinematics is uniquely determined by a few global parameters
(e.g. describing the anisotropy profile and the 𝑀/𝐿). This reduced
flexibility means JAM does not inherently require large-scale data to
constrain its parameter space. As a result, within the limited spatial
region typically used for JAM fits, one can often approximate both
the stellar 𝑀/𝐿 and the velocity anisotropy as constant, simplifying
the modelling compared to a full Schwarzschild approach. Further-
more, the stellar 𝑀/𝐿 gradient is constrained by our CO dynamical
modelling to be small, and therefore the assumption of a constant
𝑀/𝐿 over the small FoV required for JAM modelling is reasonable.
The optimal spatial region for a JAM fit should span from within

the SMBH’s sphere of influence (𝑅SoI) to a radius several times, but
generally not more than an order of magnitude, larger than 𝑅SoI. This
ensures the inclusion of kinematic data from the region where the
SMBH’s gravitational potential dominates stellar motions, as well as
from a region where its influence is negligible, allowing the separation
of the SMBH mass signature from the stellar mass contribution.
This distinction inmethodology and data requirementswas explored

in detail by Thater et al. (2022). They demonstrated that the 𝑀BH
recovered using JAM, by fitting kinematics within only the central
5 arcsec in radius of their target while assuming a constant 𝑀/𝐿
and neglecting a putative dark matter halo, were consistent with
results from comprehensive Schwarzschild models fitted out to a
radius of 30 arcsec that explicitly included a dark matter component.
Thater et al. (2022) showed this agreement arises because the total
dynamical 𝑀/𝐿 derived from JAM within the central region matched
the total 𝑀/𝐿 (including stars and dark matter) derived from the
Schwarzschild model within that same central region, even though
the Schwarzschild model’s 𝑀/𝐿 increased at larger radii due to the
contribution of the dark halo (see fig. D1 in Thater et al. 2022).
We perform the fits and derive the corresponding formal uncertain-

ties using the CapFit least-squares fitting procedure7 (see Sec. 4.2
of Cappellari 2023). We start by assigning constant uncertainties
Δ𝑉rms = 1 km s−1 to all kinematic measurements and perform the
fit with CapFit. This yields the best-fitting parameters 𝑝 𝑗 and their

7 https://pypi.org/project/ppxf/

Table 5. Best-fitting stellar kinematic model parameters and associated uncer-
tainties.

Parameter Best fit 1𝜎 uncertainty 3𝜎 uncertainty
JAMcyl model

𝑀BH (109 M�) 2.52 ±0.12 ±0.36
(𝑀/𝐿)tot (M� /L�,F160W) 3.76 ±0.09 ±0.28
𝛽z −0.23 ±0.09 ±0.26
𝑞min 0.05 −0.05, +0.08 −0.05, +0.24

JAMsph model
𝑀BH (109 M�) 3.24 ±0.29 ±0.87
(𝑀/𝐿)tot (M� /L�,F160W) 4.22 ±0.16 ±0.48
𝛽r −3.1 ±2.1 ±6.3
𝑞min 0.05 −0.05, +0.07 −0.05, +0.22

formal uncertainties Δ𝑝 𝑗 (from the diagonal terms of the covariance
matrix at the best fit) at the 1𝜎 confidence level. We then make
the common assumption of a formally good fit (as indicated by our
data-model comparison) to rescale the uncertainties in such a way as
to obtain 𝜒2red ≡ 𝜒

2/DOF = 1, where DOF is the number of degrees
of freedom. This is achieved by setting the new formal uncertainties
Δ𝑝 𝑗 ← Δ𝑝 𝑗

√︃
𝜒2red.

Contrary to the case of our CO SMBH determinations in Section 4,
here we did not apply the approximate (2𝑁)0.25 scaling of the
uncertainties of Mitzkus et al. (2017), because the crude correction
for very large datasets is no more justified. In fact, we are fitting just
35 𝑉rms data points and standard statistics can be used. However, this
implies that the uncertainties of the two SMBH determinations are
not directly comparable.
The results of the JAM fits are shown in Fig. 9. The data-model

comparisons are shown for the five angular sectors provided by
Rusli et al. (2013). The models fit the data to a high accuracy. To
obtain 𝜒2red = 1, one must set Δ𝑉rms = 10 km s−1, corresponding
to a median random uncertainty of the stellar kinematics of just
2.6 per cent, at the expected level for good-quality SINFONI data. The
best-fitting parameters and their 1𝜎 formal uncertainties are 𝑀BH =

(2.52±0.12) ×109M� and (𝑀/𝐿)tot = 3.759±0.094M�/L�,F160W
for JAMcyl, and 𝑀BH = (3.24 ± 0.29) × 109 M� and (𝑀/𝐿)tot =
4.22 ± 0.16 M�/L�,F160W for JAMsph. These best-fitting parameters
are remarkably consistent with those obtained from our molecular
gas modelling (see Section 4.2) and are summarised in Table 5. The
best-fitting inclination for both JAM models is 𝑖 ≈ 72°, also close to
that derived from the molecular gas kinematics.
Galaxies are generally expected to be close to isotropic (𝛽𝑧 = 0 and

𝛽𝑟 = 0), with a tendency for the anisotropy to be tangential (𝛽𝑧 < 0
and 𝛽𝑟 < 0) close to the SMBH (see Fig. 2 of Cappellari et al. 2008).
Here we are fitting the SINFONI data near the SMBH and therefore
expect the anisotropy to be tangential, as observed. However, the
anisotropy is poorly constrained, and for both the cylindrical and
spherical alignment of the velocity ellipsoid, an isotropic model is
also consistent with the data at the 3𝜎 confidence level.

6 DISCUSSION

6.1 Best-fitting molecular gas mass models

In this paper we presented molecular gas-based mass models with
two different 𝑀/𝐿 radial profiles. As shown in Figs. 7 and 8, the two
models provide near-identical fits visually. Whilst the 𝜒2 statistic is
primarily used to compare models against data, in a limited number
of situations it can also be used to compare model against model.
This is the case here, as the model with a constant 𝑀/𝐿 is nested
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Figure 9. JAMcyl (top) and JAMsph (bottom) modelling of the SINFONI
stellar kinematics from Rusli et al. (2013). The data are shown for five angular
sectors (as indicated) centred on the galaxy nucleus. The uncertainties are
scaled to yield 𝜒2red = 1.

within the model with a linearly-varying 𝑀/𝐿 (i.e. the model with a
constant 𝑀/𝐿 is a particular case of the model with a linearly-varying
𝑀/𝐿, where the 𝑀/𝐿 gradient is equal to 0). We can thus judge the
relative goodness-of-fit of the two models more robustly by using the
reduced 𝜒2 statistic 𝜒2red. The best-fitting CO model with a constant
𝑀/𝐿 has 𝜒2red = 2.49, while the best-fitting CO model with a radially
linearly-varying 𝑀/𝐿 has 𝜒2red = 2.43. As such, we can conclude that
the model with a linearly-varying 𝑀/𝐿 is a marginally better fit (the
additional 𝑀/𝐿 gradient variable would be expected to converge to 0
if the data strongly suggested a constant 𝑀/𝐿). As the 𝜒2red difference
is small, however, we choose to also report the Bayesian information
criterion BIC ≡ 𝑘 ln 𝑁 − 2 ln 𝑃 to compare the models, where 𝑘 is the
number of free parameters of eachmodel and 𝑁 and ln 𝑃 are as defined
in Section 4.1. The BIC provides a heuristic approximation of the
Bayes factor, which is the statistically-correct way to compare models.
Indeed, the BIC not only allows for the comparison of non-nested
models with different numbers of parameters, but it also penalises
models with excessive dimensionality that could otherwise overfit
the data. The BIC difference between the two best-fitting CO models
presented in this paper is ΔBIC ≈ 1, and hence statistically-speaking

Table 6. Statistics of the models discussed.

Model 𝜒2red 𝑘 BIC
(1) (2) (3) (4)
Best-fitting CO model with constant 𝑀/𝐿 2.49 10 610
Best-fitting CO model with linearly-varying 𝑀/𝐿 2.43 11 609

Notes. (1) Model. (2) Reduced 𝜒2 statistic. (3) Number of free parameters.
(4) Bayesian information criterion.
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Figure 10. Cumulative mass function of NGC 4751 for the molecular gas
kinematic model with a constant 𝑀/𝐿, showing the relative contributions
of the SMBH (black dotted line) and stars (magenta dashed line) to the total
enclosed mass (black solid line). The three vertical black lines indicate the
physical extent of the synthesised beam (𝑅beam), the radius of the SMBH
sphere of influence (𝑅SoI, assuming 𝜎e = 355.4 km s−1 and our best-fitting
SMBH mass) and the radius of equal mass contribution (𝑅eq).

it is not possible to formally prefer one model over the other. These
results are summarised in Table 6.
Figures 10 and 11 show the cumulative mass distribution of

NGC 4751 for the molecular gas kinematic model with a constant
𝑀/𝐿 and the model with a radially linearly-varying 𝑀/𝐿, respec-
tively. Using the standard definition of a SMBH SoI (see Section 2)
and the best-fitting SMBH mass for the constant 𝑀/𝐿 model yields
𝑅SoI ≈ 116 pc (≈ 0.89 arcsec), whereas the best-fitting SMBH mass
for the linear 𝑀/𝐿 model yields 𝑅SoI ≈ 95 pc (≈ 0.73 arcsec). Both
of these are significantly larger than the size of the synthesised beam
(𝑅beam). One can also assess the impact of a SMBH by considering
the radius at which the enclosed stellar mass is equal to that of the
SMBH. Figure 10 shows this radius of equal mass contribution to
be 𝑅eq ≈ 77 pc (≈ 0.59 arcsec), smaller than the usual 𝑅SoI but still
significantly larger than 𝑅beam. Figure 11 shows the radius of equal
mass contribution to be 𝑅eq ≈ 59 pc (≈ 0.45 arcsec), also smaller
than the usual 𝑅SoI, but still more than twice 𝑅beam. In fact, in both
models the SMBH dominates the potential so significantly that at the
innermost radius probed (𝑅beam) ≈ 82 per cent of the enclosed mass
is due to the SMBH in the constant 𝑀/𝐿 model and ≈ 76 per cent in
the linear 𝑀/𝐿 model, making the SMBH mass determination trivial
in both models.
The quality of a SMBH measurement can also be assessed in

terms of how well resolved the SMBH SoI is and the proximity
of the dynamical tracer to the SMBH. In the region dominated by
the SMBH, Zhang et al. (2024) derived a simple relation between
the highest circular velocity measured 𝑣c and the innermost radius
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Figure 11. As Fig. 10, but for the model with a radially linearly-varying𝑀/𝐿.

probed 𝑅min, where 𝑅min can be normalised by respectively the
Schwarzschild radius (𝑅Schw ≡ 2𝐺𝑀BH/𝑐2, where 𝑐 is the speed of
light), 𝑅SoI and 𝑅eq. The resulting relations allow to compare the
spatial resolutions of different datasets and the sizes of the regions
probed in a𝑀BH-independent manner. Our observations of NGC 4751
detect a maximum line-of-sight velocity 𝑣obs ≈ 687 km s−1 (see
e.g. Fig. 7). Deprojecting this velocity using 𝑣c = 𝑣obs/sin 𝑖, where
𝑖 = 78.◦7 (Table 4), the highest circular velocity probed is≈ 700 km s−1.
This is the second highest circular velocity ever probed by a molecular
gas measurement, rivaled only by the high-resolution measurement
of NGC 0383 (Zhang et al. 2025). While some of the high central
velocities must originate from the dense central stellar component
of the galaxy (see Fig. 1), our molecular gas data with a spatial
resolution of ≈ 24 pc (0.19 arcsec) allow us to probe remarkably close
to the SMBH: down to 𝑅min/𝑅Schw ≈ 83, 000, 𝑅min/𝑅SoI ≈ 0.23
and 𝑅min/𝑅eq ≈ 0.33 for the model with a constant 𝑀/𝐿, and
𝑅min/𝑅Schw ≈ 101, 000, 𝑅min/𝑅SoI ≈ 0.28 and 𝑅min/𝑅eq ≈ 0.46
for the model with a radially linearly-varying 𝑀/𝐿.

6.2 Molecular gas-derived SMBH mass uncertainties

Aside from the fitting uncertainties listed in Table 4, which are
fundamentally statistical in nature, our molecular gas measurements
are subject to several potential sources of systematic error. The
first of these is the distance. For all dynamical mass measurements,
𝑀BH ∝ 𝐷, so the adopted distance affects the SMBH mass linearly.
Conversely, the inferred SMBHmass can be re-scaled for any adopted
distance. As standard, the distance uncertainties are neither quoted
nor propagated into our SMBH mass measurement, but these are
typically about 20 – 30 per cent when flow models are applied to
relatively nearby galaxies (𝐷 < 50 Mpc; Lelli et al. 2016).
In our modelling we have only considered the mass contributions of

the SMBH and stars, and have assumed the dark matter and molecular
gas to have negligible masses. The spatial scales over which dark
matter effects are significant are much greater than those considered
in this paper and those where the SMBH dominates the potential.
In the very unlikely scenario that there is significant diffuse dark
matter in the central regions, its contribution to the circular velocity is
expected to increase with radius similarly to that of the stars, whereas
the contribution of the SMBH declines in a Keplerian fashion (see
e.g. Fig. 7 of Lelli et al. 2022). Thus, the dark matter contribution is

most strongly degenerate with that of the stars, which would lead to a
different best-fitting 𝑀/𝐿 without strongly affecting the SMBH mass.
Furthermore, Rusli et al. (2013) considered models of NGC 4751
with and without dark matter, and there was no significant difference
in the SMBH masses inferred, with only a minor impact on the 𝑀/𝐿
(see Section 2). Similarly, as discussed in Section 3.1, NGC 4751
has an extended molecular gas distribution with a total mass of
(2.27 ± 0.01) × 108 M� , which if plotted would not even be visible
in Fig. 10 (as the total mass is only reached at the outer edge of the
disc). The contribution of molecular gas is thus negligible compared
to those of the SMBH and stars.
Another source of uncertainties of the model parameters reported

in this work comes from the modelling assumptions made. Our
modelling involves some trade-offs between allowing more model
complexity, which should lead to more accurately reproduce the
data, and introducing simplifying assumptions, to ensure model con-
vergence and a reasonable computational time. Our models clearly
include many simplifying assumptions, such as a constant position an-
gle and inclination angle, but these assumptions are well-substantiated
by the data themselves (see Fig. 2). Our exploration of different 𝑀/𝐿
radial profiles appears in this case to be a useful test of how variations
of an important model assumption affect the model outcomes, and the
differences between the best-fitting 𝑀BH and 𝑀/𝐿 of the two models
are a reflection of systematic errors.
In addition to the two models presented in this paper, we tested

alternative models to better quantify potential systematic errors. In the
previous sections, we used an exponential surface brightness profile
to parameterise the molecular gas distribution. An alternative and
more appropriate, but often more computationally costly, way of rep-
resenting the molecular gas distribution is to simply use the molecular
gas distribution itself as a model input. This can be done through
the use of either the zeroth-moment map or the clean components
generated during the cleaning process. We chose to create such a
model using the latter method and SkySampler8 (Smith et al. 2019),
a software compatible with the KinMS environment. SkySampler
generates a large number of particles whose densities and positions are
determined by the clean components, and which are then processed
by KinMS as before: they are deprojected (according to a position
angle and inclination under the assumption of an infinitely-thin disc)
and assigned line-of-sight velocities to create a model data cube. This
yields a best-fitting SMBH mass 𝑀BH = 2.94+0.36−0.35 × 10

9 M� and a
best-fitting F160W filter 𝑀/𝐿𝐹160𝑊 = (2.78±0.11) M�/L�,F160W,
representing a 17 per cent decrease of the SMBHmass and a 4 per cent
increase of the 𝑀/𝐿 compared to the exponential disc model with a
constant 𝑀/𝐿.
A potential source of systematic errors arises from the choice

of MGE model. In this paper we use the the MgeFit procedure to
parameterise the stellar light distribution, but this is not the only
method available to us. Davidson et al. (2024) present an alternative
MGE model based on a 2D parametric galaxy fit obtained using
the algorithm GALFIT. In addition to using a different algorithm,
Davidson et al. (2024) utilise a different PSF. These differences can
have a significant impact on the innermost Gaussian of the MGE,
particularly in cuspy galaxies like NGC 4751, which can in turn impact
modelling outcomes. To test these effects, we performed a fit using
the Davidson et al. (2024) MGE (their Table 5; with uniform PA),
yielding a best-fitting SMBH mass 𝑀BH = 2.79+0.59−0.61 × 10

9 M� and
a best-fitting F160W filter 𝑀/𝐿𝐹160𝑊 = 2.42+0.13−0.11 M�/L�,F160W,
representing a 19 per cent decrease of the SMBHmass and a 10 per cent

8 https://github.com/Mark-D-Smith/KinMS-skySampler
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decrease of the 𝑀/𝐿 compared to those of the model with the MGE
components from Table 3.
Another likely major source of systematic errors arises from no-

ticeable dust extinction in the NGC 4751 HST image (Fig. 1). While
care was taken to choose an image in the reddest filter possible (to
minimise dust extinction) and we masked the most obviously dust-
obscured pixels, a more thorough treatment of dust involves creating
a dust-corrected MGE model. We now attempt this below.
We perform the dust correction using a WFC3 F110W filter (𝐽-

band) image in addition to the previously used F160W filter (𝐻-band)
image. We first re-drizzle the F110W filter image to match the pixels
in the F160W filter image. Having converted both images to units of
magnitude in the Vega system, we calculate the observed 𝐽 −𝐻 colour
of every pixel (𝐽 − 𝐻)obs. Given that the inner region of the galaxy is
reddened by the embedded dust disc, we can only confidently estimate
the intrinsic 𝐽−𝐻 colour on the outskirts of the image, beyond the large-
scale dusty circumnuclear disc. We measure (𝐽 − 𝐻)int = 0.8 mag
and assume this number throughout. We then calculate the colour
excess of every pixel 𝐸 (𝐽 − 𝐻) ≡ (𝐽 − 𝐻)obs − (𝐽 − 𝐻)int and create
an extinction map 𝐴𝐻 by dividing the colour excess map by the
ratio of the total extinctions obtained using the standard Galactic
extinction curve with 𝑅𝑉 = 3.1 (Fitzpatrick 1999), where 𝑅𝑉 is the
total-to-selective extinction ratio:

𝐴𝐻 =
𝐸 (𝐽 − 𝐻)(
𝐴𝐽

𝐴𝑉

𝐴𝑉

𝐴𝐻
− 1

) . (3)

We then correct our F160W filter image in the usual manner using this
extinction map. Inspection of this extinction-corrected F160W filter
image shows that whilst the effects of dust have been significantly
alleviated, the most prominent dust lane close to the central region of
the galaxy remains, suggesting that the dust in that region is (close to
being) optically thick. We thus proceed to create two different MGE
models, based on how we choose to treat this remaining dust.
In the first case, we simply use the same hand-drawn mask used in

our original MGE model (see Fig. 4), to exclude the near side of the
dusty disc that most affects the galaxy surface brightness. We then
create a newMGE (using the procedure outlined in Section 4.1), which
we refer to as the "extinction-corrected MGE", whose "deconvolved"
Gaussian components are listed in Table 7. The minor-axis surface
brightness profile of this extinction-corrected MGE is shown in
Fig. 12 alongside that of the original MGE. This demonstrates that
our dust correction strongly enhanced the central regions of the
galaxy, especially the maximum (i.e. central) surface brightness.
This extinction-corrected MGE model leads to a best-fitting SMBH
mass 𝑀BH = 3.21+0.49−0.43 × 10

9 M� and a best-fitting F160W filter
𝑀/𝐿𝐹160𝑊 = (2.42±0.10)M�/L�,F160W, representing a 7 per cent
decrease of the SMBH mass and a 11 per cent decrease of the 𝑀/𝐿
compared to our exponential disc model with a constant 𝑀/𝐿.
In the second case, given that the standard extinction correction is

insufficient to correct the dustiest portions of the image, we perform
an additional correction in the following manner. Firstly, we identify
the dustiest pixels of our original 𝐹160𝑊 filter image by creating a
"dust mask", selecting all pixels with (𝐽 − 𝐻)obs > 0.9 mag. Having
determined the outer position angle and axis ratio of the galaxy, we
calculate the elliptical radius of every pixel in the dust-masked image
to obtain a radial surface brightness profile which we fit with a 1D
Nuker model (Lauer et al. 1995). The Nuker model is a double-power
law with a break radius 𝑟b, that represents the transition between the
inner and outer slopes 𝛾 and 𝛽, a surface brightness at the transition
break radius 𝐼b and a transition sharpness 𝛼. We perform the fit to
the data using the scipy.optimize.curve_fit routine and obtain

Table 7. Parameters of the "deconvolved" best-fitting dust-corrected MGE
components.

Extinction-corrected Nuker-corrected
log 𝐼 ′� log 𝜎′ 𝑞′ log 𝐼 ′� log 𝜎′ 𝑞′

(L�,F160W pc−2) (arcsec) (L�,F160W pc−2) (arcsec)
(1) (2) (3) (1) (2) (3)
5.488 −0.935 0.951 5.577 −0.922 0.990
5.007 −0.590 0.405 5.028 −0.363 0.623
4.771 −0.446 0.790 4.183 −0.140 0.841
4.506 −0.272 0.990 4.518 0.043 0.351
4.033 0.088 0.990 4.212 0.235 0.708
4.255 0.103 0.327 3.991 0.466 0.556
3.928 0.328 0.441 3.631 0.787 0.456
4.017 0.534 0.512 2.702 1.255 0.334
3.526 0.935 0.401 3.029 1.255 0.778
2.923 1.412 0.416 −

Notes. "Deconvolved" MGE Gaussian components. (1) Central surface bright-
ness. (2) Standard deviation. (3) Axial ratio.
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Figure 12. Central surface brightness profiles as a function of elliptical
radius along the far side of the minor axis. Included are the profiles of the
F160W filter image (black crosses), the original MGE (magenta line), the
extinction-corrected MGE (cyan line) and the Nuker-corrected MGE (blue
line).

𝑟b = 0.45 arscec, 𝐼b = 13.3 mag arcsec−2, 𝛼 = 1.48, 𝛽 = 1.60 and
𝛾 = 0.00. We note that this and subsequent fits represent the observed,
and not intrinsic,Nuker parameters.We then repeat these dust-masking
and profile-fitting steps with the extinction-corrected 𝐹160𝑊 filter
image used for the previous fit, whilst keeping the break radius fixed
to 𝑟b = 0.45 arcsec. This yields 𝐼b = 13.2 mag arcsec−2, 𝛼 = 1.26,
𝛽 = 1.67 and 𝛾 = 0.01. Finally, we replace the surface brightnesses
of the dust-masked pixels in the extinction-corrected image with
those predicted by the best-fitting Nuker model, and proceed with a
MGE as before, which we refer to as the "Nuker-corrected MGE",
whose "deconvolved" Gaussian components are listed in Table 7. As
before, the minor-axis surface brightness profile is shown in Fig. 12
alongside the other models. This Nuker-corrected MGE leads to a
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best-fitting SMBHmass𝑀BH = 3.65+0.39−0.37×10
9M� and a best-fitting

F160W filter 𝑀/𝐿𝐹160𝑊 = 1.88+0.08−0.07 M�/L�,F160W, representing
a 6 per cent increase of the SMBH mass and a 30 per cent decrease
of the 𝑀/𝐿 compared to the exponential disc model with a constant
𝑀/𝐿.
It is worth highlighting that there are other, more involved dust-

correction methods that we could implement, such as an embedded
screen dust model. However, following the embedded screen model
of Viaene et al. (2017) and Boizelle et al. (2019) results in less than
10 per cent higher dust correction along the major axis, in large part
due to our use of a near-infrared image. As this does not change the
best-fitting dynamical modelling parameters significantly more than
the spread of the two MGE models above, we do not attempt this
more detailed dust correction here.
For all four alternative models, we also carried out analogous tests

using a radially linearly-varying 𝑀/𝐿. The results of all the tests are
listed in Table 8.
Considering all these tests, it is clear that the systematic variations

of the SMBH mass are similar to the statistical uncertainties reported
in Table 4, with 𝑀BH = 3.43+0.45−0.44 [stat, 3𝜎]

+0.22
−0.64 [sys] × 10

9 M�
for the model with a constant 𝑀/𝐿, where the first uncertainties
are statistical and the second systematic. However, this is less clear
when considering the 𝑀/𝐿. Dust impacts the 𝑀/𝐿 significantly, with
𝑀/𝐿𝐹160𝑊 = 2.68±0.11[stat, 3𝜎]+0.10−0.80 [sys]M�/L�,F160W for the
model with a constant 𝑀/𝐿. For the radially linearly-varying 𝑀/𝐿
case, the variations of the SMBHmass are also similar to the statistical
uncertainties, with 𝑀BH = 2.79+0.75−0.57 [stat, 3𝜎]

+0.75
−0.45 [syst] × 10

9 M� .
And again dust has a significant impact on the 𝑀/𝐿, with
(𝑀/𝐿F160W) /

(
M�/L�,F160W

)
= 3.07+0.27−0.35 [stat, 3𝜎]

+0.08
−1.14 [sys] −

0.09+0.08−0.06 [stat, 3𝜎]
+0.08
−0.01 [sys] (𝑅/arcsec). It is worth noting that the

Nuker-corrected MGE model with a linearly-varying 𝑀/𝐿 yields a
gradient remarkably close to zero, suggesting that much of the 𝑀/𝐿
gradient in previous models is due to the embedded dust disc.
These tests indicate that our method of rescaling the statistical un-

certainties to approximate the systematic uncertainties is appropriate
in certain contexts, but not in others. It is clear that the choice of
MGE model has a significant impact on the inferred 𝑀/𝐿 and that
the dust extinction correction of optical images needs to be more
systematically implemented in the field of molecular gas modelling.
On the other hand, it is also clear that the inferred SMBH masses
from this ALMA Cycle 4 dataset are largely unaffected by the MGE
models and that even the simplest models yield robust SMBH masses.
This is consistent with the general understanding that, as long as the
kinematic tracers remain regular and probe deep within 𝑅SoI, and the
data resolve this 𝑅SoI, the SMBH mass will be less susceptible to
uncertainties in the galaxy’s central stellar light distribution.

6.3 Comparison of stellar kinematic results

Similarly to Section 6.1, we can calculate the SMBH SoI of our stellar
kinematic best fits. The best-fitting mass for the model with JAMcyl
yields 𝑅SoI ≈ 86 pc (≈ 0.66 arcsec), whereas that for the model
with JAMsph yields 𝑅SoI ≈ 110 pc (≈ 0.85 arcsec). As mentioned
in Section 5, the field of view of the data modelled by JAM must be
large enough to break the degeneracy between the SMBH mass and
(𝑀/𝐿)tot, but no more. Given that the SINFONI data probe radii up
to ≈ 1.6 arcsec, they more-than-satisfactorily encompass the 𝑅SoI of
both models, allowing for a break in the degeneracy.
As discussed in Section 2, prior to our JAM models, Rusli et al.

(2013) used the same SINFONI data to infer a SMBH mass of
(1.4 ± 0.1) × 109 M� at 1𝜎 (68 per cent) confidence level, modelled

using three-integral Schwarzschild models and assuming the same
distance as us. Unlike our JAM SMBH masses, the SMBH mass of
Rusli et al. (2013) is not consistent with our molecular gas mass. It is
not consistent with our JAM SMBH masses either.
Part of this disagreementmay stem from a potential underestimation

of uncertainties in the Rusli et al. (2013) determination. Examining
their Fig. 11, it is clear that the Δ𝜒2 line exhibits multiple minima.
The primary minimum corresponds to the formal best-fitting solution,
with a black hole mass of approximately 1.4× 109 M� , as reported in
their paper. However, there is a secondary minimum at 1.8× 109 M� ,
lying outside the formal 3𝜎 confidence interval. This secondary
minimum likely arises from numerical noise, a common feature of
the Schwarzschild (1979) dynamical modelling method. It is also
the reason why the associated Δ𝜒2 are sometimes smoothed before
determining confidence intervals (see e.g. Gebhardt et al. 2003). The
sharp global minimum may also be an artifact of numerical noise.
Arguably, a more realistic uncertainty would encompass the region
where the Δ𝜒2 profile sharply rises. This would correspond to a black
hole mass range of approximately [1.1, 2.0] × 109 M� (3𝜎 limits).
If this were the true confidence interval of the Rusli et al. (2013)
models, it would significantly reduce, although not eliminate, the
tension between their result and ours.
As discussed in Section 2, the 𝑀/𝐿𝑅 derived by Rusli et al. (2013)

is unusually high, with 𝑀/𝐿𝑅 = 12.2+0.6−0.7 M�/ L�,𝑅 (based on a
model with dark matter present) or 𝑀/𝐿𝑅 = 13.1+0.3−0.4 M�/ L�,𝑅
(based on amodel without darkmatter). Such an𝑀/𝐿𝑅 is inconsistent
(approximately twice) that expected from similar targets (Ge et al.
2021). Rusli et al. (2013) do not use an 𝑅-band image directly,
but rather re-scale a F160W filter HST image to a ground based
R-band image, to achieve the desired resolution in the central parts
of the optical image. Neither the re-scaling procedure nor the MGE
parameterisation is described in the paper, rendering us unable to
perform any substantive further analysis of this issue. However, it is
worth nothing that the overly-large 𝑀/𝐿𝑅 may be contributing to the
smaller SMBH mass of Rusli et al. (2013), given the conservation of
(total) dynamical mass during modelling.
The Schwarzschild model of Rusli et al. (2013) is a far more

computationally-expensive and involved method than JAM, so one
would ostensibly expect it to yield more realistic results. In addition,
Rusli et al. (2013) considered models with and without a contribution
from dark matter which, as mentioned in Section 6.2, can be a source
of uncertainty especially affecting the stellar mass component of
models. However, the NGC 4751 SMBH mass and 𝑀/𝐿𝑅 of Rusli
et al. (2013) appear to be almost entirely unaffected by the addition
of dark matter. In fact, the angular resolution of the SINFONI data
(i.e. the FWHM of the PSF) of NGC 4751 is 0.22 arcsec, whereas the
diameter of the SoI (assuming the SMBH mass of Rusli et al. 2013)
is 0.70 arcsec, suggesting that the SINFONI data have an angular
resolution sufficient to resolve the SoI. We would then expect the
SMBHmass to be robust and less susceptible to any bias. If it is indeed
the case that Rusli et al.’s (2013) SMBHmass is incorrect, as our JAM
and molecular gas modelling results seem to suggest, it nevertheless
highlights the aforementioned importance of cross-checks.

6.4 The 𝑀BH – 𝜎e relation: comparison to the literature

As outlined in Section 1, SMBH masses are often considered within
the context of host galaxy – SMBH mass correlations, that aid our
understanding of their (co-)evolution.We thus compare our NGC 4751
SMBHmass measurements to the𝑀BH –𝜎e relation of van den Bosch
(2016). Despite being 2.0 – 2.5 times larger than the mass inferred by
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Table 8. Best-fitting molecular gas model parameters and associated uncertainties, for the models explored in Section 6.2.

Parameter Original model SkySampler Davidson et al. (2024) Extinction-corrected Nuker-corrected
Best fit 3𝜎 Best fit 3𝜎 Best fit 3𝜎 Best fit 3𝜎 Best fit 3𝜎

Models with a constant 𝑀/𝐿
log(𝑀BH/M�) 9.54 −0.06, +0.05 9.47 −0.06, +0.05 9.45 −0.11, +0.08 9.51 ±0.06 9.56 −0.05, +0.04
𝑀/𝐿F160W 2.68 ±0.11 2.78 ±0.11 2.42 −0.11, +0.13 2.42 ±0.10 1.88 −0.07, +0.08

Models with a radially linearly-varying 𝑀/𝐿
log(𝑀BH/M�) 9.45 ±0.10 9.39 −0.09, +0.10 9.37 −0.14, +0.13 9.43 −0.09, +0.08 9.55 −0.08, +0.06
𝑀/𝐿F160W intercept 3.07 −0.35, +0.27 3.15 −0.38, +0.27 2.60 −0.27, +0.21 2.71 −0.22, +0.23 1.93 −0.21, +0.25
𝑀/𝐿F160W gradient −0.09 −0.06, +0.08 −0.10 −0.07, +0.10 −0.04 −0.05, +0.07 −0.07 −0.06, +0.05 −0.01 −0.06, +0.05

Note. The 𝑀/𝐿 and 𝑀/𝐿 intercept are expressed in units M� /L�,F160W and the 𝑀/𝐿 gradient is expressed in units M� /L�,F160W arcsec−1.

Rusli et al. (2013), both of our SMBH mass measurements inferred
using the molecular gas method are still slightly under-massive given
NGC 4751’s stellar velocity dispersion, although both are also well
within the scatter of the relation. Likewise, our stellar kinematic
SMBH masses are still slightly under-massive but within the scatter
of the 𝑀BH – 𝜎e relation.
The discrepancy between our SMBH mass measurements and

those of Rusli et al. (2013) also highlight a long-standing issue in the
study of SMBHs and host galaxy – SMBH mass correlations. There
are differences between SMBH masses determined using different
kinematic tracers, but also, as can be seen in NGC 4751, between
SMBH masses determined using the same tracer but different mod-
elling methods/assumptions. It is commonly stated that ideally all
these methods would be cross-checked against maser measurements,
generally considered the gold standard of SMBH mass determina-
tion, to determine the accuracy and potential biases of the methods.
However this gold standard status is more the exception than the rule
for maser discs. Firstly, the rarity of masers and their strong bias
towards relatively low-mass active galaxies (with correspondingly
light SMBHs) makes the pursuit of such comparisons impossible.
Secondly, maser discs often have a complicated velocity structure,
less extension towards the SMBH, and generally few data points
sampling the rotation curves. In fact, given this and the scarcity of
targets, ALMA CO data measurements are arguably the most promis-
ing candidates for a new gold standard, extending to a broader set of
targets while better sampling the rotation curves within the SMBH
SoI (Zhang et al. 2024).
Aside from the dwarf galaxy NGC 404, that has a SMBH mass

of < 106 M� , there are currently only five galaxies with both a
molecular gas and a stellar kinematic SMBH mass measurement:
NGC 524 (Krajnović et al. 2009; Smith et al. 2019), NGC 1332
(Rusli et al. 2011; Barth et al. 2016), NGC 4697 (Schulze & Gebhardt
2011; Davis et al. 2017a), NGC 6861 (Rusli et al. 2013; Kabasares
et al. 2022) and now NGC 4751 (Rusli et al. 2013 and this paper).
Figure 13 compares the stellar (left panel) and molecular gas (right
panel) kinematic measurements of the SMBH masses of these five
objects. Whilst on average the molecular mass measurements tend
to lie closer to the 𝑀BH – 𝜎e relation, four of the five galaxies have
SMBH masses that are entirely consistent between the two methods
(NGC 524, NGC 4751, NGC 4697 and NGC 6861). In addition, closer
inspection of these results provides context and demands caution
when making such comparisons. Indeed, the masses were determined
using a variety of methods, with a variety of assumptions and a variety
of data quality.
Krajnović et al. (2009) used Schwarzschild modelling with the

assumption of axisymmetry to model NGC 524. The data have a PSF
FWHM of 0.23 arcsec, which is a few times smaller than the SMBH
𝑅SoI of 0.6 arcsec (here and throughout wewill use the SMBHmass of
the respective work when evaluating the SoI). However, as NGC 524
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Figure 13.Best-fitting SMBHmass – stellar velocity dispersion relation (black
line) of van den Bosch (2016), with SMBH masses derived using both stellar
kinematics (left) and molecular gas kinematics (right). Dashed and dotted
grey lines show the 1𝜎 and 3𝜎 scatter of the relation, respectively. Error bars
indicate 3𝜎 confidence level uncertainties for Krajnović et al. (2009) and
Smith et al. (2019), 1𝜎 uncertainties otherwise.

is face-on, it is challenging to estimate its inclination, as that involves
additional assumptions about its intrinsic shape. Nevertheless, the
assumed inclination of 20° is similar to that (𝑖 = 20.◦6) derived by
Smith et al. (2019). Whilst the angular resolution of the Smith et al.
(2019) data (𝑅beam = 0.3 arcsec) is comparable to their estimated SoI
(𝑅SoI = 0.31 arcsec), the molecular gas data of NGC 524 exhibit a
large central hole, determined to have a radius 𝑅hole = 0.52 arcsec
which, coupled with the low inclination angle, is likely responsible
for the unusually large confidence intervals of the reported SMBH
mass. Nevertheless, the SMBHmasses derived using the two methods
are consistent with each other within 3𝜎.
NGC 1332 is one of the galaxies for which multiple results disagree

with each other. This is particularly surprising as Barth et al. (2016)
used the same stellar luminosity profile as Rusli et al. (2011). Rusli
et al. (2011) used Schwarzschild modelling with the assumption of
axisymmetry, but also assumed an inclination 𝑖 = 90°. The PSF
FWHM of the data is 0.14 arcsec whilst 𝑅SoI = 0.38 arcsec, so
that sufficient resolution of the SoI was achieved. The molecular
gas data of Barth et al. (2016) have a geometric mean resolution of
0.044 arcsec, which again more-than-adequately resolves the 𝑅SoI of
0.23 arcsec. The data show that NGC 1332 is almost but not exactly
edge-on, with an inclination 𝑖 = 84.◦1, so that the 𝑖 = 90° assumption
of Rusli et al. (2013) was inappropriate. However, it is unlikely that
such a small change in inclination can lead to a factor of ≈ 2 shift in
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SMBHmass. We therefore conclude that the SMBHmass discrepancy
does not have an easily identifiable dynamical cause.
Schulze & Gebhardt (2011) also modelled NGC 4697 using the

Schwarzschild method, assuming axisymmetry and an inclination
𝑖 = 90°. The 𝑅SoI of 0.45 arcsec is fully resolved by the data, whose
PSF FWHM is 0.08 arcsec. The molecular gas data of Davis et al.
(2017a) have a synthesised beam of 0.53 arcsec, which does not
formally resolve the 𝑅SoI of 0.34 arcsec. The dynamically-determined
inclination of 76.◦1 suggests that Schulze & Gebhardt’s (2011) as-
sumption of 𝑖 = 90° is severely off. Whilst the results are formally in
disagreement with each other, they were also determined assuming
different distances. When the Schulze & Gebhardt (2011) result is
re-scaled to the distance assumed by Davis et al. (2017a), the resultant
SMBH mass is 1.6 × 108 M� , significantly closer to and consistent
with that of Davis et al. (2017a) within 3𝜎 (despite the erroneous
inclination assumption).
Lastly, Rusli et al. (2013) used the Schwarzschild method to model

NGC 6861, also assuming axisymmetry and an inclination 𝑖 = 90°.
The data have a PSF FWHM of 0.38 arcsec, which fully resolves
the 𝑅SoI of 0.38 arcsec. The molecular gas modelling of Kabasares
et al. (2022) yields an inclination 𝑖 = 73°, once again suggesting that
the convenient 𝑖 = 90° assumption in Schwarzschild modelling is
incorrect. Despite this, the SMBH masses derived through the two
methods are entirely consistent with each other.
Despite no clear trend with respect to the𝑀BH –𝜎e relation, Fig. 14

suggests that molecular gas kinematics yields systematically lower
SMBH mass estimates than stellar kinematics. It is hard to establish
whether stellar kinematic modelling overestimates the masses or
molecular gas modelling underestimates the masses, but molecular
gas modelling is generally considered to be a lot simpler. The main
assumption underlying molecular gas modelling is the presence
of circular motions, which can be easily verified from the data
themselves. Subsequently, the modelling is relatively straightforward
and has considerable flexibility for implementing position angle
and/or inclination warps. Both JAM and Schwarzschild modelling
cannot rely on the simple assumption that the tracer population lies
in a simple thin disc and they have to fit for the velocity anisotropy
of the stars. However, the stars, unlike the gas, have the advantage of
being unaffected by non-gravitational forces such as inflows, outflows
and shocks. Both molecular gas and stellar methods can easily model
radial 𝑀/𝐿 gradients. Overall, more cross checks are needed to reach
a conclusion on the reliability and possible biases of different SMBH
mass determination methods.

7 CONCLUSIONS

High angular resolution ALMA observations were obtained and
used to create a 12CO(3–2) data cube of the ETG galaxy NGC 4751.
We presented dynamical models with two different 𝑀/𝐿 radial
profiles: constant and linearly varying. We estimated the stellar
mass distribution using a MGE model of a HST image and each
of the 𝑀/𝐿 profiles, and then forward modelled the molecular gas
distribution and kinematics using KinMS and an MCMC framework.
NGC 4751 has a regularly-rotating molecular gas disc with an inferred
SMBH mass 𝑀BH = 3.43+0.45−0.44 [stat, 3𝜎]

+0.22
−0.64 [sys] × 10

9 M�
and a stellar F160W filter 𝑀/𝐿 𝑀/𝐿𝐹160𝑊 = 2.68 ±
0.11[stat, 3𝜎]+0.10−0.80 [sys] M�/L�,F160W when assuming a constant
𝑀/𝐿, and a SMBH mass 𝑀BH = 2.79+0.75−0.57 [stat, 3𝜎]

+0.75
−0.45 [syst] ×

109 M� and a stellar F160W filter 𝑀/𝐿
(𝑀/𝐿F160W) /

(
M�/L�,F160W

)
= 3.07+0.27−0.35 [stat, 3𝜎]

+0.08
−1.14 [sys] −
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Figure 14.Cross comparison of SMBHmasses derived using stellar kinematics
and molecular gas. For clarity we have only included two data points for
NGC 4751, representing the two extremes. One data point compares the least
massive stellar kinematic mass estimate (Rusli et al. 2013) and our most
massive molecular gas mass estimate (our model with a constant 𝑀/𝐿); the
other compares the most massive stellar kinematic mass estimate (our model
assuming JAMsph) and our least massive molecular gas mass estimate (our
model with a linearly-varying 𝑀/𝐿). All data points comparing any other
two methods would lie between those two. Error bars are as in Fig. 13.

0.09+0.08−0.06 [stat, 3𝜎]
+0.08
−0.01 [sys] (𝑅/arcsec) when assuming a radially

linearly-varying 𝑀/𝐿 (all statistical uncertainties at the 3𝜎
confidence levels).
We additionally presented stellar kinematic SMBH mass estimates

using the JAM method and SINFONI stellar kinematics. Assuming
JAMcyl we obtained 𝑀BH = (2.52±0.36) ×109 M� , while assuming
JAMsph we obtained 𝑀BH = (3.24 ± 0.87) × 109 M� . The SMBH
mass of the molecular gas model with a constant 𝑀/𝐿 is statistically
consistent with that of the model with a linearly-varying 𝑀/𝐿 and
JAMsph, whereas the SMBH mass of the molecular gas model with
a linearly-varying 𝑀/𝐿 is consistent with both JAMcyl and JAMsph.
The SMBH masses of the molecular gas model with a constant
𝑀/𝐿 and JAMcyl are marginally inconsistent with each other. All
our measurements are larger than the previous stellar kinematic
measurements of Rusli et al. (2013), obtained using Schwarzschild’s
(1979) orbit-superposition method. All of our SMBH masses are
consistent with that predicted by the 𝑀BH – 𝜎e relation of van den
Bosch (2016). We conclude that the best-fitting SMBH mass of Rusli
et al. (2013) is strongly excluded by our observations.
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Figure A1. 12CO(3–2) zeroth-moment (integrated-intensity), first-moment (intensity-weighted mean line-of-sight velocity) and second-moment (intensity-weighted
line-of-sight velocity dispersion) maps of NGC 4751. Moments extracted from the observed data cube are in the left panels, whilst those extracted from the
simulated best-fitting data cube are in the right panels. The best-fitting data cube was created using the parameters of the exponential disc model with a constant
𝑀/𝐿.
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