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ABSTRACT

HCN J = 1 -0 emission is commonly used as a dense gas tracer, thought to mainly arise from gas with densities ~10*~103 cm~>.

3

This has made it a popular tracer in star formation studies. However, there is increasing evidence from observational surveys
of ‘resolved’ molecular clouds that HCN can trace more diffuse gas. We investigate the relationship between gas density and
HCN emission through post-processing of high-resolution magnetohydrodynamical simulations of cloud—cloud collisions. We
find that HCN emission traces gas with a mean volumetric density of ~3 x 10° cm™ and a median visual extinction of ~5 mag.
We therefore predict a characteristic density that is an order of magnitude less than the ‘standard’ characteristic density of n
~3 x 10*cm™3. Indeed, we find in some cases that there is clear HCN emission from the cloud even though there is no gas denser
than this standard critical density. We derive independent luminosity-to-mass conversion factors for the amount of gas at Ay >
8 or at densities 7 > 2.85 x 103cm™ or n > 3 x 10*cm™3, finding values of aycn = 6.79, 8.62, and 27.98 M (K km s~! pc?),

respectively.
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1 INTRODUCTION

A central goal of star formation theory is to predict the rate at which
gas in the interstellar medium (ISM) is converted into stars, and
so research into this field has focused on measuring the amount
of gas present to form stars, and connecting that to the amount of
star formation that actually occurs. Perhaps the most widely-studied
relation is that between the surface density of the star formation
rate, and the surface density of gas, known as the Kennicutt—Schmidt
(K-S) relation (Schmidt 1959; Kennicutt 1989),

ESFR X E;s' (1)

Kennicutt (1989) found N to be 1.4 £ 0.15, however there has
been some debate over the value of the index since (Bigiel et al.
2010; Shetty et al. 2014). Simple arguments for the KS relation
have been presented by several authors (Elmegreen 1994; Wong &
Blitz 2002; Krumholz & Tan 2007), revolving around the idea that
a roughly constant fraction of the gas present in molecular clouds
will be converted into stars each free-fall time. With f;z o< o703, we
would expect p o p! and with an assumption that scale heights of
galaxies do not vary significantly, we can come to the conclusion that
ESFR X Eéa‘:

However, the interpretation of the K-S relation is more com-
plicated when we start to consider what ‘gas available for star
formation’ actually means. The early study by Kennicutt (1989) used
CO emission to trace the gas surface density. Later studies (Bigiel
et al. 2010; Shetty et al. 2014) that also focus on CO emission
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suggested lower values of the K-S index, towards N ~ 1 (although
this too is under debate: Kennicutt & Evans 2012).

As one moves to progressively higher density gas tracers, one
would expect the correlation between the mass of the gas present and
star formation rate to become tighter, provided that the star formation
is being measured on time-scales similar to the free-fall time of the
gas tracer (see the work by Kruijssen et al. (2014) for a discussion
of the time-scales). For example, Gao & Solomon (2004a), Gao &
Solomon (2004b) conducted a K-S study using HCN J = 1-0' line
emission, which is assumed to trace higher density gas than CO,
and found that Lpr o Lycn. This implies that Egpr o¢ gy, and
so for HCN emission the K-S index is around 1. Wu et al. (2005)
suggested that the HCN emission from a galaxy simply counts the
number of star-forming clumps present in these galaxies, and so HCN
is primarily tracing the densities at which star formation ‘sets in’.
This has spawned significant interest in HCN as a tracer of ‘dense
gas’ in the ISM, and as a tool for studying the star formation relations
in more detail.

However, exactly what density HCN traces is still very much
unclear. Although the critical density is quite high — n. = 4.7 x
10° cm™* for the multilevel definition of the critical density at 10K
— the line is typically optically thick, which can lower the effective
critical density, as discussed in detail by Shirley (2015). Indeed,
Shirley (2015), using simple one-dimensional radiative transfer,
demonstrates that a 1 Kkms™' line can be produced by densities
as low as 8.4 x 103 cm™3, due to radiative trapping. This is below
the density that HCN was assumed to trace in the studies of

'Note that we will refer to ‘HCN J = 1-0’ simply as ‘HCN’ for the rest of
the paper
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Gao & Solomon (2004a), Gao & Solomon (2004b), where they
calculated that HCN emission was probing a characteristic density
of 3 x 10*cm™3,

Krumholz & Thompson (2007) investigated how the KS law
changes with differing molecular gas tracers, including HCN
(Nguyen et al. 1992; Gao & Solomon 2004a, b; Riechers et al.
2006; Gao et al. 2007). Similar to Gao & Solomon (2004b), their
model uses an LVG calculation but with the inclusion of a lognormal
PDF for the density in the molecular gas in their model. With this
approach they found that HCN emission generally traces dense gas,
Ngense ~ 10° cm™>. Their model showed a strong correlation with
the observed data with a direct proportionality between far infrared
luminosity and HCN luminosity.

More recently, Leroy et al. 2017 have used LVG calculations to
explore the influence of the density PDF on the characteristic density
traced by HCN emission. They found that the characteristic density
is highly sensitive to what one assumes regarding the cloud density
PDF, with values from their models ranging from ~10°cm™ to
more than 10° cm~>. However, one weakness of this and the other
simple models described above is that they incorporate little or
no information on the spatial distribution of the dense gas, which
potentially has a large impact on the relation between HCN optical
depth and gas density. A first attempt to properly account for the
spatial structure of the dense gas was made by Onus, Krumholz &
Federrath 2018, who post-processed a high resolution simulation of
a small portion of a molecular cloud by Federrath 2015. Based on
this calculation, they predicted that HCN emission traces gas with a
luminosity-weighted mean density of 0.8—-1.7 x 10*cm™3.

There is also increasing evidence from observational studies of
giant molecular clouds (GMCs) in the Milky Way that HCN is
probing lower densities than previous assumed. Pety et al. (2017),
Kauffmann et al. (2017), and Barnes et al. (2020) have shown that
HCN also traces diffuse regions of molecular clouds at a density of
~500, ~10%, ~10~3 cm, respectively. Tafalla, Usero & Hacar (2021)
also show that HCN emission can be detected at visual extinctions
(Av) as low as ~1 mag.

In this paper, we will expand upon the work of Onus et al. (2018).
First, rather than simulating a small subregion within a cloud, we will
use simulations of low-density ‘cloud—cloud collisions’, to create
dense molecular regions with self-consistent density and velocity
fields. Second, we will use a detailed model of the heating and cooling
processes that is coupled to a time-dependent chemical network that
follows H, and CO formation and destruction. Although we do not
follow the HCN chemistry self-consistently in our study, we will use
the results from Fuente et al. (2019) to relate the HCN abundance
at each point in the simulation volume to the CO abundance and
the local visual extinction — two properties that are followed self-
consistently in our simulations. We perform radiative transfer (RT)
post-processing on the simulations with the publicly available code
RADMC-3D (Dullemond et al. 2012) to make synthetic observations
of the HCN (1-0) line, and we use these to explore the density regime
traced by HCN emission. Where possible, we have compared to the
recent observational studies.

In Section 2, we describe in detail the magnetohydrodynamical
simulations that form the basis of this study, and the radiative transfer
post-processing that we perform to get the synthetic HCN emission
cubes. We present the basic evolution of the magnetohydrodynamical
simulations in Section 3, and discuss how we decide when in
the cloud evolution we perform the RT. The HCN emission is
presented in Section 4, including the discussion of the density
regime that it probes in our simulations. We relate HCN (1-
0)/CO (1-0) to dense gas in section 5. We discuss some possible
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caveats in our study in Section 6 and present our conclusions in
Section 7.

2 NUMERICAL APPROACH

We investigate two spherical clouds that collide head-on at four
different velocities using a magnetohydrodynamical (MHD) code
that includes a time-dependent chemical network for H, and CO
formation, which runs alongside a detailed treatment of the heating
and cooling in the ISM. We then post-process our simulations using
a synthesized HCN abundance, which is related to the CO abundance
in our models (see Section 2.3 for further details), and a radiative
transfer code to create HCN emission position—position-velocity
(PPV) cubes. These are then analysed to determine the density regime
traced by HCN emission.

2.1 The numerical model

We use a modified version of the publicly available moving-mesh
code, AREPO (Springel 2010; Weinberger, Springel & Pakmor 2020).
The adpative moving mesh in AREPO allows us complete control
over the resolution in our simulations, while at the same time
minimizing advection errors. It is thus ideally suited to this type
of ISM problem. Our modifications to AREPO include: the use of
the radiative heating and cooling and cosmic ray heating treatments
described by Glover & Mac Low (2007), Glover & Clark (2012); the
TREECOL algorithm developed by Clark, Glover & Klessen (2012)
to calculate the attenuation of the interstellar radiation field (ISRF);
time-dependent chemistry that follows H, and CO formation (see
Hunter et al. 2021); a sink particle algorithm (Bate, Bonnell & Price
1995; Federrath et al. 2010) to treat small, gravitationally-collapsing
regions associated with star formation (Tress et al. 2020; Wollenberg
et al. 2020).

2.2 Initial conditions

Our simulations start with two spherical clouds, each with a radius
of 19.04 pc, a number density of 10cm™ (note that we will refer to
‘number density’ simply as ‘density’ for the rest of the paper) and
a mass of 1 x 10* M. Both clouds have an initial temperature of
300 K, consistent with the balance between fine structure cooling and
photoelectric heating at a number density of 10 cm ™. The geometry
of the simulation is such that the cloud centres are placed at a distance
of 57.11 and 114.23 pc, respectively in x, while both centres are
placed at a distance of 85.67 pc in both y and z in a cuboid of size
171.34 pc. The velocity of each cloud is mirrored along x such that
they are sent on a collision course with one another. Four different
velocities are chosen to cover the typical and extremes of the velocity
distribution of the gas flow in spiral arms (Dobbs 2008); 1.875, 3.75,
7.5, 15kms™! (note that these quoted velocities are the velocities of
the individual clouds, i.e. the relative velocity is twice these values).
An initial turbulent velocity field is applied to the clouds, which
follows a P(k) oc k=* scaling law with a natural mix of solenoidal to
compressive modes. The velocity dispersion of the turbulence is set to
1.16 kms~!, which provides virial balance between the (bulk) kinetic
and gravitational energies. By allowing a period of time between the
initial set-up and the cloud collision, the supersonic turbulence (Mach
number of ~2) has the chance to create structure in the clouds before
they encounter the main collisional shock.

Each cloud is initially modelled with 2000000 cells, randomly
generated in a sphere, such that the initial cell mass is 0.005 Mg. A
further 262 144 cells, with mass 0.066 M, are randomly injected into
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the rest of the computational domain to model the background gas,
which is taken to have a density of 0.063cm™3. As the simulation
progresses, the mesh is constantly monitored to maintain a cell
mass of roughly 0.005 Mg. On top of this, we impose three further
resolution criteria. The first criterion is that the Jeans length is
resolved by at least 16 cells to make sure we correctly capture the
fragmentation in the gas. The second criterion is that the volume
of neighbouring cells differs by no more than a factor of 8. Finally,
we set a minimum and maximum cell size of 100au and 12 pc,
respectively.

Due to self-gravity in AREPO, the gas in our simulations has the
ability to form regions of high density that can undergo runaway
gravitational collapse. The final outcome of such a process would
be the formation of a star or small stellar system. We employ sink
particles (Bate et al. 1995) to model these objects, and to follow
both their dynamics and further accretion. In this study, several
conditions must be met for a gas cell to be turned into a sink particle,
which follows the criteria laid out in Federrath et al. (2010). First,
the candidate cell must be above our sink creation density ngn =
108 cm™3, and be a local minimum in the gravitational potential.
Then we require that the gas within the sink accretion radius, 7
— here taken to be 185 au — must be gravitationally bound, and both
moving towards and accelerating towards the candidate’s location —
that is, the mass-weighted V - v and V - a within the sink creation
radius must be negative).

We make use of the magnetohydrodynamical module in AREPO,
as described in Pakmor, Bauer & Springel (2011). This includes
hyperbolic divergence cleaning (Dedner et al. 2002) and the di-
vergence advection terms introduced by Powell et al. (1999). In
our initial set-up, we include a uniform magnetic field of strength
3 uG, directed along x such that the collision is occurring along the
magnetic field lines. This value of 3 puG is consistent with that found
from observations of clouds with number densities similar to those
we study here (Crutcher et al. 2010; Crutcher 2012).

We adopt a composition characteristic of the local ISM for the
metals and dust included in our ISM model (i.e. the heating and
cooling and time-dependent chemistry). The initial abundances of
carbon and oxygen are set to xc = 1.4 x 10~* and xo = 3.2 x 1074,
respectively, as given by Sembach et al. (2000), where x; is the
fractional abundance of the element relative to hydrogen nuclei.
We assume that the carbon starts in the form of C™ due to the
photoionization by the ISRF, and that oxygen starts in the form of
neutral oxygen. We also assume that most of the hydrogen starts
in atomic form, and that a small amount of hydrogen is in H*
form (xg+ ~ 0.01) due to the balance of cosmic ray ionization and
recombination.

For our model of the interstellar radiation field (ISRF), we adopt
the spectral shape described in Mathis, Mezger & Panagia (1983)
at longer wavelengths and Draine (1978) at UV wavelengths. The
strength of the ISRF is Gy = 1.7 in Habing (1968) units (see Draine
2011) and the cosmic ray ionization rate of atomic hydrogen is set to
y=3x10""7s71,

2.3 Radiative transfer post-processing

We use the RADMC-3D radiative transfer (RT) code (Dullemond
et al. 2012) to create post-processed position—position-velocity
(PPV) cubes of HCN emission from our AREPO simulations. We make
use of internal functions in AREPO to create a regular Cartesian grid
of fluid properties that can be converted to a form that is compatible
with the fixed Cartesian grid used by RADMC-3D. This means,
however, that we cannot perform the RT post-processing on the entire

1007

computational domain that is evolved in AREPO. We therefore limit
our RT analysis to a 10 pc cubic region that envelopes the highest
density region in the cloud—cloud collision; AREPO’s voronoi mesh is
interpolated on to a 4503 grid such that we have a spatial resolution
of 0.022 pc in the RT. This is sufficient to capture both the scales of
the molecular cloud and the cores that form within.

Due to the complex nature of nitrogen chemistry, it is currently
computationally intractable to self-consistently compute the time-
dependent abundance of HCN in our AREPO chemical network. We
therefore make use of the observationally-derived xycn/Xco versus
Ayrelation shown in Figure 8 of Fuente et al. (2019). Note that
other interpretations of the data in Fuente et al. (2019) are possible.
For example from their Figure 6, one could infer that xpcn is
proportional to Ay above Ay ~ 10, and flat below this. However
by tying the HCN abundance to the CO abundance, we can capture
(phenomenologically) the effects of the photodestruction of the HCN
by the ISRF, and thus avoid spuriously large HCN abundances at low
densities and Ay .

When using the xycn/xco versus Ay relation in Fuente et al (2019),
our visual extinction is calculated along the same line of sight as the
rays used to solve the RT problem in RADMC-3D, simply by first
getting the column density at each point via,

NLos

Na=> P aL, )

Py 1.4m,

where i denotes each of the Np,s cells along the line of sight with
densities p; and length AL; the term 1.4 m, converts to the number
density of hydrogen nuclei. We then convert this to a visual extinction
via,

Ny
 1.87 x 102 cm=2’

where Ny is the column number density of hydrogen nuclei (Bohlin,
Savage & Drake 1978; Draine & Bertoldi 1996). The column density
thus derived is designed to mimic the observed column density used
in Figure 8 of Fuente et al. (2019). Note that this differs from the
column density as seen by each cell in our simulation, which is
derived via our TREECOL algorithm.

Using this relationship, our computed CO abundances derived
using AREPO can then be used to calculate our HCN abundance with
respect to hydrogen nuclei. We then compute the HCN abundance in
each RADMC-3D grid cell via,

xuen = ®(Avy) - xco, 4)

where ®(Ay) is our conversion factor from CO abundance to HCN
abundance, xpcn is the abundance of HCN relative to hydrogen
nuclei, and xco is the abundance of CO also relative to hydrogen
nuclei. The value of ® (Ay) is obtained from the Fuente et al. (2019)
results, and we present the data used in Fig. 1. Note that the data in
Fuente et al. (2019) covers a limited range in Ay. Rather than make
up a relation outside these limits, we simply hold the conversion
factor constant with increasing/decreasing Ay. While one might
expect this to cause problems at low Ay — potentially boosting the
HCN abundance — in practise this does not happen, as at low Ay
the CO abundance in any case self-consistently falls to zero due to
our treatment of the photodissociation. Note that another caveat in
our model is that the HCN formation time-scale is assumed to be
exactly equivalent to the CO formation time-scale. Although this is
unlikely to be exactly the case, the recent results from Priestley &
Whitworth (2021) — which captured the non-equilibrium chemistry
of a dynamically evolving cloud — demonstrate that both the CO
and HCN formation time-scales are shorter than the dynamical time-

Ay (3)
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= Fuente et al. 2019

10

®(Ay)

10

100 101
Ay [mag]

Figure 1. Our conversion factor from CO abundance to HCN abundance,
® (Ay) (black line), together with the observational measurements of the
HCN to CO ratio presented in Fuente et al. 2019 (blue squares).

scale in scenarios similar to those we study here. Thus our coupling
of the HCN abundance to the CO abundance is unlikely to affect the
results. Priestley & Whitworth (2020) found that a large variation in
the distribution of the HCN abundance in the density space leads to
very little variation in the intensity of HCN.

The level populations of HCN were calculated in RADMC-3D
using the large velocity gradient (LVG) approximation (Sobolev
1957) as implemented by Shetty et al. (2011). We use the collisional
rate data for HCN provided by Leiden Atomic and Molecular
Database (Schoier et al. 2005; Faure et al. 2007; Dumouchel, Faure &
Lique 2010). In this study, we use the version of the HCN line
data without hyperfine structure, and we include excitation from
two collisional partners, H, and electrons. The radiative transfer is
performed along the z-axis of the grid (perpendicular to the axis
of the cloud—cloud collision), such that the rays are directed from
negative to positive z.

3 OVERVIEW OF THE CLOUD-CLOUD
COLLISION SIMULATIONS

We present four cloud—cloud collision simulations, with each inves-
tigating a different collision velocity, as outlined in Section 2.2. In

Fig. 2, we show the evolution of the 3.75 km s~! simulation from its
initial conditions to give the reader a better understanding of how
our clouds evolve. Fig. 2 shows that even though the simulations
begin from unrealistic spheres, the simulations evolve over time
to form dense filamentary structures, consistent with the chaotic
environment familiar from both previous colliding flow models and
from observational studies of molecular clouds. As the clouds meet,
the two supersonic colliding flows cause a shocked layer at the point
of impact creating a layer of dense gas. This process repeats as more
of the inflowing gas from the opposing edges of the clouds fall into
the shocked dense region.

All simulations are evolved to a point ~1-3 Myr after the forma-
tion of the first sink particle, which we will denote as #sr — the time
of ‘star formation’. In each of simulations, fsg occurs at roughly 15,
11,9, and 12 Myr for the 1.875, 3.75, 7.5, and 15 km s~! initial bulk
velocities, respectively.

In Fig. 3, we plot the evolution of the mass above different density
thresholds (ny,) as a function of time. We see that a higher collision
velocity between the two clouds decreases the time taken to form
gas above ng, ~ 10* cm™3. However, this trend does not continue
as we move to higher ny,: the faster flow of 15km s~! has a clear
difficulty in forming gas with density above 10®cm™, and indeed
actively seems to lose gas above ngy, ~ 10* cm™3 at times between
~4-8 Myr. This implies that much of the dense gas that is initially
created in the 15 km s~! simulation is not self-gravitating, and either
re-expands once the confining flow has finished, or is shredded
by further interactions with surrounding flows. Only at late times
(beyond around 8 Myr), once some of the collisional kinetic energy
has been dissipated, there are gravitationally bound regions able to
form providing an increase in the dense gas fractions. The dip and
rise in the nyg,, = 10° cm™ line indicates that this occurs at initially
quite low densities (and thus large scales).

Using Fig. 3, we can see that by the point at which we terminate
the simulation (as presented in the graph’s timeline), somewhere
between 0.5-3.6 per cent of the total cloud mass sits above a density
of 10*cm™ and 0.04-0.2 percent of the total cloud mass above
a density of 10°cm™3. The simulations have therefore evolved far
enough for us to proceed with the analysis of the HCN emission with
RADMC-3D, as they contain gas at densities commonly associated
with prestellar cores, and starting to form sink particles.

Before looking at the HCN emission, we first examine how much
‘dense’ gas is actually present in the simulations. We show in Fig. 4

120 X —Y Plane B B
< 100 F L i
= L
(]
Q
E
< 80 F -
A
60 F 3
3.75 kms ™ 0.1 Myr 3.75 kms ! 5.2 Myr 3.75 kms ! 10.4 Myr
1 1 1 1 1 1 1 1 1 1 1
50 75 100 125
Distance [pc]
. . .
10% 10% 10% 10%

Column Density [cm ™

)

Figure 2. Column density of the 3.75kms ™! simulation at three different times, one at the start of our simulation, and the other two at 5.2 Myr intervals. The
sink particle locations are also included in any image that possess sink particles which are represented as pink points.
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Figure 3. Evolution of mass of the gas within the simulations that lies above a given density threshold, which is labelled on the final plot. Each plot shows the
evolution of mass with different initial velocities. From left to right, we have initial velocities of 1.875 ,3.75, 7.5, 15 km s~!. Note that the grey vertical line
denotes the approximate time at which the edge of both clouds come into contact.
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Figure 4. Comparison of the normalized mass-weighted complementary cumulative distribution function (CCDF) for both density and column density for all
four simulations at the three different output times. Note that we vary our line-styles based on the initial cloud velocities at the start of our simulations, and vary

the colour based on the three different output times.

anormalized mass-weighted complementary cumulative distribution
function (CCDF) for both density and column density for all twelve
simulations. It is clear from Fig. 4 that the amount of high-density gas
is more sensitive to when we look at the simulation than the collision

velocity of the flow. Again, we see the same behaviour as in Fig. 3,
in that the fastest flow actually has (typically) the least amount of
dense gas. With the other flows, the situation is more complicated.
It is also clear that as stated previously, there is only a very small
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Table 1. A brief overview of all twelve cases that were post-processed through RADMC-3D.

1D Initial Time Mass HCN WHEN Fraction of mass above
velocity luminosity 2.85 x 103 cm™3 3 x 10*cm™3
[kms~!] [Myr] [Mo] [Kkms™! pcz] [Kkms™'] [per cent] [per cent]

A 1.875 12.22 2176.49 15.92 0.16 9.37 0.02

B 1.875 13.31 2929.12 34.67 0.35 19.36 1.78

C 1.875 14.51 3590.91 55.43 0.55 27.11 5.69

D 3.75 6.46 2026.82 8.28 0.08 6.65 0.03

E 3.75 8.35 3153.03 42.40 0.42 18.18 1.52

F 3.75 10.69 4129.07 109.79 1.09 35.23 8.69

G 7.5 3.48 1971.21 2.93 0.03 6.61 0.03

H 7.5 547 3414.21 45.39 0.45 13.71 0.69

I 7.5 8.04 4380.66 118.16 1.18 25.28 6.92

J 15 5.07 1817.20 2.14 0.02 0.19 0.00

K 15 8.54 2636.88 15.15 0.15 2.82 0.17

L 15 11.60 2867.27 24.60 0.25 9.35 1.70

percentage of a molecular cloud’s mass that goes into these high
volumetric densities and column densities.

To investigate how the HCN emission varies with time, we perform
a RT analysis at three different times in each simulation. The first
time is taken to be fs, and then we take two further times, roughly
~2 Myr before and after fsg. In total this provides twelve different
RT simulations of the HCN emission arising from a region of gas
10 pc on a side. These regions have fully consistent density, velocity,
and magnetic fields, and have thermodynamics set by our detailed
treatment of the heating and cooling in molecular clouds. The details
of these regions are tabulated in Table 1, and in Fig. 5 we show the
column density maps of each of the twelve cases that are used as the
initial conditions for our post-processing with RADMC-3D.

4 HCN EMISSION FROM OUR CLOUDS

4.1 The density regime probed by HCN emission

To get a better sense of the formation of the HCN in our simulations,
we present a HCN column density in Fig. 6 that is from the resulting
application of equation (4) to our CO data in our simulation to
generate our HCN abundances combined with Fig. 5.

Using the post-processed HCN abundances generated from AREPO,
we create PPV cubes of the HCN (/' = 1 — 0) line emission
using RADMC-3D for all twelve regions (three different times for
each of our four simulations). All RADMC-3D simulations track the
spectrum between —3 to 3kms~! in 0.02 km s~! increments; this is
sufficient to completely cover the range of velocities along the z
direction in each of our 10 pc boxes, while allowing us to model the
thermal line-width with around ten points.

From these PPV cubes, we create velocity-integrated intensity
maps of HCN, which can be seen in Fig. 7. The contribution of
each column density of gas has on the HCN emission can be seen
in Fig. 8, and we see that as the column density increases the
intensity of HCN emission also increases. It appears that HCN is
above the observationally detectable limits of ~0.1 Kkms~! only
above a column density of ~3 x 10* cm~2, which is roughly an
order of magnitude higher than our lower threshold on the CO to
HCN conversion in Fig. 1. A similar behaviour in the HCN emission
is reported by Pety et al. (2017), Kauffmann et al. (2017), and
Barnes et al. (2020) who find ~50 per cent emission stemming from
column densities below 9.7 x 102!, 1.2 x 10?2, and 2.1 x 102 cm2,
respectively.
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The inclusion of sink particles in our figures allows us to clearly
demonstrate that the regions of active star formation are associated
with bright HCN emission. However, upon looking at cases C and F
(see Table 1), we also see sink particles without any HCN emission
demonstrating that star forming clouds can evolve rapidly: stars can
be ejected from their natal environments, and young clusters may
also consume the available gas on the local free-fall time. Note that
there is no feedback from the sink particles in our simulations.

The main goal of this paper is to determine the density regime
probed by HCN. We achieve this by manipulating the HCN abun-
dance that goes into RADMC-3D. By artificially setting the HCN
abundance in cells with a density below a certain threshold density,
Ny, to zero in our RADMC-3D input cubes, and then performing
the RT for the HCN line, we can determine the amount of HCN
emission arising from gas with n > ng,. If we repeat this process,
systemically varying ng, from 10%to 10°cm™, we can work out
the inverse cumulative fraction of HCN emission with density for
each cloud. This analysis is repeated for all twelve of the simulated
regions studied in this paper. However, it is standard to determine
the cumulative fraction of emission i.e. the amount of HCN emission
arising from gas with n < ny,. Therefore to do this, we simply take
one minus our inverse cumulative fraction of HCN.

The results of this process can be seen in Fig. 9, in which the
fraction of emission is given by the ratio of the HCN luminosity
produced by gas below a certain density threshold, ngy,, to that in
the case where no threshold is applied — i.e. the HCN abundance
is unchanged from the value derived from equation (4). In Fig. 9,
we see ~50 per cent of HCN emission emanates from densities
below ~1-7 x 10°cm™3, with the scatter depending on both the
evolutionary stage of the cloud in the simulation, and the collision
velocity (the former proving a slightly larger scatter). This result
goes against many observational results that postulate that most of
the emission stems from densities above 10* cm™ such as Gao &
Solomon (2004a), Krumholz & Tan (2007). However, our result
agrees with the more recent observational studies such as Shirley
(2015), Kauffmann et al. (2017), Pety et al. (2017), Harada et al.
(2019), Tafalla et al. (2021).

We see a trend towards a higher fraction of emission coming from
higher densities as the simulations evolve over time, as they are able
to accumulate a higher fraction of dense gas (as shown in Fig. 3).
Therefore, one could argue that we could reach a point where the
emission from dense gas overwhelmingly dominates. However, we
see both observationally and through simulations that the fraction
of gas above 10* cm™2 is generally small (Kainulainen et al. 2009;
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Figure 5. This grid of column densities shows the state of each simulation at the three points in their evolution where the RT is performed. The sink particle
locations are also included in any image that possess sink particles, which are represented as pink points. Note that the alphabetical letters on each tile corresponds

to the IDs in Table 1.

Lada, Lombardi & Alves 2010), at least outside the galactic centre
(Longmore et al. 2013). It is therefore unclear if an environment
with enough dense gas for the HCN emission to probe densities
above 3 x 10*cm™ is common in galaxies like the Milky Way,
outside ‘extreme’ environments.

The idea that more dense gas equates to a higher threshold density
for HCN emission actually breaks down as soon as we vary our
cloud—cloud collision velocity. We see a trend of decreasing threshold
density as we increase our initial cloud velocity, even though we
generally see an increase in the mass of gas at higher densities as
we increase the collision velocity (Fig. 3). The reason behind this is
simply that the fraction of mass residing at densities above 10* cm =3
decreases as the initial cloud velocity of the simulation increases (see
Table 1). As we will see below, it is around this density that is best
traced by HCN (1-0) emission.

We can compare our results to those of Kauffmann et al. (2017) by
adopting their definition of the ‘characteristic density’, ncpar, Which
is the density below which half of the total integrated intensity

arises, i.e. Waen(n < nr)/ Waen Tota = 50 per cent. From the data
in Fig. 9, we determine that g, is 2.857332 x 10> cm™> for our
suite of simulations (i.e. taking the mean from all our RT modelling).
Our characteristic density lies in between those derived for Orion
A - 08773 x 10°em™ (Kauffmann et al. 2017) — and W49
3.4+ 2.8 x 10°cm™3 (Barnes et al. 2020).

A further comparison between our work and both Kauffmann
et al. (2017) and Barnes et al. (2020) can be made by looking
at the cumulative fraction of emission as a function of Ay. Our
column densities are derived by integrating along the z-direction in
the RADMC-3D density cubes, to ensure that it is consistent with the
3D structure used in the RT (as opposed to deriving it straight from
AREPO’s more detailed Voronoi grid). The resulting column densities
are then converted to Ay using equation (3). The cumulative total
emission as a function of Ay is given in Fig. 10. We find that our
results are closer to those found for Orion A by Kauffmann et al.
(2017) than the results from W49 by Barnes et al. (2020). We discuss
this further in Section 6.
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Figure 6. A grid of column densities of HCN for all simulations presented in the same format as in Fig. 5.

We can perform a similar analysis for the characteristic visual
extinction, and define Ay, char, Where Ay contains half the total in-
tegrated intensity, or Wyen(Av < Av, i)/ Waen, Torr = 50 per cent.
From the data used to compile Fig. 10, we determine Ay, ch,r to be
5.05133 mag.

While our value of Ay, char 1 consistent with that from Orion A,
we can see from Fig. 10 that our simulations are not consistent
with the data from W49. The fact that we see a different relation to
Barnes et al. (2020) is not that surprising. First, their resolution is
much cruder, nearly ~3 pc, yet they report high-gas column densities.
Given the low resolution, their high column density regions are likely
probing much higher densities than in the Orion A observations, to
compensate for the low densities that are likely mixed into emission
within the beam. Second, W49 is a much denser region than those we
study here, and so likely contains more gas at high densities than our
clouds. Another big difference between W49 and the clouds modelled
here is cloud mass. Our total available mass is 2 x 10* Mg, of which
~10-20per cent is in the region we study. On the other hand, the

MNRAS 520, 1005-1021 (2023)

mass of the region Barnes et al. (2020) map in W49 is ~2 x 10° Mg,
and the mass of the entire W49 complex is larger still, ~10® M.

Finally, the observations of W49A focused around the star-forming
region of W49A and not the entire W49 region. As noted by Pety et al.
(2017), HCN is sensitive to far-UV radiation that is produced from
star formation. Our ISRF with Gy = 1.7 is hence not representative of
the radiation field found in the massive star forming region of W49A.
In contrast, we see a good comparison with the data from Kauffmann
et al. (2017), where the spatial resolution is very similar to that in
our study: roughly ~0.02 pc in this work, compared to ~0.05 pc in
the case of the Orion A observations. Along with Kauffmann et al.
(2017) and Barnes et al. (2020), we see that our data is also consistent
to that of Pety et al. (2017).

Finally, we can follow the analysis in Kauffmann et al. (2017)
by examining the emission efficiency ratio, Aincn = When/ Ny, In
Fig. 11, we see the normalized ratio of the integrated intensity to the
column density [or hyen/hpien] as a function of column density. We
see a clear trend with all of our simulations in that they all peak at
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Figure 7. Maps of the velocity-integrated intensity in the / = 1 — 0 line of HCN, Wicn, at the three simulation times and the four initial velocities that were
used in Fig. 5. Note that the alphabetical letters on each tile corresponds to the IDs in Table 1.

around a column density of 10?2 cm™2 which is roughly equivalent
to Ay = 5 mag, which is again comparable to our findings above.

4.2 Using HCN emission to determine the mass of ‘dense’ gas

HCN emission has been used as way of tracing ‘dense’ gas in
molecular clouds, with a conversion factor of the form,

aneN = Myg/Lucn, ©)

where aycy is units of Mg (Kkms~! pc?)~!. The typically adopted
value is agen ~ 10 Mg (Kkms™! pc’)~! (Gao & Solomon 2004b).
As already discussed, there is some uncertainty as to what exactly
‘dense’ means here, with (somewhat confusingly) both definitions
based on volume and column density being used in the literature, as
well as uncertainty over the value of the density being used in each
case. In this section, we explore both the column density (aﬁéN) and
volume density (a%,) versions of this conversion factor.

We start our discussion by looking at the conversion factors based
on column density, or in this case visual extinction, such as explored

by Kauffmann et al. (2017), Evans et al. (2020), Barnes et al. (2020).
For clarity we will define,

A
open = May > 8mag/ Luew, (6)

where M4~ gmag is the mass residing above an Ay > 8 mag, as given
in Evans et al. (2020) and Barnes et al. (2020). This is in keeping with
the result from Lada et al. (2010), Lada et al. (2012), who defined a
‘threshold’ surface density of 8 mag above which the vast majority
of dense cores are found. Note however that Kauffmann et al. (2017)
uses a visual extinction of 7 mag in their analysis.

In Fig. 12, we present the conversion factor, aﬁéN, as derived from
our simulation data, adopting the definition given in equation (6).
To mimic the effects of limited observational sensitivity, we only
consider pixels of integrated emission — and thus the corresponding
pixels in the column density (Ay) maps — that would be detected with
a signal to noise greater than 3 for an assumed uniform noise level
of o = 0.1(Kkms™"). For comparison, we also show the results in
the noise-free case.

MNRAS 520, 1005-1021 (2023)
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Figure 8. Velocity-integrated intensity in the / = 1 — 0 line of HCN, Wycn,
plotted against the column density for all simulations collated into one figure.
We also demonstrate what happens if we degrade the spatial resolution of the
PPV cubes to 0.2, 1, or 10 pc.
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Figure 9. Cumulative fraction of emission of HCN plotted as a function
of density for all four simulations at the three different output times. Note
that we use the same stylistic format as Fig. 4. Also included is the mean
cumulative fraction of emission (densely dash—dotted black line), plotted as
a function of density. The dashed grey line indicates the mean value of the

characteristic density, nchar = 2.9 X 103 em—3.

It is clear from Fig. 12 that there is a broad scatter in the values
of aﬁéN derived from our simulations, and that the values are largely
unaffected by the choice of o. We therefore ignore the effect of o on
our analysis. The mean value of anN from our suite of simulations
is oef_;éN =6.79Mp (Kkms™! pcz)_l. Although this is close to the
value quoted in Gao & Solomon (2004b), the standard deviation
is 3.79 Mg (Kkms™! pc2)_1, which is over half the mean value of
O‘QéN-

We can demonstrate the effect of adopting an incorrect (xgéN
by determining the mass we would expect to get above an Ay of
8 mag using equation (6), and comparing to the actual mass in our
simulations that lies above an Ay of 8 mag. We show the results of
this analysis in Fig. 13. We see that for a low amount of dense gas —
around 10 Mg, such as one might find in a handful of prestellar cores
— the standard ayen relation overestimates the amount of dense gas
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Figure 10. Cumulative emission of HCN plotted as a function of Ay with
the mean, minimum, and maximum cumulative emission from all twelve
simulations. We include the cumulative emission of HCN from Kauffmann
et al. (2017) and Barnes et al. (2020) for comparison.
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Figure 11. A normalized ratio of the integrated intensity to the column
density, hpen/hijeN> Where haen = When/Nh,, as a function of column
density. All of our twelve simulations are grey for clarity. We include

Kauffmann et al. (2017) and Barnes et al. (2020) for comparison.

present by up to an order of magnitude. However, once the clouds
contain M4y ->gmag > 100 Mg, the standard aﬁéN actually predicts
the amount of dense gas very well. This suggests that provided one
is already looking at well-evolved, and active star-forming regions,
the true scatter in anN will not significantly affect the predicted
mass. However, for regions of low star formation (i.e. early in a
cloud’s star-forming evolution), one could significantly overpredict
the amount of dense gas present.

We can also do the same analysis using our value of
Ay, char =5.05mag that we we derived above, instead of Ay of
8mag in equation (6). Here, we get a mean value of a{}éN =
19.46 M, (Kkms™! pcz)_l. We can use this value of aﬁéN to repeat
the analysis we just performed with Ay of 8 mag for our Ay, cpar Of
5.05 mag, which can be seen in Fig. 13. We see that using an Av, char
of 5.05 mag is a much more reliable estimate of mass across all stages
of our suite of simulations.

We can now perform a similar analysis for the conversion factor
between HCN emission and gas above a threshold volume density,
apiry. As described in Gao & Solomon (20044, see also Barnes et al.
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Figure 12. The conversion factor, ag(‘:’N, in each of the twelve cases
considered in this paper. Note that the conversion factors here correspond to
the use of an Ay above 8 mag as seen in equation (6). Here, the ID’s of each
simulation corresponding to Table 1 are given. The orange points show the
values we obtain if we restrict the calculation to pixels, where HCN is detected
with signal to noise > 3 for an assumed noise level ¢ = 0.1(Kkms™'). The
blue points show the result in the ideal noise-free case. We see that in most
cases, the inclusion of a realistic amount of noise makes very little difference
to the derived value of agéN.
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Figure 13. A plot of predicted mass for all simulations using a re-
arranged version of equation (6) where apycn = 6.79 Mg (Kkm g1 pcz)_]
for Ay > 8 mag compared to the actual mass calculated within regions
of Ay > 8mag and apcn = 19.46 M (Kkm s7! pcz)_I for Ay > 5.05 mag
compared to the actual mass calculated within regions of Ay > 5.05 mag. The
dashed line denotes the point at which the predicted mass is equivalent to the
actual mass.

2020), the mass above the threshold density can be given by,

n0s
M, ~ 21 7["13[ Lycn., )

where Ty is the intrinsic HCN line brightness temperatures and
Ny, is our density threshold. The factor of 2.1n%>/Tg can hence
be identified with the volume density based conversion factor, ¢y

The intrinsic brightness temperature for equation (7) would simply
be the peak main beam temperature of the spectra, provided that we
are dealing with extended sources (i.e. the source is filling the beam)
like Barnes et al. 2020. However, if we take our box to be the beam,
we clearly have a case where the source is much smaller than the

telescope beam. Indeed, we see this in Fig. 14 where the main beam
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Figure 14. HCN (1-0) spectra of all simulations. The lines styles and colours
are the same as Fig. 4. We take the mean emission of our entire 10 pc box.
This is repeated for all velocity channels for all simulations to produce the
observed spectra.
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Figure 15. A plot of predicted mass for all simulations using equation (7)
for our density threshold of 2.85 x 10° cm—3 and Gao & Solomon (2004a)
density threshold of 3 x 10* cm™3 compared to the actual mass calculated
above these two density thresholds. The dashed line denotes the point at
which the predicted mass is equivalent to the actual mass.

temperatures are at least an order of magnitude lower than those
seen in Barnes et al. 2020. In this case, we would have to take into
account the solid angle of the source convolved with the diameter
(FWHM) of the telescope Gaussian beam 6yp (see section 4.2 in
Gao & Solomon 2004a). Since all the observational studies have a
different set-up, we instead use our pixel size as the main beam size
and therefore our intrinsic brightness temperature is simply our pixel
brightness temperature.

From our simulations, we find Tp to vary between 6 and 14 K, with
a mean of roughly 13 K. We now consider two values for ng,: first,
we input the density that is most commonly adopted in the literature
(Gao & Solomon 2004a) of 3 x 10*cm™; and second we input
our characteristic density of 2.85 x 103 cm™ that we established
from our simulations in Section 4.1. This yields a conversion factor
of o, = 8.62 Mg (Kkms™! pc?)~! for n > 2.85 x 10° cm ™ and
o, =27.98 Mg (Kkms™' pe?)~! forn > 3 x 10*cm™.

We see from Fig. 15 that our lower calculated density of
2.85 x 10° cm™ is able to reproduce the actual mass far better than
3 x 10* cm™3. In contrast, the standard value of ng, = 3 x 10* cm ™

MNRAS 520, 1005-1021 (2023)
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Table 2. Summary of our findings of both the characteristic density and
characteristic visual extinction traced by HCN emission. For comparison, we
also quote the values from two recent observational studies.

Reference Ay, char Tchar
[mag] [x 10° cm™3]
. +3.36 4.25
Jones et al. [this paper] 5.0575% 2.857312
Kauffmann et al. (2017) 6.13:5 0.87:1):?;‘
Barnes et al. (2020) 119+ 1.1 34428

consistently overpredicts the amount of mass above this density in
our simulations by at least an order of magnitude; in one extreme case
it predicts 59.9 Mg, above 3 x 10* cm™3 even though the simulation
contained no mass above this density.

4.3 The effect of optical depth on the HCN emission

We can take advantage of the fact that RADMC-3D can produce
optical depth maps of our simulations to explore the effect that the
optical depth has on the emission of HCN. Selecting this option
in RADMC-3D generates a PPV cube of optical depths (we will
use Tycn for the remainder of the paper) instead of emission. We
can then use these tycny PPV cubes to find out if the use of ny
> 6 x 10*rcm™ by the likes of Gao & Solomon 2004a and
Krumholz & Tan 2007 is justifiable since we can use our Tycn
to predict an effective density and compare it to our effective density
from Table 2. Note that we restrict our analysis to the fsg + 2 Myr
snapshots as this is where we find the most dense gas (e.g. Fig 4).

We can create maps of the mean optical depth along a line of sight
by defining,

2t xTi
(THeN) = ST

where i denotes the index of the PPV cube along the velocity axis.
The maps of mean optical depth for all four initial velocities are
shown in Fig. 16.

We see from Fig. 16 that (tycn) is high, above 10, towards the
bright regions of HCN emission that we see in Fig. 7, which are
associated with column densities in excess of 10?2 cm~2 (see Fig. 5).
However, (tycn) is substantially lower than this for most of the map.
To get a better idea of the optical depths associated with the bulk of
the emission, we show in Fig. 17 the fraction of emission of HCN
as a function of Tycn. We see that the the peak fraction of emission
occurs at around Tycn = 1 for all four simulations. However, from the
cumulative distributions, we see that only between 33 per cent and
41 per cent of the emission emanates from Tycn > 1, as summarized
in Table 3.

To give some indication of the variations of the optical depth with
velocity (and thus along the line of sight), we also select a small region
of 10 x 10 pixels within these simulations to compare the mean line
spectra to the mean tycy line. These regions are focused on bright
spots in the integrated HCN intensity, and are labelled alphabetically
in Fig. 16. In contrast to the low optical depth seen for the bulk of
the cloud, the majority of the emission in these 10 x 10 pixel regions
stems from tyen > 1; indeed, we find some 83-95 per cent of the
emission is associated with Tyeny > 1.

Our analysis shows that while the effective critical density of the
HCN might be lowered towards bright, dense (and possibly pre-star-
forming) cores, this is not the case for the bulk of the emission in a
molecular cloud such as those we study here. We conclude that the
low effective density for HCN in our study is the result of subthermal

®)
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excitation from a large amount of low-density material, rather than
a lowering of the critical density, such as suggested by Barnes et al.
(2020) and Gao & Solomon (2004a).

5 THE RELATIONSHIP BETWEEN HCN/CO
AND DENSE GAS

As well as using the brightness of the HCN (1-0) line, we can also
use the ratio of the HCN (1-0) and CO (1-0) lines to constrain
the distribution of gas volume densities in molecular clouds (e.g.
Gao & Solomon 2004b, Garcia-Burillo et al. 2012, Leroy et al. 2017,
Gallagher et al. 2018). Because each line traces densities above their
effective densities (for a clear definition of effective densities, see
Shirley 2015), n.s, a change in the ratio of intensities between two
lines with different n.s can gauge changes in the estimated dense
gas mass fraction (see, for example, Krumholz & Thompson 2007
and Leroy et al. 2017). This multiple line method improves the
accuracy with which variations in the sub-beam density distribution
are recovered, and so is well-suited for low resolution studies i.e.
galactic-scale studies, which use high effective critical density lines
that tend not to fill the beam.

Due to the high effective critical density of HCN, galactic-scale
studies have begun using HCN (1-0) to CO (1-0) integrated intensity
ratio to estimate the distribution of gas volume density (e.g. Leroy
etal. 2017, Gallagher et al. 2018, Querejeta et al. 2019). We therefore
investigate how the HCN (1-0)/CO (1-0) integrated intensity ratio
varies as a function of CO (2-1) line emission which is used as
a proxy for surface density. We use the same RT code, RADMC-
3D that we use for our HCN analysis. For both CO (1-0) and (2-1)
lines, we use ortho- and para- H; as collisional partners along with the
collisional rates provided by Leiden Atomic and Molecular Database
(Jankowski & Szalewicz 2005; Schoier et al. 2005; Yang et al. 2010).
When calculating the level populations of the CO, we assume that
the gas has an H, ortho-to-para ratio of 3:1.

For this section, we create twelve PPV cubes for all three lines
(HCN (1-0), CO (1-0), and CO (2-1)) and for all twelve cases
characterized by Table 1. We create three additional resolutions for
our analysis by degrading all twelve PPV cubes to 0.2, 1, and 10 pc,
respectively. The resulting variation in the resolution can be seen
in Fig. 8. A cut-off of 0.001 Kkms~' is placed on the velocity-
integrated intensity of all three lines to limit our analysis to lines of
sight, where the abundances are more certain.

We present our HCN/CO integrated intensity ratio against
Weco@—1) in Fig. 18, which despite the scatter shows a clear
correlation between Wyen/Weo and Weoo—1). We see that the
relation between these observables becomes progressively more
linear as the resolution decreases. To compare with Gallagher et al.
(2018), we present here a the results from a linear regression
fit to the data in Fig. 18, assuming a power-law relationship
between Wyen/Weo and Weo o—1); the gradient of fit for all four
resolutions is given in Table 4. We see that as the resolution
decreases (i.e. the pixel area increases) the gradient of fit also
decreases (see Table 4). Although the trend is consistent with
the Gallagher et al. (2018) study, who find a similar relationship
between these quantities with a gradient of between 0.55 to 0.81
for resolutions in the range 650-2770pc, the fact that the slope
changes so much with resolution for the same underlying data,
implies there is no real physical justification for a linear relationship
between these variables. At very high resolution, that is, when
the beam (each pixel) is fully filled with emission, we find a
much steeper relationship than that seen in the unresolved, galactic-
scale observations. Once again, this suggests that one needs to be
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Figure 16. Emission-weighted integrated optical depth maps of the four initial velocities, all at the later simulation time surrounded by four line spectra and
optical depths of selected regions labelled alphabetically (in red) on the optical depth maps. These regions are chosen with the peak optical depth as the centre
of a square region with a size of 10 pixels, taking the mean emission and the mean optical depth of these square regions, and repeating through each velocity

channel to produce the resulting four line profile plots.

extremely careful when interpreting data of this sort from galactic-
scale surveys.

Our cut-off point of 0.001 Kkms~' in the emission used to
generate Fig. 18 is significantly lower than the ~0.1 Kkm s~! noise
limit of observational surveys. We therefore repeat the analysis above
but with a higher velocity-integrated intensity cut-off of 0.1 Kkms™!

on all three lines. For clarity, we plot the four different resolutions
on four separate plots (see Fig. 19). With the higher cut-off, we lose
the tail at low Wco(o—1) that clearly has a very shallow gradient.
We therefore would reasonably expect a steeper gradient for the
higher cut-off analysis. However, using an ordinary least squares
(OLS) fitting method, we get much shallower gradients than our
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Figure 17. The fraction of HCN emission as function of optical depth (with accompanying cumulative fraction) for the four later stage simulations. The

simulation IDs corresponds to those used in Table 1.

Table 3. A table of the percentage of cumulative fraction of emission
emanating from rycn > 1 from Fig. 17.

D Percentage
[per cent]

C 34.5

F 40.2

I 40.9

L 332

lower cut-off of 0.001 Kkms~! (see Table 5), since it is sensitive
to the outliers from the main trend (the main ridge that you can
see by eye). One could also argue that, observationally, there should
be errors in both variables, and so OLS is not a statistically valid
method for exploring a relation in this data. We therefore compare
the OLS to a total least squares (TLS) fitting method that minimizes
the orthogonal difference of both the dependent and independent
variables to the predicted best-fitting model. Using TLS to fit our
data, we recover a best fit gradient that follows a high-density
ridge in the scatter. We now see much steeper gradients than what
we saw for both OLS fitting of the cut-off of 0.001 Kkms~! and
also 0.1 Kkm s~!. We conclude here that the correlation in HCN/CO
integrated intensity ratio against Wco —1) in previous studies might
be in fact due to the resolution and not necessarily due to a physical
correlation. Indeed, our RT results would suggest that the underlying
correlation between Wycen/Weo and Weo o—1y is significantly more
complex.

MNRAS 520, 1005-1021 (2023)
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Figure 18. A plot of HCN/CO integrated intensity ratio against the velocity-
integrated intensity of CO (2-1) at four different resolutions of 0.022, 0.2,
1, and 10 pc. Note that a cut-off of 0.001 Kkm s~ is placed to simulate an
observational cut-off due to noise.

6 DISCUSSION

Although our work, and those of recent observational and numerical
studies (Kauffmann et al. 2017, Pety et al. 2017, Onus et al. 2018,
Barnes et al. 2020 and Evans et al. 2020), suggests that HCN
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Table 4. Summary of our results of comparison between HCN/CO (1-0)
to Wco (21 for the 0.001 Kkm s~1. Note that these gradients are obtained
through ordinary least squares (OLS) fitting.

Resolution Gradient of fit
[pcl OLS
0.022 1.16
0.2 1.22
1 1.06
10 0.83

primarily traces lower density gas then previously assumed (Gao &
Solomon 2004a; Krumholz & Tan 2007), there is an undeniable
correlation between HCN emission and star formation (Gao &
Solomon 2004a, b). More importantly, the correlation appears to be

0.20
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more linear than that between CO emission and star formation (e.g.
Gao & Solomon 2004b). Hacar, Bosman & van Dishoeck (2020)
has suggested that this correlation between HCN emission and star
formation is due to the temperature dependence of the HCN to HNC
abundance ratio, and that the ratio increases with temperature. In
regions of star formation, where the interstellar radiation field is
higher, we expect the gas to be hotter at the lower densities within
the cloud (e.g. see Clark et al. 2019). The combination of higher
HCN abundance and higher temperature is then proposed to boost
the emission.

Although we do not include an explicitly temperature-dependent
abundance in this paper, we can predict what the qualitative effect on
our results would be. If our clouds were exposed to a higher degree of
ambient star formation, the gas at low densities would be hotter, and

7
%
/'/
100t 7/
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Figure 19. As Fig. 18, but with a higher cut-off of 0.1 Kkms~!. The dot—dashed line denotes the gradient obtained through total least squares fitting and the

solid line denotes the gradient obtained through ordinary least squares fitting.
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the HCN abundance would then be higher than what we currently
adopt in these regions (Hacar et al. 2020). This would boost the
emission from the lower density gas. The effect on our results would
be, if anything, to lower the characteristic density traced by HCN
emission, and thus this does not alter our main conclusion. However,
whether this combination of effects leads to a linear relation between
HCN emission and star formation remains to be tested, and we aim
to revisit it in a future study.

Our use of the Fuente et al. (2019) results to derive our HCN
to CO abundance ratio also differs slightly from those of Tafalla
et al. (2021). Fuente et al. (2019) only observed a particular region
of TMC-1 whilst Tafalla et al. (2021) observed the entire cloud.
However, using Fuente et al. (2019) gives us a very conservative
estimate for the HCN abundance at lower densities (below an Ay
of 20 mag) compared to Tafalla et al. (2021). Once again, we can
predict that using the Tafalla et al. (2021) abundance ration would
almost certainly lower the density threshold (ncha) as the higher
HCN abundances at lower densities/Ay would provide a greater
contribution of HCN emission to our Fig. 9 at lower densities.

The findings in this paper, and those from the observational studies
of Pety et al. (2017), Kauffmann et al. (2017), Barnes et al. (2020),
and Tafalla et al. (2021) have serious implications for the use of
HCN as a tracer of dense gas. This lower density threshold for HCN
emission also has implications for the study of the star formation
efficiency per free-fall time in GMCs. For example, Krumholz &
Tan (2007) argue that star formation in dense gas is ‘slow’, in the
sense that only a small percentage of the gas forms stars every free-
fall time. However, they assume that HCN emission traces gas with
densities ~6 x 10* cm™3, which therefore has a short free-fall time.
If the true value for the density traced by HCN is closer to the value
of ~3 x 103 cm™ that we find; this implies that the actual free-fall
time is a factor of 4-5 longer than the value they derive, with a
corresponding increase in the inferred star formation efficiency per
free-fall time. Further, as we demonstrate at the end of Section 4.2, the
commonly-used methods for converting HCN emission into dense
gas can overpredict the amount of gas residing at densities of np,, and
higher orders of magnitude, especially at early times when there is
little star formation. This would again artificially lower the apparent
star formation rate per free-fall time.

7 CONCLUSIONS

We investigate the relationship between gas density and HCN
emission through post-processing of high-resolution magnetohydro-
dynamical simulations of cloud—cloud collisions using RADMC-3D
and AREPO. We carry out four simulations with increasing cloud
velocities from 1.875 to 15kms™', and study the HCN emission
from the clouds at three different times in each simulation, allowing
us to explore a wide range of potential molecular cloud environments.

In our study, we find that HCN (1-0) emission traces gas
with a characteristic volumetric density of ~3 x 10°cm™, and a
characteristic visual extinction of ~5 mag. Our findings are broadly
consistent with those from recent observational studies Pety et al.
(2017), Kauffmann et al. (2017), and Barnes et al. (2020), and taken
together, implies that HCN emission traces more diffuse gas than
previously thought (e.g. Gao & Solomon 2004a).

We also find a luminosity to mass conversion factor of
ajy = 6.79Mg (Kkms™! pc’)~! for Ay > 8mag and o =
8.62Mg (Kkms™! pcz)_1 for n>2.85 x 10°cm™. When we
adopt the ‘standard’ conversion factor with characteristic density
n>3 x 10*cm™3, we find that the analysis overpredicts the amount

MNRAS 520, 1005-1021 (2023)

Table 5. Summary of our results of comparison between HCN/CO (1-0) to
Wco 2—1) for the 0.1 Kkm s~1. Note that these gradients are obtained through
ordinary least squares (OLS) and total least squares (TLS) fitting.

Resolution Gradient of fit
[pc] OLS TLS
0.022 0.52 5.1
0.2 0.71 3.7
1 0.67 1.83
10 0.21 0.28

of ‘dense’ gas by at least an order of magnitude. Indeed, in some
cases, the conversion factor predicts gas in the the density range
n>3 x 10*cm™ when no gas above that density exists in our
simulations.
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