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1. Introduction

In-context learning (ICL) has significantly enhanced the performance of pre-trained language models (PLMs) on
few-shot tasks [3, 9, 23]. For instance, in cross-lingual learning, high-resource languages (e.g. English) can be explored
to address data-scarce challenges in low-resource languages [17, 34, 31, 44].

Despite the progress made in ICL and its successful applications in cross-lingual scenarios, there is a noticeable
gap in understanding the reliability of ICL methods in such tasks, i.e. how reliable their confidence predictions are.
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Abstract

Recent advancements of in-context learning (ICL) show language models can significantly improve their performance when
demonstrations are provided. However, little attention has been paid to model calibration and prediction confidence of ICL in cross-
lingual scenarios. To bridge this gap, we conduct a thorough analysis of ICL for cross-lingual sentiment classification. Our findings
suggest that ICL performs poorly in cross-lingual scenarios, exhibiting low accuracy and presenting high calibration errors. In
response, we propose a novel approach, N2C2, which employs a k-nearest neighbors augmented classifier for prediction confidence
calibration. N2C2 narrows the prediction gap by leveraging a datastore of cached few-shot instances. Specifically, N2C2 integrates
the predictions from the datastore and incorporates confidence-aware distribution, semantically consistent retrieval representation,
and adaptive neighbor combination modules to effectively utilize the limited number of supporting instances. Evaluation on two
multilingual sentiment classification datasets demonstrates that N2C2 outperforms traditional ICL. It surpasses fine tuning, prompt
tuning and recent state-of-the-art methods in terms of accuracy and calibration errors.
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Test	input	
笔笔记记本本还还是是很很烫烫！！ 15.6寸寸不不好好用用! It	is [𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌].				

Demonstration
𝐂𝐂𝐂𝐂𝐂𝐂 The	zipper	was	broken.	It	is	terrible.	 𝐒𝐒𝐒𝐒𝐒𝐒 ...	Did	not	fit	
window	sill.	It	is	fine.	 𝐒𝐒𝐒𝐒𝐒𝐒 Fun	game	for	the	kids.	It	is	Great.	[𝐂𝐂𝐂𝐂𝐂𝐂]

𝐂𝐂𝐂𝐂𝐂𝐂 Really,	really	thin.	It	is	terrible.	 𝐒𝐒𝐒𝐒𝐒𝐒 ...	Nice	router	no	
issues.		It	is	great.	 𝐒𝐒𝐒𝐒𝐒𝐒 Ran	entirely	too	small.	It	is	 𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌 .	

𝑪𝑪𝑪𝑪𝑪𝑪 Did	not	received	product.	 It	is	Terrible. 𝑺𝑺𝑺𝑺𝑺𝑺 ...	Well	built	for
the	price.		It	is	great. 𝑺𝑺𝑺𝑺𝑺𝑺 Wouldn’t	fit	in	my	iPhone.	It	is	 𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴 .

𝐂𝐂𝐂𝐂𝐂𝐂 Only	worked	for	two	months.	 It	is	terrible. 𝐒𝐒𝐒𝐒𝐒𝐒 ...	Just	what	
I	need.		It	is	great. 𝐒𝐒𝐒𝐒𝐒𝐒 These	loosened	up	quickly.	It	is	 𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌 .
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Fig. 1. Illustration of cross-lingual nearest neighbor inference with k = 3, which makes a prediction from 5 candidate words.

Specifically, there is a gap in assessing the consistency between model confidence and accuracy across different
multilingual models [19, 41, 52]. Previous works in multilingual ICL often construct prompt-contexts using randomly
selected input-label pairs [20, 37, 45]. While some efforts have been made to improve context selection in cross-lingual
ICL [34], the focus has predominantly been on performance enhancement rather than reliability. One exception is the
study conducted by [1], which investigates classical calibration techniques, such as temperature scaling, to mitigate
calibration errors in multilingual classification tasks. However, that work concentrates on the calibration of fine-tuned
multilingual models, yet it does not explore how this impacts the efficacy of cross-lingual ICL.

To bridge this gap, we start by assessing the performance of ICL on the cross-lingual sentiment classification (CLS)
dataset [29]. In this setting, the context is provided in English while accuracy and calibration errors are evaluated on
unseen languages. To measure the calibration error, we leverage the expected calibration error (ECE) [24], which
measures the difference between confidence and accuracy, thus evaluating the model’s reliability in cross-lingual ICL
scenarios. Our study on CLS reveals subpar performance achieved by conventional ICL in both accuracy and calibration
errors.

To tackle this challenge, we propose N2C2, a method that enhances the accuracy of conventional ICL while reducing
the expected calibration error. N2C2 identifies examples in the source language, which support predictions in the
target language (Fig. 1) based on three criteria: (a) accurate retrieval, (b) robustness of retrieved examples with limited
training data, and (c) preference for retrieved examples with higher confidence.

To achieve criterion (a), N2C2 stores masked representations of each example in the source language, which are
then transformed into retrieval-specific representations of lower dimensionality. For criterion (b), we develop a dynamic
weighting mechanism in a trained neural network to adjust the importance of rertrieved examples, rather than relying
on a fixed top-K retrieval approach. To satisfy criterion (c), we integrate confidence into the probabilities derived from
retrieval, rather than solely relying on distances obtained from retrieval. We evaluate N2C2 on the MARC and CLS
datasets, with experimental results showcasing its superiority over existing baselines across various settings.

2. Related Work

Calibration Recent efforts have been made on the calibration of pre-trained language models [10, 6, 15, 9, 29, 2, 4, 46].
Particularly relevant are investigations by [1, 13], which explore the performance of various existing post-training
calibration methods in cross-lingual classification and structure prediction tasks. Additionally, the study on contextual
calibration by [42] calibrates ICL predictions through bias probing and conditional prediction reversal. However, all
these works do not evaluate multilingual models’ calibration under the ICL setting.

Multilingual Prompt Learning Reference [37] demonstrate the multilingual capabilities of language models trained
on English data by using a few English examples as context and evaluating their performance on non-English data.
Recent studies optimize prompts for cross-lingual ICL with multilingual PLMs [12, 41, 26, 34, 47, 51]. However, their
focus is on retrieving useful demonstrations from the source language and concatenate them with target examples to
enhance cross-lingual ICL performance. In contrast, our approach retrieves and utilizes labeled training examples to
aid predictions on target samples.
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Retrieval in In-Context Learning Previous studies show the benefits of selecting demonstration examples closely
resembling the test input, particularly when ample training data is available [7, 21, 22, 48, 50]. Reference [21] retrieve
the nearest training examples to the test input, employing unsupervised and supervised methods. Reference [23] and
[31] use nearest neighbor search to incorporate additional data for zero-shot inference by retrieving sentences closely
related to the test input. Closer to our approach, Reference [27] and [39] enhance monolingual classification using kNN
retrieval, but they do not address calibration in retrieval-augmented multilingual models. In contrast, our proposed
retrieval-augmented approach is specifically designed for cross-lingual in-context learning.

3. Background

Task Formulation Our key interest is cross-lingual ICL. Let s be a source language, we use Xs and Ys to respectively
denote the sets of input examples and their corresponding labels in s. We consider a monolingual labeled dataset
Ds = {(xs

i , y
s
i )}mi=1 with m sampled examples, where xs

i ∈ Xs and ys
i ∈ Ys. Let t be a target language, with Xt as above. We

consider the set of sampled examples Dt = {xt
j}nj=1, with n samples from Xt. For cross-lingual ICL, we randomly choose

1-shot per-class input-label pairs from Ds as a prompt-context Cs: Cs = π(xs
1, y

s
1) , where π is the prompt template. The

cross-lingual context Cs is concatenated with the prompted input to form the input I j for the multilingual PLM:

I j = Cs ⊕ π(xt
j, [MASK]) (1)

π(xt
j, [MASK]) = xt

j. It is [MASK]. (2)

where ⊕ is the concatenation operator. The multilingual PLM is responsible of predicting masked tokens in the input I j

and providing probability estimates p for all possible candidate words. For a candidate label y over the label space Y,
we determine the predicted class ŷ by selecting the verbalizer v(y) with the highest probability.

Ensemble-based Cross-lingual ICL We mainly use the XLM-RoBERTa (XLM-R) model, which is limited by
the input length, so we uniformly apply an ICL ensemble method across different shot settings [13]. This approach
involves partitioning Ds into m > 0 demonstration sets Ds = D1 ∪ D2 ∪ ... ∪ Dm to create different prompt contexts and
combining the predictions from these m prompts. Specifically, for calculating the prediction of the target example xt

j,
we compute 1

m
∑m

i=1 P(y|xs
i , y

s
i , x

t
j).

Calibration for Cross-lingual ICL Calibration refers to the alignment between a model’s assigned probability
(confidence) for a prediction and the true measure of its correctness (accuracy) [25]. In other words, given an input
x, the ground truth y and a prediction ŷ, the perfectly calibrated confidence conf(x, ŷ) will satisfy: ∀p ∈ [0, 1], P(ŷ =
y | conf(x, ŷ) = p) = p. The expected calibration error (ECE) is a widely used metric to asses miscalibration that
quantifies the difference between the expected confidence and accuracy [24].

4. Our Method: N2C2

Overview. Our method consists of four steps, cf. Figure 2. First, the masked representations generated by
multilingual pre-trained language models (MPLMs) are used to represent sentences after passing them through an
MLP layer for semantically consistent retrieval representation (§4.2). Second, we retrieve a training set by finding
the k-nearest examples (§4.1). Third, we assign higher weights to the examples with higher prediction confidence, to
assist in the test input prediction (§4.3). Finally, to enhance the robustness of our method, instead of relying solely
on a fixed number of top-K predictions, we divide K into {K1,K2, ...,Kl} and train a lightweight network to merge the
results from these different Ki (§4.4). For training these lightweight networks, we split the training set into two equal
parts: one for retrieval and another one for updating the modules.

We explain N2C2’s steps through an example, following Fig. 2. Task: Binary sentiment classification, labels 0, 1.
Input: A target language test example xt and source examples xs

i , i ∈ [1, 6] with corresponding labels 0, 1, 1, 0, 1, 0. In
Step (1), the MASK representation of the test example is transformed nonlinearly to obtain the representation h. In Step
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Test input
戴戴上上手手感感很很好好质质地地非非常常细细腻腻有有感感觉觉。。 It is [MASK]. 

Demonstration
[CLS] Only worked for 15 min. It is terrible. [SEP] ... Great
set for the family. It is fine. [SEP] Super cute. Got here fast. 
It is Great. [SEP]

[CLS] Never received the order :(. It is Terrible. [SEP] ... Right size for
my yard. It is great. [SEP] Great quality , works perfect. It is [MASK]. 

[CLS] Ran entirely too small. It is Terrible. [SEP] ... Works perfect on 
plane. It is great. [SEP] Sounds issues with these. It is [MASK]. 

[CLS] I did not receive this item. It is terrible. [SEP] ... Takes awhile but
it works. It is great.[SEP] Got this for my bf, he loved it!. It is [MASK].

���

���

����

.............

M
LP

M
PLM

s

Index Distance Value Count Confidence

0.009 great 1 0.8

0.009 fine 2 0.07

0.010 bad 3 0.03

...

0.014 terrible 5 0.4

0.015 fine 5 0.6

����

���s

���
���

CD

.............

k=0

...

k=4

...

k=16

....

....

DWE

Euclidean
Distance

....

........
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bad
fine
good
great

...
...

Source language training sets

Final Distribution
���

Step1: Semantically Consistent
Retrieval Representation

Step2: Sentence
Retrieval

Step4: Adaptive Combine
Multi-Candidate Retrival Sets

Step3: Confidence-aware
Distribution Construction

� (16) Nearest Neighbors

Fig. 2. Diagram of N2C2 with k = 16. N2C2 first reconstructs h[mask](§4.2) for the test example in the target language, and selects neighbors (§4.1)
for it. It then consider confidence to generate multiple distributions (§4.3). These distributions are summed up together to form the final predicted
distribution (§4.4).

(2), we calculate the similarities si, i ∈ [1, 6] between h and the representations xs
i . We will only use the top 4 retrieved

examples, so we only consider s1, s2, s3, s4 (which are the top 4 examples here) in the next two steps. In Step (3), we
consider the model’s confidence in the predictions for these four retrieved examples together with their distance to
refine the generated retrieval distribution: distri4 = [p0, p1], where distri4 denotes the nearest top 4 retrieved examples
and pi, i ∈ {0, 1}, a probability class. In Step (4), to enhance flexibility and robustness, we consider the top 4 examples
(note that 4 is a hyperparemeter) and additionally the top 2. This yields answer distributions dis2 and dis4, respectively.
We additionally train aweighting module to gauge the importance of different answer distributions. The final predicted
answer distribution is obtained as w1 × distri2 + w2 × distri4.

4.1. Inference with kNN Retrieval

To do inference on a test example xt
j, we use Equation (2) to obtain the vector representation ht

j, corresponding to
its [MASK] position. Subsequently, we derive the kNN-based prediction distribution pkNN over the label space Y by
considering the nearest neighbors:

pkNN(y|xt
j) ∝

∑
(hs

i ,y
s
i )∈Nt

1y=yi exp(
−d(hs

i , h
t
j)

τ
) (3)

where d denotes the Euclidean distance, Nt denotes the set of K nearest neighbors, and τ is a temperature parameter used
to control the sharpness of the softmax function. The final prediction distribution for label y is obtained by interpolating
two distributions, with the interpolation factor λ being tuned within the range of [0, 1]:

p(y|xt
j) = (1 − λ) · pkNN(y|xt

j) + λ · pMPLM

(
y|xt

j

)

Additionally, following the concept of ensemble ICL (§3), we aggregate the outcomes from various demonstrations for
each test instance during the inference stage.
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4.2. Semantically Consistent Retrieval Representation

We esttimate the representation ht
j of example xt

j using Eq. (2). During the inference phase, for a test instance, we
use its representations to retrieve the top K instances from the source training language, along with their corresponding
labels. However, to deal with a situation in which retrieved instances with similar representations have different labels,
we incorporate a straightforward linear layer that helps to distinguish such instance representations by leveraging the
supervision provided by all training instances: ht′

j =WT ht
j + b, where W ∈ RH×Z and b ∈ RZ are trainable parameters,

with Z representing the new dimension of the representation space. The purpose of this linear module is to ensure,
by maximizing the kNN retrieval probability defined in Eq. (3), that representations belonging to the same class are
semantically similar. To achieve this, we optimize the linear layer by minimizing the cross-entropy loss associated with
Eq. (3).

4.3. Confidence-Aware Distribution Construction

After computing the kNN distribution with ht′
j using Eq. (3), we observe that the weights assigned to the retrieved

examples are solely based on their distance to the query. However, this approach is suboptimal as it does not consider
the confidence of the model. To address this, we introduce the confidence-aware distribution (CD) module, which
assesses the importance of each retrieved pair (xs

i , y
s
i ). This assessment is then used to refine the kNN distribution,

ensuring that the probabilities are adjusted accordingly. Specifically, the kNN distribution for example xt
j is constructed

through the following process:

pkNN(y|xt
j) ∝

∑
(hi,yi)∈Nt

1y=yi exp(
−d(hi, ht′

j )

τ × T
+C) (4)

T =W1(tanh(W2[d1, . . . , dM; o1, . . . , oM])) (5)

C =W3(tanh(W4[p(ys
i |xt

j); p(ys
i |xs

i )])) (6)

In the calculation of C we consider two types of information: 1) p(ys
i |xt

j), which denotes the predicted probability of ys
i

by the multilingual PLM, given the mask representation ht
j, and 2) p(ys

i |xs
i ), which denotes the predicted probability of

ys
i for the retrieved sample xs

i . The variable di represents the L2 distance between the query ht
j and the retrieved sample

hs
i , while oi denotes the number of unique values among the top i neighbors. The Ws are the the parameter matrices.

4.4. Adaptively Combining Multi-Candidate Retrieval Sets

Using a fixed value of K in Eq. (3) can be problematic, especially when there are insufficient relevant items in the
training sets. To enhance the robustness of N2C2, we adopt a technique proposed by [43, 49]. This approach involves
considering a range of K values that are smaller than a predefined upper bound, Kmax. Additionally, we introduce a
lightweight network to assess the importance of using different selections, thereby minimizing the inclusion of irrelevant
neighbors. In practice, we simplify the choice of K by opting for multiples of 4 (denoted as Rs), which includes K = 0
(corresponding to solely utilizing multilingual PLMs). The lightweight network evaluates the importance of various
kNN retrieval outcomes by using the retrieved neighbors as inputs.

More specifically, for a given test instance with a demonstration xt
j, we begin by retrieving a maximum of Kmax

neighbors from the source language s. Then, we compute the distances between these neighbors and the current
representation, as well as the count of distinct values in the top i neighbors denoted as oi. The calculated distances
d = (d1, ..., dKmax ) and counts c = (c1, ..., cKmax ) serve as inputs for determining the optimal value of K. The rationale
behind considering the distances of each neighbor lies in the direct evidence they provide for assessing their importance.

Furthermore, we incorporate the label counts oi, following Eq. (5). The distribution weight estimation network,
denoted as DWE(·), comprises two feed-forward layers with a non-linear function in between. Specifically, we set
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the hidden size to 32. The probability of selecting a particular value of K is calculated using the following formula:
p(K|xt

j) = softmax( fDWE([d, c])). Instead of relying solely on the hyperparameter λ as defined in Equation 4.1, we
employ the importance estimation network to combine the outputs of PLMs and various kNN predictions as the final
prediction:

p(y|xt
j) =
∑
M∈Rs

p(M|xt
j) · pkNNM (y|xt

j) (7)

5. Experiments

Datasets We evaluated N2C2 and baselines on two datasets: Multilingual Amazon Reviews Corpus (MARC) [16] and
Cross-language sentiment classification (CLS) [29].

Table 1. Main results for the baselines and our method, reported as Accuracy ↑ (%) / ECE ↓ (%). b is the number of training samples per class (i.e.
b-shot). “Avg.” is the average result for all languages. We report the mean results across 20 runs with random restarts. The subscript represents the
corresponding standard deviation.

b Lang ICL ICL + CC FT PT X-InSTA X-InSTA* N2C2

MARC

2

De 28.06±3.2 / 28.00±8.0 27.84±3.1 / 19.00±5.0 21.28±0.4 / 53.92±18.4 26.53±1.5 / 55.70±2.4 20.36 / 71.65 27.84 / 80.54 29.09±2.0 / 14.97±4.4
En 32.42±4.0 / 23.00±7.0 31.16±3.8 / 22.00±5.0 20.96±0.3 / 55.53±20.9 31.70±1.9 / 56.72±2.0 22.12 / 57.89 43.66 / 69.51 32.56±2.7 / 11.59±3.7
Zh 24.90±2.6 / 32.00±9.0 25.57±2.2 / 22.00±3.0 22.37±1.0 / 54.00±19.9 22.06±0.9 / 59.60±2.7 19.24 / 54.38 36.14 / 39.79 26.79±1.8 / 15.71±5.0
Avg. 27.16±2.7 / 30.00±4.4 27.45±1.8 / 20.50±1.3 21.37±0.7 / 54.57±2.6 26.48±2.8 / 57.03±1.3 20.51 / 60.82 33.90 / 52.25 28.74±1.9 / 15.57±2.7

4

De 26.58±3.3 / 32.00±9.0 28.64±2.5 / 22.00±6.0 27.98±1.9 / 53.03±15.7 26.57±1.5 / 62.82±6.1 19.58 / 73.72 27.12 / 78.07 34.13±3.0 / 7.94±2.8
En 31.58±4.8 / 25.00±8.0 32.04±3.4 / 24.00±6.0 26.15±1.4 / 51.00±23.7 27.80±1.7 / 62.56±6.0 22.24 / 56.39 45.24 / 73.73 36.65±3.4 / 5.73±2.4
Zh 23.33±2.3 / 36.00±10.0 27.97±2.0 / 25.00±6.0 22.45±1.3 / 48.96±24.3 23.67±2.3 / 65.64±7.3 20.48 / 50.64 36.68 / 39.34 32.50±2.9 / 7.80±3.1
Avg. 25.59±3.0 / 33.67±4.5 29.32±1.3 / 22.67±1.6 24.39±2.6 / 53.56±4.4 25.17±1.6 / 64.32±1.2 20.62 / 60.33 34.07 / 52.51 33.31±1.7 / 8.09±1.6

8

De 27.38±4.0 / 29.00±10.0 28.91±2.4 / 23.00±8.0 25.70±0.7 / 53.83±17.2 31.04±1.9 / 62.19±5.5 19.68 / 71.66 26.48 / 76.32 35.08±1.8 / 15.07±3.2
En 32.37±4.4 / 22.00±8.0 32.81±2.8 / 24.00±8.0 30.62±1.2 / 57.99±7.8 33.10±1.1 / 61.34±4.4 22.20 / 57.01 45.14 / 77.55 39.18±1.3 / 9.87±2.2
Zh 23.82±2.8 / 34.00±11.0 27.97±1.2 / 27.00±8.0 26.53±0.8 / 59.77±6.7 28.48±1.4 / 64.80±5.1 22.30 / 52.66 37.10 / 39.07 33.05±1.7 / 13.69±2.6
Avg. 26.20±3.1 / 31.00±4.8 29.61±1.5 / 23.33±2.0 28.59±1.9 / 55.20±3.3 30.18±1.7 / 63.25±1.3 20.91 / 60.33 33.82 / 52.54 34.36±2.4 / 15.09±2.9

16

De 27.36±4.0 / 27.00±10.0 30.61±3.3 / 21.00±7.0 36.92±2.6 / 48.69±17.4 36.46±2.0 / 56.39±4.8 19.68 / 64.07 25.62 / 76.07 37.75±2.3 / 10.94±5.9
En 32.20±4.3 / 21.00±7.0 32.71±2.6 / 17.00±5.0 28.42±1.0 / 50.99±25.4 37.00±1.5 / 56.78±3.9 21.34 / 52.38 44.00 / 76.48 42.85±1.4 / 5.69±2.7
Zh 23.64±2.5 / 31.00±10.0 28.28±1.8 / 25.00±7.0 32.53±1.8 / 57.10±6.5 31.82±2.3 / 59.84±5.7 23.16 / 55.45 36.96 / 38.88 35.10±2.1 / 9.49±4.5
Avg. 26.16±3.1 / 28.67±4.1 30.23±1.4 / 20.17±2.6 31.78±2.7 / 53.05±3.2 33.79±2.2 / 57.94±1.3 20.91 / 58.94 33.05 / 51.66 37.07±3.2 / 10.89±3.5

32

De 27.55±4.0 / 19.00±10.0 22.53±3.2 / 21.00±6.0 38.78±1.5 / 55.72±2.7 39.16±2.4 / 54.94±3.2 19.92 / 60.24 24.54 / 75.80 41.59±1.8 / 4.35±2.2
En 32.15±4.5 / 19.00±8.0 22.57±2.4 / 18.00±4.0 39.31±1.0 / 54.45±4.3 40.51±1.9 / 54.56±2.5 19.92 / 60.24 43.42 / 75.22 44.79±1.2 / 2.72±1.3
Zh 23.81±2.6 / 21.00±9.0 21.31±1.9 / 25.00±7.0 36.99±2.1 / 53.03±6.4 35.59±2.6 / 58.23±3.7 18.32 / 69.26 37.06 / 39.02 39.87±2.1 / 4.12±2.6
Avg. 26.20±3.0 / 19.00±1.5 22.38±0.6 / 20.17±2.4 36.90±1.7 / 54.08±1.8 37.50±1.8 / 55.84±1.3 22.04 / 49.73 32.57 / 51.16 40.72±2.3 / 4.57±1.0

CLS

2
En 29.55±8.2 / 27.00±10.0 30.23±7.4 / 37.00±11.0 25.03±6.6 / 40.57±21.7 33.18±8.2 / 62.13±11.7 15.40 / 49.19 52.15 / 73.01 30.46±5.3 / 18.50±5.9
Fr 18.41±3.6 / 40.00±7.0 22.49±5.2 / 43.00±7.0 27.53±5.2 / 40.99±24.4 31.85±9.2 / 62.41±14.2 34.20 / 50.61 33.10 / 44.36 20.51±3.1 / 29.43±6.2
Avg. 21.72±4.6 / 36.25±6.1 24.20±3.5 / 42.75±3.9 24.85±2.1 / 42.15±1.8 31.83±1.2 / 62.49±1.3 24.72 / 54.64 38.12 / 53.82 22.96±4.3 / 26.66±4.7

4
En 29.60±7.6 / 22.00±9.0 27.10±4.0 / 38.00±13.0 40.85±2.3 / 40.72±12.0 37.59±4.8 / 56.13±6.5 15.25 / 47.5 54.05 / 75.57 35.34±4.2 / 15.88±5.8
Fr 21.78±3.0 / 26.00±6.0 24.02±3.4 / 40.00±13.0 41.18±2.8 / 46.07±7.5 39.44±4.7 / 52.89±6.5 34.90 / 53.75 34.85 / 42.69 27.29±2.0 / 22.55±2.6
Avg. 23.50±3.6 / 24.75±3.0 24.50±1.6 / 40.50±1.8 39.24±1.9 / 44.82±2.5 38.52±1.0 / 53.98±1.3 24.91 / 56.98 39.11 / 53.56 28.68±4.0 / 20.84±3.0

8
En 27.57±7.1 / 17.00±8.0 27.23±5.1 / 39.00±18.0 37.24±2.9 / 38.95±9.5 38.69±2.3 / 48.51±1.4 15.15 / 46.36 52.60 / 76.30 42.85±4.7 / 9.30±4.1
Fr 18.53±3.3 / 26.00±5.0 24.20±6.0 / 44.00±18.0 34.69±2.0 / 44.83±19.4 33.09±2.7 / 49.12±2.5 35.25 / 55.33 35.90 / 42.65 35.58±3.3 / 13.22±4.3
Avg. 21.54±3.7 / 23.00±4.3 25.56±1.1 / 42.00±2.1 31.57±4.6 / 41.94±2.6 33.04±1.6 / 49.76±1.2 24.35 / 57.50 38.75 / 53.02 36.78±3.7 / 12.46±1.9

16
En 27.32±7.2 / 31.00±10.0 25.10±4.3 / 39.00±10.0 42.03±2.0 / 50.20±4.6 44.83±4.7 / 51.44±5.0 15.15 / 46.41 52.55 / 74.96 47.64±2.5 / 6.56±2.6
Fr 18.67±3.2 / 40.00±7.0 21.80±5.0 / 43.00±11.0 39.31±10.1 / 49.11±22.9 38.48±4.4 / 57.19±5.1 35.60 / 55.20 34.90 / 42.62 41.64±5.0 / 8.00±4.6
Avg. 21.37±3.5 / 37.25±4.6 22.65±1.5 / 41.75±1.6 36.00±5.4 / 37.48±17.6 40.85±2.4 / 54.06±2.3 24.92 / 57.52 38.56 / 52.60 43.99±3.0 / 7.61±0.6

32
En 26.69±6.9 / 28.00±9.0 22.53±4.3 / 31.00±6.0 51.27±5.5 / 36.07±11.2 48.98±2.6 / 46.62±3.3 15.15 / 45.12 51.45 / 74.91 55.63±2.0 / 4.50±1.3
Fr 18.67±3.3 / 37.00±7.0 20.24±3.9 / 32.00±7.0 27.04±14.6 / 14.07±2.6 40.54±3.3 / 51.42±4.1 35.65 / 55.61 35.30 / 40.61 43.73±3.7 / 4.83±3.4
Avg. 21.25±3.2 / 34.00±4.3 20.92±1.3 / 31.75±0.8 39.95±8.9 / 35.38±13.1 44.42±3.1 / 49.33±1.8 24.48 / 57.32 38.29 / 51.86 47.27±4.9 / 5.31±0.7

Baselines We compared N2C2 with the following cross-lingual language models: (1) In-Context Learning (ICL)
[3]: this method utilizes b input-label pairs from the training data and employs in-context learning. (2) Contextual
Calibration (ICL+CC) [42]: this approach addresses prediction bias in ICL by introducing a content-free input “N/A”;
(3) Fine Tuning (FT): this method uses a classifier head that takes the [CLS] token as input and fine-tunes over MPLMs
with the classification head; (4) Prompt Tuning (PT) [30]: a prompt-based fine-tuning method that utilizes manual
prompts and fine-tunes over MPLMs. (5) Cross-lingual In-context Source-Target Alignment (X-InSTA) [34]: it
prepends the top-K similar in-context samples which are retrieved from the training samples augmented with task
alignment.
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Table 2. Ablation study results for N2C2. Results are reported as Accuracy ↑ (%) / ECE ↓ (%). The p-value is calculated by two-tailed t-tests.
Language N2C2 (1) W/o CD (2) W/o retrieval representation shaping (3) W/o DWE

MARC

De 37.75±2.3 / 10.94±5.9 37.07±2.4 / 12.35±5.9 36.16±1.2 / 4.82±1.0 37.99±2.5 / 16.18±6.4
En 42.85±1.4 / 5.69±2.7 42.10±1.6 / 6.90±1.8 38.09±1.9 / 4.91±1.2 43.33±1.4 / 11.06±3.6
Es 34.50±2.0 / 12.88±5.4 33.76±1.9 / 14.45±5.0 33.95±1.6 / 4.49±1.6 34.90±2.2 / 17.45±6.1
Fr 33.51±2.0 / 17.01±6.4 32.92±1.7 / 18.50±6.3 33.17±1.9 / 5.72±1.9 34.06±2.0 / 22.30±7.1
Ja 38.72±2.3 / 9.36±4.8 37.98±1.8 / 10.37±3.6 34.85±2.1 / 5.26±2.2 39.37±2.1 / 14.92±6.0
Zh 35.10±2.1 / 9.49±4.5 34.39±1.5 / 10.62±3.5 33.45±1.4 / 4.82±1.4 35.74±2.1 / 14.17±5.3
Avg. 37.07±3.2 / 10.89±3.5 36.37±3.4 / 12.20±4.0 34.94±1.9 / 5.00±0.4 37.56±3.5 / 16.01±3.8
p-value - 8.6e-01 / 1.0e-02 3.4e-02 / 1.1e-02 5.8e-04 / 6.1e-07

CLS

De 46.15±6.9 / 7.84±4.0 45.02±7.2 / 8.40±4.3 44.21±6.6 / 7.19±3.6 45.85±7.0 / 11.79±5.4
En 47.64±2.5 / 6.56±2.6 46.37±2.3 / 7.88±2.6 43.41±4.1 / 5.19±2.5 48.99±2.4 / 11.52±4.5
Fr 41.64±5.0 / 8.00±4.6 40.71±5.4 / 9.09±4.6 41.20±5.2 / 5.88±2.1 41.01±4.8 / 9.79±5.5
Jp 40.52±3.2 / 8.05±2.9 39.66±3.1 / 8.82±2.4 33.65±2.3 / 6.25±2.5 40.87±3.0 / 14.66±4.4
Avg. 43.99±3.0 / 7.61±0.6 42.94±3.3 / 8.55±0.5 40.62±4.8 / 6.13±0.8 44.18±3.0 / 11.94±2.0
p-value - 1.7e-01 / 3.6e-02 9.6e-02 / 1.9e-02 6.9e-01 / 2.3e-02

To ensure fairness, we used XLM-R as the base model, but we also present results for the variant X-InSTA∗, using
XGLM-7.5B [20].

5.1. Main Results

Table 1 offers an overview of the performance of N2C2 alongside the baselines. From Table 1, it is evident that
N2C2 outperforms all baselines in terms of accuracy. N2C2 performs very well across all datasets, achieving an average
4.2%, 3.24% accuracy improvement over the strong baseline (PT) on the MARC and CLS datasets, respectively, with
only 8, 16 and 32 shots. In addition, it is noteworthy that that the effectiveness of the X-InSTA model does not increase
with the number of shots, whereas our method shows a continuous improvement as the number of shots increases, even
surpassing X-InSTA∗ when b = 32.

Particularly remarkable is N2C2’s performance in terms of ECE, with an average decrease of 10.53% and 16.47%
when compared to the strongest baseline on the MARC and CLS datasets, respectively. Another important observation
is that while the baseline methods show varying degrees of improvement in accuracy with the increase of training data,
their ECE does not consistently decrease and in some cases even exhibits a slight increase. In contrast, our proposed
method demonstrates a consistent decrease in ECE.

Only when compared to X-InSTA∗, which is 60 times larger than XLM-RoBERTabase, and when compared to
fine-tuning and prompt-tuning methods with limited data (b = 2 or 4), our method does not perform better. However, it
is important to note that the CLS dataset suffers from class imbalance, where the number of instances belonging to two
classes is approximately half of those in the other two classes.

Overall, N2C2 exhibits superior performance over baselines in both accuracy and ECE across all datasets, demon-
strating consistent improvement with as the training data increases, although facing challenges with class imbalance in
some cases.

5.2. Ablation Study

Table 2 outlines ablation experiments for N2C2 (XLMR-base). In Variant (1), removing the confidence module (4.2)
results in a loss of 0.7% and 1% accuracy on MARC and CLS, respectively, along with an increase of 1.3% and 1.1%
in ECE. Variant (2) involves kNN retrieval in original feature spaces (4.1), leading to a significant 3% accuracy drop for
both datasets, yet lower ECE.In Variant (3), fixing retrieval results to the top 8 examples maintains accuracy but notably
increases ECE by 5% and 4% on MARC and CLS, respectively. Overall, the confidence-aware distribution construction
module can improve accuracy and calibration, while retrieval representation shaping and the weight estimation network
(DWE) can aid calibration.

5.3. Comparisons With Other Calibration Methods

Given the effectiveness of N2C2 in reducing ECE, we are interested in examining the performance of classic
calibration methods for cross-lingual scenarios. Specifically, we consider the temperature scaling (TS) technique [8]
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Table 3. Calibration Errors for XLM-RoBERTabase when using different methods for calibration.
Dataset Methods FT PT N2C2

MARC

Vanilla 53.05±3.2 57.94±1.3

10.89±3.5
LS 45.36±5.01 42.04±0.87
TS 43.87±20.82 57.94±1.41
LS + TS 35.93±18.0 42.04±0.87

CLS

Vanilla 37.48±17.6 54.06±2.3

7.61±0.6
LS 29.91±18.17 40.24±2.36
TS 30.62±6.60 54.06±2.69
LS + TS 27.17±3.17 40.24±2.36

and label smoothing (LS) [33]. As both methods require training, we solely focus on fine tuning and prompt tuning, and
calculate the average results across all languages under 16 shots.

We can observe in Table 3 that both methods significantly reduce the ECE. An exception is the application of
temperature scaling during prompt tuning, where its effectiveness is limited. This occurs probably because in prompt
tuning (before applying softmax) the probabilities of the retrieved labels are extremely small. Despite the effectiveness of
these two classical calibration methods, N2C2 consistently outperforms them by a considerable margin. This indicates
the robustness and superior performance of N2C2 in achieving enhanced calibration compared to other approaches.

6. Conclusion

In our study, we have investigated the performance of multilingual models in cross-lingual ICL scenarios, revealing
a notable deficiency in both performance and calibration. To address this, we propose N2C2, a cross-lingual ICL
technique that leverages examples from the source language. We conduct experiments on two multilingual sentiment
classification datasets, comparing our method with strong baselines and popular calibration methods. The results show
N2C2 significantly improves the performance in terms of accuracy and expected calibration errors. Furthermore, our
ablation studies demonstrate the contributions of each module within our framework, providing deeper insights into
their role and impact. Importantly, our approach exhibits scalability, proving effective even with larger models. Our
proposed method not only provides a substantial improvement in cross-lingual ICL, but also offers insights for future
research in more effective cross-lingual learning strategies.
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