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Decoding brain structure-function
dynamics in health and in psychosis
via an autoencoder
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Understanding the intricate relationship between brain structure and function is a cornerstone
challenge in neuroscience, critical for deciphering the mechanisms that underlie healthy and
pathological brain function. In this work, we present a comprehensive framework for mapping
structural connectivity measured via diffusion-MRI to resting-state functional connectivity measured
via magnetoencephalography, utilizing a deep-learning model based on a Graph Multi-Head Attention
AutoEncoder. We compare the results to those from an analytical model that utilizes shortest-path-
length and search-information communication mechanisms. The deep-learning model outperformed
the analytical model in predicting functional connectivity in healthy participants at the individual

level, achieving mean correlation coefficients higher than 0.8 in the alpha and beta frequency bands, in
comparison to 0.45 for the analytical model. Our results imply that human brain structural connectivity
and electrophysiological functional connectivity are tightly coupled. The two models suggested distinct
structure-function coupling in people with psychosis compared to healthy participants (p < 2 x 104
for the deep-learning model, p < 8 x 1073 in the delta band for the analytical model). Importantly,
the alterations in the structure-function relationship were much more pronounced than any
structure-specific or function-specific alterations observed in the psychosis participants. The findings
demonstrate that analytical algorithms effectively model communication between brain areas in
psychosis patients within the delta and theta bands, whereas more sophisticated models are necessary
to capture the dynamics in the alpha and beta band.

Quantifying the mapping between structural connectivity (SC) and functional connectivity (FC) in the
human brain is a major goal of neuroscience research!. Studying the SC-FC relationship in healthy and patient
populations can reveal the origins and evolution of neurological disorders. It can enhance our understanding
of the structural underpinnings of functional disorders, shedding light on whether such conditions primarily
arise from structural damage or functional impairments. Current neuroimaging techniques, such as magnetic
resonance imaging (MRI), functional MRI (fMRI), electroencephalography (EEG) and magnetoencephalography
(MEG), allow for the non-invasive measurement of SC and FC.

Various methodologies have been used to relate SC to fMRI-measured FC2-5, including forward-generating
models that link the brain’s structure to FC®®, and analytical models that assume specific communication
mechanisms between brain areas (such as shortest path, search information, navigation, etc.)!?. These studies
confirm that interactions among brain areas are influenced by the broad network of white matter connections
in addition to shortest paths. SC has also been linked to electrophysiologically-measured FC''-16, including
via the use of analytical models'”. This is of particular interest, given that electrophysiological FC reflects brain
connectivity at the milli-second time scale, i.e., the actual time scale of functional interactions in the human
brain.

Even though analytical models capture a significant fraction of the SC-FC relationship and elucidate the
mechanisms via which communication happens between brain areas, they cannot be guaranteed to capture
all aspects of their complex association. Machine-learning approaches, on the other hand, are well-suited to
this kind of complexity, as recently shown for fMRI-measured FC!®. To effectively link the complex nature
of SC and FC patterns, we require a model that can naturally express these connectivity relationships. Graph
Neural Networks (GNNs) are specifically designed for this purpose. GNNs are neural networks tailored for
graph-structured data, where nodes represent entities and connections (edges) denote the relationships between
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them!®. GNNG excel at handling these graph structures by iteratively aggregating information from neighboring
nodes, thereby creating enriched representations of each node. This process captures the complex interactions
within the graph and enhances the model’s understanding of the underlying relationships.

In this work, we investigate for the first time how well a GNN model can predict electrophysiological resting-
state FC from SC. We leverage node attributes and local topological information derived from SC matrices to
generate high-dimensional representations that capture the properties of the underlying connectome. To achieve
this, we employ a Graph Multi-Head Attention Autoencoder (GMHA-AE) based on multi-head attention
mechanisms. Autoencoders, first introduced in 19862, are neural networks that consist of an encoder and a
decoder. The encoder compresses the input data into a latent representation, while the decoder reconstructs the
original data from this representation. Attention mechanisms allow the model to selectively focus on the most
relevant parts of the input data during predictions, much like humans concentrate on the most relevant details
when processing complex information. Multi-head attention extends this concept by enabling the network to
focus on multiple parts of the input simultaneously, capturing diverse patterns in the data. We also compare
the results derived via the GMHA-AE to those derived via an analytical model that combines the shortest-
path-length and search-information algorithms!®2!, incorporating communication via both direct and indirect
structural connections.

Electrophysiological FC contains rich information about the frequency characteristics of the signals in the
brain, and reflects connectivity at the milli-second time scale, i.e., the actual time scale of functional interactions
in the human brain. Recent work showed that the ability to predict MEG-measured FC via analytical models
depends on both the frequency band of the FC and the structural measure used to assign strength to the
connections of the SC matrices'”. In this work, we test whether that is also the case when a GMHA-AE model is
used to relate FC to SC.

Due to the similarities of connectivity patterns in healthy brains, several studies have used group-averaged
structural and functional connectomes when calculating the SC-FC relationship. Although undoubtedly
informative, those analyses cannot capture individualized aspects of the SC-FC relationship such as age
dependence. A question that naturally arises is how specific to a given participant the group-derived relationship
is. This is also of interest when considering populations that span a wide age range (because the SC-FC relation
changes across the lifespan?2?3) or when studying patient populations?*.

With the above-mentioned considerations in mind, here we answer the following questions:

Is the GMHA-AE or the analytical model better at predicting electrophysiological resting-state FC from SC?
. Does the predictive ability of each model depend on the MEG frequency band for which the resting-state FC
is calculated?
3. Does the predictive ability of each model depend on the structural measure that is used to quantify connec-
tion strength in the SC matrices?
4. Is there an effect of participant age in the predictive ability of each model?
5. Is there an effect of disease in the predictive ability of each model?

N —

Specifically for the last question, our expectation is that a given model’s performance in elucidating the human
brain’s SC-FC relationship will be different when that is applied to healthy participants compared to when that is
applied to patients, as has been demonstrated in studies employing fMRI-measured FC?.

Methods
The study was approved by the Cardiff University School of Psychology Ethics Committee (EC.18.08.14.5332RA3).
All participants gave written informed consent. All methods were performed in accordance with the relevant
guidelines and regulations.

A schematic of the analysis pipeline is shown in Fig. 1.

Data acquisition and processing

Sample

MRI and MEG data were collected from 126 healthy participants between the ages of 18 and 50 (73 female),
101 of whom were between the ages of 18 and 35 (55 female) via the Welsh Advanced Neuroimaging Database
(WAND) study?>2%. The age distribution of the healthy participants is given in Figure S1 of the Supplementary
Material.

Data were also collected from 5 participants with psychosis, between the ages of 18 and 35 (3 female). Four
of the psychosis participants had been diagnosed between 9 and 12 months before taking part in the study,
while one was diagnosed 6 years before taking part. Importantly for the purposes of this study, the psychosis
participants underwent the Positive and Negative Syndrome Scale (PANSS) test?” to assess symptom severity,
and were on anti-psychotic medication. Table 1 shows the PANSS scores?, as a total score and individually for
each category, reflecting positive, negative, and general psychopathology.

The details of the acquisition?® and pre-processing are described in the Supplementary material. The pre-
processing was performed using FreeSurfer?-*!, FSL*-** and MRtrix****>45-58 for the MRI data, and Fieldtrip>
and in-house pipelines as previously described® for the MEG data.

Connectivity matrices
The result of this part of the analysis are connectivity matrices for each participant. The matrices are derived with
the nodes being the cortical and subcortical brain areas defined via the Desikan-Killiany atlas®!.

There are 5 SC matrices; in each the edges are weighted with a different structural measure: number of
reconstructed streamlines (NS), volume-normalized NS (NS/v), fractional anisotropy (FA), inverse radial
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Fig. 1. Analysis pipeline. From left to right: Data collection comprises MRI data collected on a 3T Connectom
scanner and MEG data collected on a 275-channel gradiometer. Processing includes cleaning of the data,
tractography, cortical parcellation, MEG source localization, and results in tractograms, cortical parcellations
and activation time series for each participant. SC matrices are generated from the tractograms by mapping
them onto the cortical parcellations. FC matrices are generated from the MEG time series via amplitude-
amplitude correlations. The matrices are then fed into two distinct algorithms for FC prediction: the Graph-
Attention Mechanism Autoencoder and the Analytical Algorithm. The fainter arrows linking oFC to the
algorithms indicate that the oFC is needed for model assessment.

Psychosis | Total | Positive | Negative | General
1 37 9 8 20
2 59 11 18 30
3 49 14 13 22
4 41 9 9 23
5 56 16 11 29

Table 1. PANSS scores of the psychosis participants.

diffusivity (iRD), and total restricted signal fraction (FRt). Our choice of edge weights is motivated by the fact
that SC matrices weighted with those are good at predicting FC from both fMRI>!° and MEG'’, and provide
good reproducibility for the SC matrices and their graph theoretical properties when used as edge weights®253.
Additionally, the FA is related to the myelination and axonal characteristics of white matter tracts and therefore
is a good proxy for SC!*1764-66_the iRD is related to the myelination of the white matter tracts®’-% and has been
used in studies in health and disease!””?, and the FRt! is attributed to water within the intra-axonal space and
therefore related to axonal characteristics of the white matter tracts.

There are 4 resting-state FC matrices, one for each of the 4 MEG frequency bands: delta (1-4 Hz), theta (4-8
Hz), alpha (8-13 Hz) and beta (13-30 Hz). These 4 matrices reflect the observed FC (oFC).

Finally, there is the Euclidean distance (ED) matrix of each participant, in which each edge is the distance
between the centers of the Desikan-Killiany brain areas®..

Prediction of FC

Our aim was to achieve a mapping from a participant’s SC to that participant’s FC. The resting-state FC from
each frequency band was predicted for each participant individually via each of the two models (GMHA-AE and
analytical), using that participant’s structural connectome, separately for each of the 5 edge weightings. Goni et
al'® showed that, when an analytical model is used, the prediction of FC from SC is improved by including the
ED matrix as a predictor. For that reason, we include the ED matrices in the analytical model. In order to keep
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the GMHA-AE model comparable to the analytical one, we included the ED matrices alongside the SC matrices
when predicting the FC via the GMHA-AE model, thus incorporating both connection strength (via the SC
matrices) and anatomical proximity (via the ED matrices) in our models. Each of the two models resulted in
20 predicted FC (pFC) matrices for each participant, one for each frequency-band/edge-weight combination.

GMHA-AE model

We constructed a model based on a GMHA-AE, the structure of which is depicted in Fig. 1. The encoder,
equipped with multi-head attention, processes the input data SC (which include the ED matrices) to generate
a latent representation that captures both direct and indirect connections within the brain. Specifically, the SC
matrix serves as the weighted adjacency matrix, defining the graph’s topology and the strength of connections
between the brain regions (nodes). The ED matrix, on the other hand, is used to construct the initial node
feature matrix. The features include statistics such as the mean distance from that node to all other nodes, the
standard deviation of its distances, and the distance to its nearest anatomical neighbour. These features are
then concatenated with node attributes to form a feature vector for each node which encodes both anatomical
proximity and connectivity properties, and is used as the initial input to the first layer of the GMHA-AE,
alongside the SC adjacency matrix. This approach allows the model to leverage both white-matter pathways
(from SC) and the physical layout of the brain (from ED) from the very first layer of processing.

The latent representation is then used by the decoder to reconstruct the FC matrix. By reconstructing the
FC matrix, the decoder implicitly models the mapping from SC to FC, completing the autoencoder’s function.
Throughout this process, the multi-head attention mechanism provides a flexible approach that captures the
complex relationships inherent in brain connectivity data. More details on the autoencoder are provided in
the Supplementary material, including detailed descriptions of the handling of the data in the encoder and the
decoder.

We employed a rigorous five-fold cross-validation protocol to evaluate the model’s generalization performance
on the healthy participant dataset. To ensure a complete separation between training and evaluation data and
prevent any form of data leakage, the dataset was split at the participant level. In each of the five iterations,
one fold (approximately 20% of participants) was designated as the held-out test set. The remaining four folds
(approximately 80% of participants) were used for model development, which included splitting them further
into training and validation sets for parameter training and hyperparameter tuning. This protocol guarantees
that the data used to report the model’s performance was never seen by the model during any stage of its training
or selection process, providing an unbiased estimate of its performance on unseen data. The final performance
metrics reported in our results are aggregated from the predictions across all five test folds.

Parameters were optimized and selected using grid search based solely on the training data. The total number
of training epochs was set to 200, with a batch size of 32, a learning rate of 1 x 1073, and  in the objective
function set to 0.01.

The GMHA-AE model was first trained on the 126 healthy participants and used to predict their FC. For
the analysis that pertains to the participants with psychosis, it was first trained on the 101 healthy participants
that were 18 - 35 years old (for a detailed explanation of this choice, please see Section "Psychosis” below). Once
trained and validated, the data of the psychosis participants were passed through it, and their FC was predicted.

Analytical model

A number of algorithms that model communication between brain areas were described in an earlier publication?
and implemented in the Brain Connectivity Toolbox’2. These algorithms calculate the potential predictors of FC
based on a SC matrix, employing different methods to identify the optimal structural links between brain areas,
and then use regression to generate a pFC that best matches the oFC. Many algorithms assume that stronger
structural connections are more likely to be utilized, and several of them take into account both direct and
indirect structural connections between brain areas.

In this work, we used the shortest-path-length (SPL) and search-information (SI) algorithms!? to derive
two predictors for the analytical model. This was used for the healthy participants and the participants with
psychosis. The ED matrices of the participants were used in the analytical model as an additional predictor
because, as mentioned earlier, they can increase the model’s predictive abilitylo’”.

Statistical analysis

Characteristics of the connectivity matrices

The 5 SC matrices derived for each participant, each weighted with a different structural measure, are intended
to represent the structural connectome of that participant. To quantify how different these matrices are and
evaluate whether they would result in differences when predicting FC from SC, we histogramed the connection
strengths of the SC for each metric across the 126 healthy participants.

Prediction accuracy

To evaluate the accuracy of the predictions, we calculated the correlation coefficients between the oFC for each
frequency band and the pFC generated for that frequency band with each of the 5 SC matrices, for the two
models. To quantify how the choice of edge weight impacted the ability of the structural connectome to predict
FC we used a paired t-test to compare the distributions of the oFC-pFC correlations for the 5 SC edge weights,
for each frequency band, for each of the two models.

Individuality of the SC-FC relationship
To test how individual (i.e., specific to each participant) the relationship between FC and SC is, we shuffled the
order of the SC matrices of the 126 healthy participants while keeping the order of the FC matrices the same, and
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repeated the FC prediction with the two models. Thus, the FC of each healthy participant was predicted using
the SC of another healthy participant. We then calculated the correlation coefficient between pFC and oFC. We
repeated this process 500 times for each of the two models, and derived the mean of the correlation coefficients
for each healthy participant.

Age dependence

To evaluate the impact of participant age on the relationship between SC and FC, we calculated the correlation
coeflicients between the participant age and the oFC-pFC correlation coefficients, for both the GMHA-AE and
the analytical model, for the 126 healthy participants.

Psychosis

We tested the hypothesis that the SC-FC relationship is altered as a result of psychosis in comparison to healthy
participants. People with psychosis exhibit brain alterations that mimic aging, such as cognitive dysfunction’,
dendritic spine loss””> and cortical atrophy’®. To prevent the results of our comparison being diluted by those
aging-like effects, we compared the participants with psychosis to the healthy participants that matched the ages
of the people with psychosis, i.e., in the age range of 18 to 35 years. This left 101 healthy participants to perform
the comparison on.

We performed a sensitivity analysis to evaluate the effect size that we can detect with our sample of 101
healthy participants and 5 psychosis participants’”’8. The analysis showed that with those samples, we have
power 0.8 to detect an effect with d=1.61.

To compare the connectomes of participants with psychosis to those of the healthy participants we calculated
correlations between the respective connectivity matrices, for each frequency band for the FC matrices and each
edge weight for the SC matrices. These correlations were then compared with the correlations of the SC matrices
and the FC matrices for the healthy participants.

We used a Mann-Whitney U test to compare the distributions of the total connection strength (sum of all
connections) of the healthy participants to those of the participants with psychosis, for the 5 edge weights for the
SC matrices and the 4 frequency bands for the FC matrices.

To quantify any differences in the SC-FC relationship between healthy participants and participants with
psychosis, we used a Mann-Whitney U test to compare the distributions of the oFC-pFC correlation coefficients
between participants with psychosis and healthy participants, for each of the FC-frequency-band/SC-edge-
weight combinations.

In order to assess whether the accuracy of prediction of each model was related to the symptom severity of
the participants with psychosis, we calculated the Spearman correlations between the SC-FC prediction error
(i.e., 1 - (oFC-pEC correlation)) and the PANSS scores.

To compare the performance of the two models in predicting FC for the participants with psychosis, we
performed permutation testing.

In our analyses, all p-values were corrected for multiple comparisons using the false-discovery-rate (FDR)
algorithm”*%.

Results

Characteristics of the connectivity matrices

The distributions of edge weights for the SC matrices weighted with different structural metrics (Fig. 2) indicate
the distinct nature of the SC networks they represent. The distributions of edge weights for the FC matrices in
the 4 frequency bands are shown in (Fig. 3).

Comparison of connectivity matrices of healthy participants to psychosis participants
The SC and FC matrices of the participants with psychosis were compared to the matrices of the 101 healthy
participants who were between the ages of 18 and 35 years.

The NS-weighted and NS/v-weighted SC matrices of the psychosis participants exhibited high correlations
with those of the healthy participants, while the ones for the other edge weights did not (left panel of Fig. 4).
However, all those correlations were comparable to the correlations between SC matrices of the healthy
participants (the means of the correlations for healthy participants are shown in the same figure as dashed lines
for comparison).

The FC matrices of the people with psychosis exhibited moderate correlations with the FC matrices of the 101
healthy participants aged 18 - 35 years (right panel of Fig. 4) but those correlations were also comparable with
those between FC matrices of healthy participants.

We compared the total connectivity strength of the SC and FC matrices of the participants with psychosis to
those of the healthy participants (Fig. 5). The p-values resulting from the Mann-Whitney U tests between the
distributions of the connectivity strength for the healthy participants and those with psychosis are given in that
figure. The only p-value that was under 0.05 is the one for the beta band FC, but it did not survive FDR multiple-
comparison correction.

Our results for the SC matrices are in agreement with those of earlier work®!, which demonstrated no
differences in the NS-based total SC strength and a small reduction in the FA-based total SC strength (in our
cohort, the latter showing a trend towards smaller values for the psychosis participants in comparison to the
healthy participants; respective means: 2300 and 2370). They are also in agreement with the results reported
in a different study®?, considering the fact that most of our psychosis participants had been recently diagnosed.

Our results for the FC matrices are in agreement with the results presented previously®®, where no statistically
significant differences were found between the EEG amplitude-amplitude connectivity of schizophrenia patients
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Fig. 2. Histograms of the fraction of edge weights of the normalized SC matrices for the 5 choices of edge
weight. The histograms are over all connections and all healthy participants.

and healthy participants. As pointed out in the review article®, there is heterogeneity in the results coming from
MEG- and EEG-based connectivity studies of psychosis.

To conclude, in agreement with the results of existing literature, the SC and FC matrices of the psychosis
participants exhibit some small differences to those of the healthy participants, when the summary statistics
shown in Figs. 4 and 5 are taken into consideration.

Prediction of FC with the GMHA-AE model

Maintaining the participant link between SC and FC

The GMHA-AE model was good at predicting the oFC (left panel of Fig. 6) with the mean of the correlations
being above 0.8 for the alpha and beta frequency bands and above 0.4 for the delta and theta bands. The only
exception was the prediction of the oFC with the NS-based SC matrices for the delta band, for which the
correlation coefficients between oFC and pFC were low.

Breaking the participant link between SC and FC

The pFC calculated via the GMHA-AE model after shuffling the SC matrices of the healthy participants exhibited
a level of correlation with the oFC similar to that when the SC matrices of the participants had not been shuffled
(right panel of Fig. 6). We note that the figures on the two panels of Fig. 6 are not directly comparable, because
the left panel shows the distribution of correlations over the 126 participants when the SC matrices have not
been shuffled, while the right panel shows the distribution over the 126 participants of the mean over the 500
shufflings of the oFC-pFC correlations.

Age dependence

For the pFC calculated via the GMHA-AE model, we found no statistically significant correlations between
participant age and the oFC-pFC correlation coefficients after FDR correction (Fig. 7). This indicates that the
predictive ability of the GMHA-AE model is stable across ages and not altered with participant age, at least for
healthy adults in the age range of 18 - 50 years.
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The histograms are over all connections and all healthy participants.

Psychosis

When the GMHA-AE model that had been trained on healthy participants was used to calculate the pFC of the
psychosis participants, the correlations between oFC and pFC were lower for all frequency bands and all SC
edge weights compared to the healthy participants (Fig. 8). The p-values of the Mann-Whitney U test comparing
the distributions of the healthy participants to those with psychosis were all less than 2 x 10™* (Table 3) and
survived FDR correction, with the exception of the NS/delta and FA/theta pairs (p = 0.48 and 0.10 respectively).
The Cohen’s d for the comparison between the distributions for the healthy and psychosis participants are given
in Table S2 of the Supplementary Material. All values are larger than 0.8, indicating a large effect.

The Spearman correlation coeflicients between the PANSS scores and the prediction error of the GMHA-AE
model are given in Table 4. All the related p-values were greater than 0.05, indicating no significant relationship
between symptom severity and the prediction accuracy of the model.

To conclude, the GMHA-AE model is very good at predicting the FC of healthy participants across SC
edge weights and frequency bands, except when the delta band FC is predicted with NS-based weights. The
performance of the model is stable across ages, but it does show a drop when psychosis participant FC data is
passed through it.

Prediction of FC with the analytical model
Maintaining the participant link between SC and FC
When the analytical model that combines the SPL and SI algorithms was used to predict the healthy participants’
FC, the correlations between the oFC and pFC depended on the frequency band of the observed FC and on the
edge weight used in the SC matrices, as shown on the left panel of Fig. 9. The higher frequency bands resulted
in higher correlations between observed and predicted FC, indicating that a combination of the SPL and SI
algorithms is better at predicting FC in higher rather than lower frequencies. Additionally, NS-based structural
metrics (NS and NS/v) were worse at predicting FC in all 4 frequency bands considered as opposed to the other
3 structural metrics.

The paired t-test between the correlation distributions for each pair of SC edge weights showed that the
distributions are statistically significantly different after FDR correction with very few exceptions (Table 2). The
NS-based SCs were generally worse at predicting the oFC than the other 4 edge weights (Fig. 9).
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Breaking the participant link between SC and FC

When the SC matrices of the participants were shuffled, so that the SC matrix used in the analytical model
to predict the FC no longer corresponded to the same participant, small differences were observed in the
correlation coefficients between oFC and pFC (Fig. 9). As previously, we note that the figures on the two panels
of Fig. 9 are not directly comparable, because the left panel shows the distribution of correlations over the 126
participants when the SC matrices have not been shuffled, while the right panel shows the distribution over the
126 participants of the mean over the 500 shufflings of the oFC-pFC correlations.

Age dependence

We found statistically significant correlations (after FDR multiple comparison correction) between the
participant age and the oFC-pFC correlation coeflicients derived with the analytical model for the iRD SCs
(all frequency bands), for the FA SC matrices (theta, alpha and beta frequency bands), and the FRt SC matrices
(alpha and beta frequency bands) as shown in Fig. 10. The correlations were negative, indicating a weakening of
the predictive power of the analytical model as participants age.

Psychosis

A Mann-Whitney U test between homologous distributions of oFC-pFC correlations showed that the psychosis
participants exhibited statistically significant differences in the correlations between oFC and pFC for the delta
band (all edge weights), the alpha band (for the FA- and iRD-weighted SC matrices) and the beta band (for SC
matrices weighted with FA and FRt) in comparison to the healthy participants. The correlations for the psychosis
participants were higher in the delta band and lower in the alpha and beta bands (Fig. 11). This indicates that the
analytical model is a better representation of the communication mechanisms between brain areas in psychosis
participants than it is in healthy participants in the delta band, while the opposite is true in the alpha and beta
bands.

Table 3 gives the p-values for the Mann-Whitney U test between the healthy-participant and the psychosis-
participant distributions of the correlations, for each frequency band and edge weight. The Cohen’s d for the
comparison between the distributions for the healthy and psychosis participants are given in Table S3 of the
Supplementary Material. Most absolute values are larger than 0.7, indicating a large effect.

The Spearman correlation coeflicients between the PANSS scores and the prediction error of the analytical
model are given in Table 5. All the related p-values were greater than 0.05, indicating no significant relationship
between symptom severity and the prediction accuracy of the model.
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Fig. 5. Distributions of the connection strength of the healthy participants (boxplots) in comparison to

the connection strength of the psychosis participants (green markers). Each marker indicates one of the

5 participants with psychosis. The p-values of the the Mann-Whitney U test for the total edge strength
distributions between healthy participants and those with psychosis are given in the legend. None of the values
survived FDR multiple-comparison correction.

To conclude, we observe a dependence of the predictive ability of the analytical model on the frequency band
of the FC, and on the SC edge weight used. The performance of the model decreases with age. Notably, it is better
at predicting the delta band FC of psychosis participants, but shows a stable, somewhat decreased performance
for psychosis participants in the alpha and beta frequency bands.

Comparison of results of the two models for the psychosis participants

Figure 12 shows the oFC-pFC correlations for the psychosis participants for the GMHA-AE and the analytical
model. The distributions of the correlations are statistically significantly different for all FC frequency bands and
SC edge weights. The p-values resulting from the permutation testing are shown in Table 6. Notably, the GMHA-
AE model performs better than the analytical one for the alpha and beta frequency bands, while the opposite
is true for the delta and theta bands. The Cohen’s d for the comparison between the distributions for the two
models are given in Table S4 of the Supplementary Material. All absolute values are larger than 1.0, indicating a
large effect.

Discussion

To the best of our knowledge, this is the first study to investigate the relationship between SC and
electrophysiological resting-state FC with an attention-based deep-learning model, in both health and in
psychosis.

The GMHA-AE model resulted in pFC that better matches the oFC compared to the analytical model,
across the 4 frequency bands and 5 edge weights, with the exception of the delta band/NS-based edge weights
combination. Additionally, in the alpha and beta frequency bands the mean of the correlation distributions
was above 0.8 across SC edge weights, which is higher than the 0.55 for the distributions of the individual-level
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panel: Distribution (over the 126 participants) of the mean (over the 500 permutations) of the oFC-pFC
correlations derived with the GMHA-AE model.

correlations reported in the fMRI-based study described in an earlier study by Sarwar et al'® (in which the NS was
used to assign SC strength between regions). This difference in performance could be due to differences in our
deep-learning model compared to that in their study'®, the fact that we use electrophysiological FC which is not
confounded by the haemodynamic response delay, or the fact that in that study'® they did not use information
on the Euclidean distance between nodes of the networks, which can improve the FC prediction'’. An exact
comparison between our MEG-based study and their fMRI-based one is not feasible due to the different aspects
of FC that the two modalities measure. When comparing our results to those of that study'®, we do so using our
results for the alpha and beta bands because those give FC that is the most comparable to fMRI-measured FC'2.
However, in accordance with the conclusion reached in that study'® about fMRI-measured FC, our results imply
that FC measured via electrophysiological recordings is tightly linked to SC derived via tractography, and that
relationship is present at individual-participant level. Therefore, existing models of communication between
brain areas can be improved to incorporate sources of that interdependence! that could increase the correlations.

Both the GMHA-AE and the analytical model were better at predicting the FC in the alpha and beta
frequency bands in comparison to the delta and theta bands. This is in agreement with the results presented in
earlier work!”, which examined a cohort of 90 healthy participants and investigated different microstructural
measures as edge weights for the SC matrices (NS, FA, iRD). That study found lower oFC-pFC correlations
compared to the correlations we observed here, across functional frequency bands and SC edge weights, which
could be attributed to differences in the tractography algorithm used, and the quality of the diffusion-MRI data
acquired (the MRI data for this study were collected on a Connectom scanner that has high diffusion gradients
as opposed to the MRI scanner used for the data collected in'’; MEG data were collected in the same system for
both studies).

The structural measure that was used as edge weight in the SC matrices impacted how well the oFC was
predicted, mainly for the analytical model. Edge weights that are related to myelin or axonal characteristics
(FA, iRD and FRt) resulted in better FC prediction than those related to NS when the analytical model was
used, with the differences in the respective distributions being highly statistically significant (Table 2). This
indicates that, if the analytical model is representative of communication between brain areas, resting-state FC
is supported by myelin and axonal characteristics more than it is by the relative number of axonal projections
between brain areas. When the GMHA-AE model was used, SC matrices with edge weights related to myelin and
axonal measures gave better prediction for the delta and theta frequency bands (except when theta-band FC was
predicted using the iRD-weighted SC matrices). That model gave a much more stable performance across SC
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Fig. 7. Scatter plots of the oFC-pFC correlation coefficients versus age. The 5 columns refer to the 5 SC edge
weights, from left to right: NS, NS/v, FA, iRD and FRt. The best-fit line is shown. The correlation coefficients
and p-values are also shown at the top of each plot. None of the p-values were statistically significant after FDR
correction.

edge weights for the alpha and beta bands, even though the distributions were statistically significantly different.
This likely points to an ability of the GMHA-AE model to capture patterns in the SC matrices that pertain to
communication between brain areas, regardless of the edge weights used. We now elaborate on the possible
reasons for this.

The model’s ability to capture consistent communication patterns across different SC edge weightings stems
primarily from two key features of its architecture: the multi-head attention mechanism and the learning of
high-dimensional node representations. Unlike the analytical model, which operates on rules determined by the
edge weights (e.g., the path length is the inverse of the edge weight), in our GMHA-AE model the multi-head
attention mechanism allows the model to dynamically learn the importance of each connection in a context-
dependent manner. Each head can learn a different set of attention weights, effectively focusing on different types
of structural information. For instance, one head might learn that high FA is crucial for certain connections,
while another might learn to prioritize the existence of a path, regardless of its weight. By thusly aggregating
information, the model can build a holistic understanding of brain communication that is not dependent on a
single structural metric. Furthermore, the model does not operate on the raw graph structure alone. Through
its layers, it computes high-dimensional embeddings for each brain region (node). These embeddings capture
a node’s direct connections but also its role within its local neighborhood and the broader network topology.
The GNN is adept at learning this topological information, which is more stable across weighting schemes than
the raw edge values themselves. In essence, the model learns a representation of the brain's communication
architecture that includes and goes beyond the values of the edge weights. This is why its predictive performance
remains high and stable across edge weights.

We also note that for the GMHA-AE model, when the delta band FC was predicted with the NS-weighted or
the NS/v-weighted SC matrices, there was a subset of the sample for which the oFC-pFC correlations were high,
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Fig. 8. The oFC-pFC correlations of the psychosis participants (green markers) overlaid on the corresponding
correlation distributions of the healthy participants (boxplots and clouds of points), for the case in which the
FC is predicted with the GMHA-AE model. Each marker shape indicates a different psychosis participant.
Asterisks indicate statistically significant differences (after FDR correction) between the distributions for the
healthy participants and those with psychosis.

and another subset for which the correlations were low (Fig. 6). The poor performance for the latter subset points
to the fact that some of the test sets may contain individuals whose brain connectivity differs significantly from
those in the training set, or that the model is learning specific characteristics from the training data that do not
apply to the test data. This can make it difficult for the model to generalize properly and thus it does not perform
well across all folds. This issue is present in the delta band - we observed that there is higher variability in the
edge strengths in participants in the delta band compared to the other 3 bands (Fig. 13). Specifically, the median
values of the variability were 0.21, 0.19, 0.18 and 0.17 for the delta, theta, alpha and beta bands respectively. The
distribution of the delta band was statistically significantly different from the other 3, with p-values of the related
t-test less than 107" in all cases. This implies that there are more varied edge strengths that the model is trying
to predict in the delta band, leading to the difference in performance between the delta and the other bands.
Measures of performance of the GMHA-AE model are given in Table S1 of the Material.

We observed no significant change in the predictive ability of the two models when the SC matrices of the
healthy participants were shuffled (i.e., the FC of a participant was predicted by the SC of a different participant).
This was true across structural edge weights and FC frequency bands. It is an indication of the similarity of
the connectomes and the communication mechanisms in healthy participants, and is in contrast to the results
obtained when the structural and functional matrices of the psychosis patients were used.

In order to investigate the interpretability of our GMHA-AE model and understand what features it
prioritizes, we conducted an analysis on its learned latent space. We performed t-distributed Stochastic
Neighbor Embedding (t-SNE) to visualize the high-dimensional latent representations of all test samples in a
2-dimensional space. The results of the analysis are shown in Fig. 14. Each point in the plot corresponds to a
participant, and it is colored by the model’s prediction error (MSE) for that participant. The resulting visualization
provides compelling evidence of a well-structured latent space, where the model has learned to organize the
high-dimensional representations of participants in a meaningful way, such that their geometric arrangement
reflects an important underlying property: the predictability of their FC from their SC. A distinct, tight cluster
of participants with high prediction error is clearly located in the bottom-right corner. This group represents less
typical or harder to predict participants. The separation itself is evidence that the model has learned to identify
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AUTOENCODER MODEL ANALYTICAL MODEL

delta theta alpha beta delta theta alpha beta
NS-NS/v |2 x 1074 |0.12 <1070 | <1071 [8x107% | < 10710 | < 10710 | < 10710
NS - FA <1070 | 10910 | 104 5x107°% | «1071° | < 10-1° | < 1010 |0.73
NS-iRD | < 107!0 |3x107% |6 x 10~° | 0.71 <1070 | < 10719 [10-8 3x 107
NS-FRt | <1070 |4 x107° |0.02 3x107% | < 10710 |4x 1073 |10~7 < 10710
NS/v - FA < 10— 10 < 1010 < 10~10 < 10~10 < 10~10 < 10-10 < 10-10 | 3 x 10~3
NS/v-iRD | < 10710 |4 x 107* | < 10719 | <1072 | <1070 | <1079 | < 10720 | < 10720
NS/v-FRt | < 10710 |4 x 1079 | 1¢—10 <107 | <107 | <1071 |<107'° | < 10710
FA-iRD | 0.004 <1079 | <1070 |6x107* | <1071 |3x 1073 |10-8 <1070
FA-FRt |6 x 1078 |0.07 < 10710 |0.47 8x 1074 | <1071° | <1070 | < 10710
iRD-FRt |107? 4 x107° | 0.02 3x 1073 | 0.05 3x1072% 1073 <1071

Table 2. p-values for the t-test between the correlation distributions for oFC and pFC for pairs of SC edge
weights for each frequency band. Left 4 columns: prediction with the autoencoder model; right 4 columns:
predictions with the analytical model. Bold-faced p-values are not statistically significant after FDR correction.
The p-value threshold resulting from the application of the FDR correction was 0.003.

individuals with “atypical’ or hard-to-predict SC-FC mappings and groups them together in a specific region of
its internal latent space. On the other hand, the majority of participants, for which the model achieved low-to-
moderate prediction error, form another large, distinct group. Their congregation in a single, continuous region
suggests that the model has identified a common set of SC-FC relationships. The model effectively learned to
map the complex neurobiological characteristics of most participants onto a coherent geometric structure.
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Fig. 10. Scatter plots of the oFC-pFC correlation coefficients versus age, when the FC is predicted via the
analytical model. The 5 columns refer to the 5 SC edge weights, from left to right: NS, NS/v, FA, iRD and FRt.
The best-fit line is shown. The correlation coeflicients and p-values are also shown at the top of each plot.
Colored font / line indicate that the related p-value survived FDR correction, while grey indicates that it did
not.

This structural separation demonstrates that our model has successfully learned to distinguish between typical
and atypical patterns in the SC-to-FC mapping. It prioritizes features that are indicative of this predictability,
effectively translating the difficulty of the prediction task into geometric separation in the latent space. Overall,
the visualization does more than just show a distribution of errors. It demonstrates that the model has translated
the abstract concept of ’predictability’ into a concrete geometric organization. The distance and relationship
between points in the latent space correspond to the similarity in their SC-FC relationships, demonstrating the
model’s ability to learn salient features from the data.

We note here that a more detailed interpretability investigation could include other methods, for example an
ablation analysis or other. This falls beyond the scope of this work, which was to compare the GMHA-AE model
to an analytical one and to explore the impact of psychosis participants on them, and will be explored in future
work.

We observed some interesting relationships with age. The oFC-pFC correlation coefficients derived via
the analytical model correlated negatively with healthy participant age for the non-NS weighted SC matrices
(surviving FDR correction). The correlations were strongest for the alpha frequency band and the iRD-weighted
SC matrices. This indicates that the analytical model is a better model of communication between brain areas for
younger healthy participants than for older ones. It also points to the fact that alternative analytical models should
be explored for describing communication between brain areas at different times across the life span. This result
is in agreement with the results of an earlier study??, which reported decreases of the SC-FC relationship with
age for fMRI-based FC. We also note that a similar trend was observed for a cohort of adolescent participants?’.
The fact that there is no correlation between participant age and oFC-pFC correlation coefficients when pFC
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Fig. 11. The oFC-pFC correlations of the psychosis participants (green markers) are overlaid on the equivalent
correlation distributions of the healthy participants (boxplots and clouds of points), when the analytical model
is used to predict the FC. Each marker shape indicates a different psychosis participant. The asterisks indicate
the frequency bands and edge weights for which the two distributions are statistically significantly different
after multiple comparison correction.

AUTOENCODER MODEL ANALYTICAL MODEL

delta theta alpha | beta delta | theta | alpha | beta
NS 0.00018 | 0.00017 | 0.00018 | 0.00017 | 0.0002 | 0.60 |0.18 0.22
NS/v | 0.48 0.00018 | 0.00017 | 0.0002 | 0.0002 | 0.54 |0.52 0.26
FA 0.00017 | 0.10 0.00017 | 0.00017 | 0.0014 | 0.60 | 0.0027 | 0.0035
iRD | 0.00017 | 0.00017 | 0.00018 | 0.00017 | 0.0027 | 0.49 |0.014 | 0.0046
FRt | 0.00017 | 0.00017 | 0.00017 | 0.00017 | 0.0002 | 0.86 |0.10 0.0091

Table 3. p-values for the Mann-Whitney U test comparing the correlation distributions for the healthy
participants and the psychosis participants, when FC is predicted via the autoencoder model (left 4 columns)
and the analytical model (right 4 columns). All p-values shown in the table that are lower than 0.05 remained
statistically significant after FDR correction. The p-value threshold that resulted from the application of the
FDR correction was 0.014.

is derived via the GMHA-AE model indicates that that model is more robust when it comes to detecting such
relationships than the analytical model, and can capture intricate relationships even as those change over time.
‘We now discuss our results that pertain to psychosis. The GMHA-AE model that was trained on the healthy
participant data, and which gave high prediction accuracy for those participants, did poorly at predicting the
oFC of the psychosis participants, with the differences between the distributions of healthy and psychosis
participants being highly statistically significant after FDR correction (Table 3). Despite the fact that the GMHA-
AE model does not provide direct information about the communication mechanisms that underlie the SC-FC
relationship, this finding clearly points to the fact that the features that the GMHA-AE model captures in the

Scientific Reports | (2025) 15:40052 | https://doi.org/10.1038/s41598-025-24232-z nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

NS |NS/v |[FA |iRD |FRt
delta | 0.7 |03 03 |-0.1]03

theta | -0.2 | -0.2 | -0.1 | -0.2 | -0.2
alpha | -0.1 | -0.1 |-0.1 |-0.1 | -0.1
beta |-0.1 | -0.1 |-0.1|-0.1|-0.1

Table 4. Spearman correlations between the PANSS scores of the psychosis participants and the prediction
error of the GMHA-AE model.

NS |NS/v |FA |iRD | FRt
delta | 0.6 |03 -0.5 |05 |05

theta | 0.1 |0.1 01 |01 |02
alpha | -0.1 | -0.1 |-0.1 |0 0
beta |03 |0.3 03 (03 |01

Table 5. Spearman correlations between the PANSS scores of the psychosis participants and the prediction
error of the GMHA-AE model.
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Fig. 12. Correlations between oFC and pFC for the 5 psychosis participants for the GMHA-AE model (yellow
markers) and the analytical model (green markers) across FC frequency bands and SC edge weights. Each
marker shape denotes a different psychosis participant. The asterisks denote the cases for which the differences
in the distributions are statistically significantly different after FDR correction.
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delta | theta | alpha | beta

NS 0.004 | 0.012 | 0.016 | 0.012
NS/v | 0.008 | 0.060 | 0.040 | 0.016
FA 0.004 | 0.040 | 0.096 | 0.004
iRD | 0.004 | 0.012 | 0.056 | 0.012
FRt | 0.004 | 0.004 | 0.127 | 0.060

Table 6. The p-values resulting from the permutation testing to compare the correlation distributions for the
psychosis participants between the GMHA-AE and the analytical model. p-values that remain statistically
significant after FDR correction are bold-faced. The p-value threshold that resulted from the application of the
FDR procedure was 0.012..
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Fig. 13. Edge strength variability in the healthy participants for the 4 frequency bands. Notably, the variability
is higher in the delta band.
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Fig. 14. t-SNE analysis of the GMHA-AE model.

healthy-participant SC and FC matrices, and which result to it predicting oFC very well, are likely not present,
or reduced, in the SC and/or FC connectomes of the psychosis participants.

In contrast to the poorer performance of the GMHA-AE model for the psychosis participants across frequency
bands, the analytical model gave much better predictions for the FC of psychosis participants than that of healthy
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participants for the delta band, across SC edge weights. As the p-values for the differences between the healthy
versus the psychosis participant distributions of the correlation coefficients indicate (Table 3), the difference
is highly statistically significant. This indicates that the SPL-SI algorithm employed in our analytical model
is a better representation of the communication mechanisms that are responsible for the evocation of delta
band resting-state FC in psychosis than it is for healthy participants. When looking at the beta frequency band,
however, the prediction accuracy of the same analytical model was lower for psychosis participants compared to
healthy participants for the FA-, and FRt-weighted SC matrices; the same trend was present for the iRD-weighted
SC matrices (p = 0.0307, but that p-value did not survive FDR correction). No statistically significant differences
were observed in the correlation distributions between healthy participants and psychosis participants for the
theta and alpha bands, with the exception of the {alpha band / FA} and {alpha band / iRD} combinations, where
a reduction in the prediction accuracy was observed. These results are in agreement with the results reported in
a different study?, where healthy participants exhibited larger correlation between the average FC (measured via
fMRI) and white-matter microstructure in comparison to schizophrenia patients.

The performance of the two models on the psychosis participants depends strongly on the FC frequency
band (Fig. 12). Specifically, the analytical model performs much better in the delta and theta frequency bands,
while the GMHA-AE model performs better in the alpha and beta bands. Keeping in mind that the GMHA-
AE model was trained on healthy participants, this implies that the healthy-participant communication
mechanisms are worse at describing the SC-FC relationship in psychosis participants compared to the simpler
analytical model based on the SPL-SI algorithms. For the alpha and beta frequency bands, on the other hand, the
complex communication patterns that the GMHA-AE model captures from the healthy participants are better at
describing the SC-FC relationship than the analytical model.

It is important to stress that, above and beyond the small FC-specific and SC-specific alterations that we
observed in the psychosis participants (Figs. 4 and 5), we observed alterations in the relationship between SC and
FC which were much more pronounced, in particular when that relationship was predicted via the autoencoder
model. Our study shows that investigating the SC-FC relationship goes further than the summary statistics
presented in Figs. 4 and 5, and identifies differences in the relationships between the structural and functional
connections.

One way to improve the GMHA-AE model for the participants with psychosis would be to employ fine-tuning
or domain adaptation techniques. This is not possible in our study: due to the small number of participants with
psychosis, there is a risk of overfitting, where the model would learn participant-specific features rather than a
generalizable disease pattern. We also note that such techniques, even though able to improve the model for the
psychosis participants, would have a detrimental impact on its predictive ability for the healthy participants. They
would shift the model from a normative benchmark that can help understand the divergence of the psychosis
SC-FC relationship from that in healthy participants.

Our study has some limitations. Firstly, the GMHA-AE model does not provide insight into the
communication mechanisms between brain areas. This lack of insight is, however, compensated by the fact that
the model can capture complex relationships that analytical algorithms of brain communication cannot fully
incorporate. Future work will target the interpretability and explainability of the model. Secondly, even though
the healthy participant sample we used was large (126 participants) the number of psychosis participants was
low (5). This is an issue with many similar studies - in particular some psychosis participants who volunteered
for our study were not eligible to be scanned in our state-of-the-art Connectom MRI scanner, resulting in a
smaller sample than a study using more conventional scanners would have. However, the statistical tests we used
when comparing healthy to psychosis participants are appropriate to use when there is such a difference in the
two samples, and therefore the differences we detected between healthy and psychosis participants are robust.
The high statistical significance of our results indicates the need for followup studies of larger cohorts.

To conclude, in this work, we proposed a brain SC-FC mapping framework based on the Graph Multi-Head
Attention AutoEncoder. By employing an autoencoder, our GMHA-AE model is capable of efficiently handling
the distributed and heterogeneous patterns of the brain and of learning complex relationships between brain
structure and function by utilizing attention mechanisms. We compared the GMHA-AE performance to that of
an analytical model. We also used both models to investigate the SC-FC relationship in psychosis participants
and compare it to that of healthy participants, and identified crucial differences in that relationship between the
two groups. In future, the use of deep-learning models could be explored to quantify the SC-FC relationship for
younger age groups, for task-based electrophysiological recordings, as well as for neurological disorders other
than psychosis.

Data availability
The WAND data is freely available at: https://doi.org/10.12751/g-node.5mv3bf.
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