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ABSTRACT

Low- to intermediate-mass (∼0.8−8 M⊙) evolved stars contribute significantly to the chemical enrichment of the interstellar medium in
the local Universe. It is therefore crucial to accurately measure the mass return in their final evolutionary stages. The Nearby Evolved
Stars Survey (NESS) is a large multi-telescope project targeting a volume-limited sample of ∼850 stars within 3 kpc in order to
derive the dust and gas return rates in the solar neighbourhood, and to constrain the physics underlying these processes. We present
an initial analysis of the CO-line observations, including detection statistics, carbon isotopic ratios, initial mass-loss rates, and gas-
to-dust ratios. We describe a new data reduction pipeline for homogeneity, which we use to analyse the available NESS CO data
from the James Clerk Maxwell Telescope, measuring line parameters and calculating empirical gas mass-loss rates. We present the
first release of the available data on 485 sources, one of the largest homogeneous samples of CO data to date. Comparison with a
large combined literature sample finds that high mass-loss rate and especially carbon-rich sources are over-represented in literature,
while NESS is probing significantly more sources at low mass-loss rates, detecting 59 sources in CO for the first time and providing
useful upper limits on non-detections. CO line detection rates are 81% for the CO (2–1) line and 75% for CO (3–2). The majority
(82%) of detected lines conform to the expected soft parabola shape, while eleven sources show a double wind. Calculated mass-loss
rates show power-law relations with both the dust-production rates and expansion velocities, up to a mass-loss rate saturation value
∼5 × 10−6 M⊙ yr−1. Median gas-to-dust ratios of 250 and 680 are found for oxygen-rich and carbon-rich sources, respectively. Our
analysis of CO observations in this first data release highlights the importance of our volume-limited approach in characterizing the
local AGB population as a whole.
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1. Introduction

Cool evolved stars contribute to the chemical enrichment of
the interstellar medium (ISM) by synthesising new elements,
which are then expelled in massive stellar winds driven by
newly formed dust. Population models indicate that low- to
intermediate-mass (∼0.8−8 M⊙) asymptotic giant branch (AGB)
stars dominate this process today (Karakas & Lattanzio 2014),
aided by their more massive (≥8 M⊙) and therefore less numer-
ous red supergiant (RSG) cousins, which eventually explode as
supernovae. Accordingly, AGB stars are of great interest and
many studies have been carried out on various aspects of their
winds, including Loup et al. (1993); Schöier & Olofsson (2001);
Olofsson et al. (2002); Gonzalez Delgado et al. (2003); Ramstedt
et al. (2009) and De Beck et al. (2010), which are described in
Appendix B. Nevertheless, it has been difficult to draw firm con-
clusions about many key aspects of the population of AGB stars,
including the total mass returned to the ISM by these stars, the
physical processes driving the onset of mass loss, the fraction of

⋆ Corresponding author: s.srinivasan@irya.unam.mx

the ejected mass that condenses into dust, and variations in the
mass-loss rate (MLR) over time (e.g. Höfner & Olofsson 2018).

Repeated third dredge-up events during the AGB phase bring
carbon-enriched material to the surface of the star, increasing
its C/O ratio over time, and changing the dominant chemistry
of their winds. AGB stars are accordingly divided into three
groups that likely form an evolutionary sequence. The majority
are oxygen-rich at solar metallicity and typically have C/O ratios
≲ 0.9; their winds consist mainly of oxygen-bearing molecules
and silicate dust. Carbon-rich AGB stars are at the other extreme
(C/O > 1), producing mainly carbonaceous molecules and amor-
phous carbon dust. S-type AGB stars have C/O ratios close
to unity (0.9 ≲ C/O < 1.1, with the exact lower limit being
temperature-dependent; e.g. Scalo & Ross 1976; Van Eck et al.
2017) and ZrO bands stronger than TiO in low-resolution spectra
(Keenan 1954).

As AGB stars are major dust producers, we can use mid-
IR observations to reveal their dust-forming regions and study
their mass loss. While distance uncertainties have hampered
such studies in the Galaxy, the AGB populations of the Mag-
ellanic Clouds are well-studied. However, due to their low
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metallicity, the dominant dust producers in these galaxies are
evolved carbon-rich stars (e.g. Riebel et al. 2012; Boyer et al.
2012; Srinivasan et al. 2016). This limits our ability to extrap-
olate to the Galactic population, where oxygen-rich AGB stars
are more common. Furthermore, using dust to estimate the total
return of enriched material to the ISM requires assumptions of
the expansion velocity, dust-to-gas ratio, dust-grain properties
and dust emissivity, which may differ between both individual
stars and stellar populations, and may be function of metallic-
ity. We therefore also want direct observations of the gas, which
forms the majority of the lost mass.

CO observations are a good tracer of AGB gas mass loss (e.g.
Kemper et al. 2003; Decin et al. 2007) – being both ubiquitous
and chemically stable in AGB circumstellar shells, models show
that its abundance relative to the main constituent of the stellar
wind, H2, varies by less than a factor of 2 across a range of C/O
ratios (Cherchneff 2006). In addition, it is very robust to pho-
todissociation while its rotational transitions are excited at low
temperatures (e.g. Mamon et al. 1988). Together, these ensure it
traces the bulk of the gas in the outflow within the photodissoci-
ation radius, without significant changes from source to source.
CO also provides a way to measure the 12C/13C ratio through its
13CO lines. This ratio is modified by the nucleosynthesis in AGB
stars (e.g. Kobayashi et al. 2011) and hence, on Galactic scales,
it can be used to trace star-formation histories. Excepting the
brightest Magellanic Cloud objects (Groenewegen et al. 2016;
Matsuura et al. 2016), measurements of CO can only be made for
Galactic sources, and its rotational transitions can only be sys-
tematically determined for solar neighbourhood objects (within
a few kiloparsecs). In-depth studies of individual nearby sources
continue to drive great progress in our understanding of the final
stages of stellar evolution (e.g. Agúndez et al. 2017; Bujarrabal
et al. 2021; Hoai et al. 2022), and broader studies have been done
on limited samples or certain types of AGB star (e.g. Danilovich
et al. 2015; Massalkhi et al. 2018; Wallström et al. 2024 and the
six studies in the literature sample described in Appendix B).
However, no large unbiased study of Galactic AGB stars yet
exists. As we cannot observe all Galactic AGB stars, a sam-
ple delineated only by geometry is the best way to circumvent
potential biases and accurately characterise the population.

The Nearby Evolved Stars Survey (NESS, Scicluna et al.
2022) is a large, multi-telescope observing programme targeting
a volume-limited sample of ∼850 mass-losing AGB and RSG
stars within 3 kpc for CO J=(2–1) and (3–2) spectral line and
sub-millimetre (submm) continuum observations. The NESS
sources are shown in Figure 1 and have been divided into the
five tiers listed below, based on distance and dust-production rate
(DPR), which is calculated by matching photometry with models
from the Grid of Red supergiant and AGB ModelS (GRAMS;
Sargent et al. 2011; Srinivasan et al. 2011) and detailed in
Scicluna et al. (2022). Note that some Galactic plane sources are
excluded in more distant tiers due to the potential confusion from
interstellar lines, and are instead part of a sample that must be
observed separately with interferometry to filter out interstellar
lines. The tiers are defined as follows:

(i) ‘very low’ sources with no detectable DPR, distances d <
250 pc and luminosities of L > 1600 L⊙, as measured by
McDonald et al. (2012) and McDonald et al. (2017);

(ii) ‘low’ sources with DPR < 10−10 M⊙ yr−1 and d < 300 pc;
(iii) ‘intermediate’ sources with 10−10 < DPR <

3 × 10−9 M⊙ yr−1 and d < 600 pc, excluding the Galactic
plane for d > 400 pc (i.e only including sources with
Galactic latitude |b| > 1.5);
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Fig. 1. Distance vs. DPR for the full NESS sample, in grey. Overlaid
are the sources that have been observed and are included in the cur-
rent analysis, coloured by tier. Cyan crosses show the locations of the
carbon-rich sources.

(iv) ‘high’ sources with 3 × 10−9 < DPR < 10−7 M⊙ yr−1 and
d < 1200 pc, excluding the Galactic plane for d > 800 pc;
and

(v) ‘extreme’ sources with DPR > 10−7 M⊙ yr−1 and d <
3000 pc, excluding the Galactic plane for d > 2000 pc.

In this paper, we present the initial CO results from observations
of the northern part of the NESS sample with the James Clerk
Maxwell Telescope (JCMT). Although incomplete, this initial
dataset of 485 sources represents the largest sample of CO lines
for nearby AGB stars to date, and includes 59 sources with no
prior CO observations. Our highly homogeneous observations
extend to systematically lower mass-loss rates than have typically
been explored in the literature (McDonald et al. 2025). Sec-
tion 2 describes the observations, data reduction pipeline, and
data analysis, Section 3 gives some initial results on the detection
rates, line profiles, 12CO/13CO ratios, mass-loss rates, gas-to-
dust ratios, and comparisons with literature data and models, and
finally Section 4 contains the conclusions.

2. Observations and analysis

The NESS project is based around a JCMT Large Program to
observe the ∼500 sources in the northern parts of the sample, for
which we placed a declination cut at −30◦ to avoid observing at
airmass >2. To this sample, we add all archival data for NESS
targets taken with RxA3 and HARP since the ACSIS correlator
was installed (from 2006 onwards). We note that this includes
archival data of 71 sources that have Dec < −30◦. Because these
sources are so far south, they have also been observed with
APEX (along with other sources to ensure full-sky coverage),
and sources observed by both telescopes will be compared in a
paper analysing the APEX observations (Jeste et al., in prep.).

The JCMT data presented here observed CO (2–1) and CO
(3–2), as well as their 13CO isotopologues, in staring mode. We
used double beam switching with a uniform chop throw of 180′′
at a position angle of 90◦ East of North. There is also a small
mapping subsample, and continuum observations at 850 and
450 µm, which will not be discussed in this work. See Scicluna
et al. (2022) for more details on the observations.
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The NESS observations at the JCMT began in June 2017,
and this paper includes all heterodyne data taken up to February
2023 using the RxA3/RxA3m1 and HARP (Buckle et al. 2009)
receivers. Note that the RxA3 receiver was removed from the
JCMT in June 2018. Further observations, including with the
new Nāmakanui receivers (Mizuno et al. 2020) are underway and
will complement the findings presented here.

2.1. Removed sources

We have removed a small number of sources from the anal-
ysis that, while meeting the original NESS sample crite-
ria, are deemed to not be cool evolved stars. These sources
are: IRAS 05251-1244, IRAS 06491-0654, IRAS 17150-3224,
IRAS 17328-3327, IRAS 18458-0213, IRAS 19327+3024, IRAS
20002+3322, and IRAS 21282+5050. Most are planetary neb-
ulae and one, IRAS 06491-0654, is not an evolved star at
all but rather a Herbig Ae/Be star. Further details on the
removed sources and the updated NESS sample are presented in
McDonald et al. (2025).

2.2. Main-beam efficiencies

In order to convert each observation from a T ∗A to Tmb tempera-
ture scale, we have derived values for the main-beam efficiency
(ηmb) for both RxA3 and HARP using the full datasets of planet
observations (Mars, Jupiter, and Uranus) from the JCMT. This
data is presented graphically on the JCMT webpages for HARP2

and RxA33. Note that we do not use observations taken dur-
ing the day (09–19h local time = 19–05h UT) as they tend to
have larger uncertainties and systematically lower values of ηmb.
There have also been periods of misalignment of the RxA3
receiver, for each of which we calculate a separate best-fit ηmb
value. An observational uncertainty, ση, was only available for
the HARP observations, so we use the mean ση value for
observations with all receivers: ση = 0.103 ± 0.005.

As the individual values of ηmb can vary widely, down to
almost zero, due to various factors (including pointing errors,
the amount of atmospheric water vapour, and uncertainties in the
planet models), it can be difficult to ascertain the best values for
ηmb. For consistency, we elected to model the ηmb distribution as
a function of time (t) as a straight line with an exponential bias
term acting to reduce the measured values. The fitted function is
as follows:

ηmb = m ∗ t + b − B ∗W + ϵ (1)

where m is the (shallow) slope of the line, b is the intercept, ϵ is
Gaussian random noise such that ϵ ∼ N

(
0, ση

)
(where ση is the

measured uncertainty on the ηmb values), B is the bias term that
is drawn from an exponential distribution whose scale parame-
ter σB = 1/λ we infer, and W is a weighting of the bias term
(between 0 and 1). The use of an exponential distribution for the
bias term results in asymmetry; this accounts for the systematic
effects in observations that can reduce the measured main-beam
efficiency, such as bad pointing, which may produce underesti-
mates of the true value on any given day. The values of m, b, σB,

1 RxA3 was the 3rd A-band receiver at the JCMT. It was upgraded after
a mixer change in January 2016 to RxA3m, and throughout the rest of
this paper we refer to both simply as RxA3.
2 https://www.eaobservatory.org/jcmt/instrumentation/
heterodyne/calibration/harp-planets/
3 https://www.eaobservatory.org/jcmt/instrumentation/
heterodyne/calibration/rxa3-planets/

Table 1. Best-fit values of the parameters in Equation (1).

Receiver ηmb σB W Nobs

HARP 0.57 (0.11) 0.35 (0.01) 0.45 (0.05) 551
RxA3 0.60 (0.11) 0.30 (0.01) 0.30 (0.01) 124
RxA3 m1 (a) 0.45 (0.1) 0.3 0.3 3
RxA3 m2 (b) 0.53 (0.1) 0.3 0.3 16
RxA3m (c) 0.55 (0.14) 0.35 (0.04) 0.35 (0.04) 64
RxA3m m(d) 0.53 (0.1) 0.4 0.4 6

Notes. Main beam efficiency (b in Equation (1)), width and weight of
the bias function, and no. of observations for each receiver/period. Dates
for periods of misalignment (m): (a) 20120413–20121201; (b) 20140508–
20150605; (c) From 20160101; (d) 20170407–20170810.

and W were optimised by choosing a reasonable range for each
parameter and then, for each of 1000 combinations of parame-
ter values, randomly drawing 1000 distributions and comparing
them to the distribution of measured ηmb values using the two-
sample Kolmogorov–Smirnov (KS) test. The set of parameters
with the lowest KS test statistic, corresponding to the smallest
absolute difference between the empirical distribution functions
of the model and the measured ηmb values, were taken to be the
best-fit parameters. The uncertainty on each parameter was cal-
culated by finding the range of parameters that fell within the
median absolute deviation of the KS test statistics, although note
for the misalignment periods there were not enough data points
for this analysis. The slope was found to be 0 with an uncertainty
of ∼10−5 for all sets of observations, so the intercept b is taken
to be the value of ηmb. The best-fit values of ηmb, σB, and W are
given in Table 1.

The best-fit ηmb values are used to correct each observational
spectrum before they are combined into one spectrum (per fre-
quency range) for each source. For later error propagation, a
time-dependent, average error for the ηmb correction is used on
spectral parameters derived from RxA3 observations. This error
factor is equivalent to a fractional error of 0.21 in ηmb.

2.3. Data reduction

In order to obtain a homogeneous dataset, we have created an
automated pipeline to reduce this large quantity of data, and per-
form an initial analysis. The aim of the NESS pipeline4 is to
reduce all existing heterodyne JCMT data of a given source, out-
put a FITS image (single pixel for RxA3 data and 16 pixels for
HARP) and a spectrum extracted from the primary pixel, fit any
lines in the spectrum, and output a table of measured values. It is
written in Python and makes use of the Starlink software (Currie
et al. 2014).
For a given source, the pipeline will:

(i) Query the JCMT archive for all observations matching the
right ascension (RA) and Dec of the source, with a given
instrument, molecule, line, and observing mode, discarding
observations marked either as ‘failed’ or taken during the
day (when the atmosphere is less stable).

(ii) Convert from T ∗A to Tmb temperature scale, using new ηmb
determinations for both HARP and RxA3 (see Section 2.2).
Perform a side-band correction for RxA3m data5.

4 Available at https://github.com/swallstrom/Wallstrom_
NESSIII
5 See https://www.eaobservatory.org/jcmt/wp-content/
uploads/sites/2/2019/05/RxA3m-SB-Notes-2018.pdf
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(iii) Reduce all raw files together in a group reduction using
ORAC-DR (Jenness et al. 2015), binning the data to chan-
nel widths of 1, 2, and 4 km s−1.

(iv) Output the group reduced file as a FITS image and extract
the spectrum (in case of HARP observations, from the
primary pixel).

(v) Fit a soft parabola function (e.g. Olofsson et al. 1993;
De Beck et al. 2010) to the CO line (which is assumed to be
the only bright line between –100 and +100 km s−1) using
the Markov-chain Monte Carlo (MCMC) implementation
EMCEE (Foreman-Mackey et al. 2013) to quantify the uncer-
tainties on the line peak, central velocity, width, and line
shape parameters. All three spectral resolutions are fitted
simultaneously under equal weighting.

(vi) Calculate the root-mean square (RMS) noise of each spec-
trum using two regions, retaining the lower of the two
values : (i) the region between –400 and –150 km s−1,
which does not contain any other commonly detected lines
or likely ISM contamination and hence is assumed to be
line-free; (ii) the region between –200 and 200 km s−1

after removing the fitted CO line, as this is the part of the
spectrum that is manually inspected for, for example, ISM
contamination.

(vii) Output a data table containing the source coordinates, total
integration time, RMS noise at each velocity resolution,
and the best-fit line parameters, including positive and
negative uncertainties.

2.4. Data analysis

Each spectrum and line fit is manually checked to see if the line is
fit reasonably well. A second pass of the MCMC line fitter, given
input parameters from other lines in the same source, is carried
out on spectra with a poor line fit. In the absence of other lines,
the initial guesses for the parameters are estimated visually.

For the remainder of this manuscript, we use the 1 km s−1

spectra for display purposes. For each well-fit spectrum, the
radial velocity and velocity width of the line is taken from the
soft parabola fit parameters. These are used to define the velocity
range over which to integrate the line (using the fit of the corre-
sponding CO line to define the integration region for each 13CO
line). We note that this may slightly underestimate the width of
some lines that are less well fit by a soft parabola function, and
for lines with clear line wings we instead take the line edges to
be where the line emission falls below 3 × RMS. The integrated
line intensities are used to calculate a 12CO/13CO ratio, and an
empirical MLR using the Ramstedt et al. (2008) formula:

MLR = sJ (ICO θ
2
b D2)aJ vbJ

e f −cJ
CO (2)

where ICO is the integrated line intensity in K km s−1, θb is the
telescope beam size in arcseconds, D is the distance in parsecs,
ve is the expansion velocity in km s−1, fCO is the CO abundance
relative to H2. The sJ , aJ , bJ , and cJ parameters, and their uncer-
tainties, are given for the fits to different CO transitions in their
Table A.1. In cases where no 12CO line is detected (peak tem-
perature < 3 × RMS) we calculate an upper limit on the MLR,
assuming an expansion velocity of 10 km s−1 unless its value is
known from other lines in the same source.

The integrated line intensities include uncertainties calcu-
lated from the rms noise of the spectrum, the uncertainty on
ηmb, the uncertainty in the line width, added in quadrature. The
distance uncertainties (for a discussion of their determination
and uncertainties, see Scicluna et al. 2022) are also propagated.

The expansion velocity is taken to be half the line width, with
an uncertainty equal to the channel width. fCO is assumed to
be 1 × 10−3 for carbon-rich stars and 2 × 10−4 for oxygen-rich
stars (Ramstedt et al. 2008). The chemical type of the stars
is determined as oxygen-rich or carbon-rich from mid-infrared
spectra (see Scicluna et al. 2022) as a first approximation, and
assumed to be oxygen-rich if no clear determination can be
made. This causes S stars to be grouped with O-rich stars
since they do not have strong SiC features. From the litera-
ture sample (see Section 3.6 and Appendix B), there are 221
sources with unambiguous chemical classifications. Only 3/221
sources had classifications that conflicted with the mid-infrared
spectroscopic classes: IRAS 20077-0625, IRAS 20141-2128,
and IRAS 23438+0312. The chemical classifications for these
sources have been fixed (now classified as O-rich, C-rich, and
C-rich respectively), and we are confident the rest of the sample
has similarly low error rates. However, further inspection of the
chemical types is left to a future paper.

To display distributions of MLR and gas-to-dust ratios in
later figures, we show both histograms and kernel density esti-
mates (KDEs). These KDEs are based on a Gaussian kernel,
whose bandwidth is calculated using cross-validation by system-
atically testing a range of possible bandwidths. This calculated
bandwidth is then added in quadrature to the median uncer-
tainty on the plotted parameter (MLR or gas-to-dust ratio), so
the resulting KDE is representative of the full uncertainty in the
distribution.

3. Results and discussion

A total of 485 sources from the full NESS sample have been
included in this analysis: 259 sources with CO (2–1) observa-
tions, and 428 sources with CO (3–2) observations. The full
analysis results, with measured parameters and calculated val-
ues, are available online at the CDS via Vizier. Table C.1 lists
the columns available in the online dataset.

3.1. Detection statistics

Figure 1 shows the full NESS sample and the sources that
are included in the current analysis. The three middle tiers
(‘low’, ‘intermediate’, and ‘high’) are well sampled (∼60–75%
observed), while fewer sources in the ‘extreme’ tier have been
observed (∼30%) so far. A larger fraction of the less numerous
and generally brighter carbon-rich sources in NESS have been
observed so far, compared to oxygen-rich sources.

The observation and detection statistics for the NESS sam-
ple so far, both in total and divided by tier, are shown in Table 2
and Fig. A.1 respectively. In total, we detect about 80% of tar-
geted sources in CO (2–1) and 75% in CO (3–2). Of these, 59
sources appear to have no previously published CO observa-
tions; these sources are marked in the table available at the CDS.
Detection statistics for 13CO are around 40% for 13CO (2–1) and
30% for 13CO (3–2). We note that 13CO has not been targeted
towards all sources with the JCMT, as observing priority has so
far been given to sources with 12CO (2–1) or (3–2) detections
brighter than 0.3 K. The ‘low’ tier has lower detection rates than
the other tiers. This is unsurprising as it includes sources with
no measurable DPR, which may not be able to launch a signif-
icant dust-driven wind at all. Detection statistics for the three
highest tiers are comparable, despite relatively fewer sources
having been observed so far in the most distant tiers (‘high’ and
‘extreme’), indicating that our observing strategy is not biased
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Fig. 2. Three typical examples of the different CO line shapes, with the best-fit soft parabola shown with a dotted red line. From left to right: LP And
(IRAS 23320+4316) shows a soft parabola profile, V360 And (IRAS 01556+4511) shows a double-wind profile, and ST Her (IRAS 15492+4837)
shows an asymmetric profile with line wings.

Table 2. Fraction of the overall NESS sample that has been observed
with the JCMT in this work, divided by tier and chemical type.

Tier Total O-rich(a) C-rich

All tiers 485/852 (57%) 421/757 (56%) 64/95 (67%)
Very low 1/19 (5%) 1/19 (5%) 0/0 (–)
Low 76/105 (72%) 72/101 (71%) 4/4 (100%)
Interm. 169/222 (76%) 152/201 (76%) 17/21 (81%)
High 190/324 (59%) 152/273 (56%) 38/51 (75%)
Extreme 49/182 (27%) 44/163 (27%) 5/19 (26%)

Notes. (a) Sources without mid-IR based chemical identifications are
assumed to be O-rich; see Section 2.4 for details.

towards a particular type of source. We also note that, overall,
the C-rich sources show higher detection rates, consistent with
their generally higher MLRs.

3.2. Line profiles

All 12CO spectra have been judged by eye on whether they fol-
low a soft parabola shape, as is expected for a constant-velocity,
spherically symmetric wind. Some ∼7% of detected lines are
too weak for their shape to be determined. However, of the
sources with sufficiently bright CO lines, 82% conform to a soft
parabola shape. For O-rich sources, 85% show a soft parabola
shape, compared with a slightly smaller fraction, 74%, of C-
rich sources. These proportions are essentially upper limits, as
we have assumed a soft parabola shape as the default and there
may be sources whose deviations from that shape are less clearly
distinguishable due to noise.

Three typical examples of the different CO line shapes are
shown in Figure 2, and a histogram and KDE of the MLRs of
sources with different line shapes is shown in Figure 3. The
O-rich sources show a large spread in MLR, while the fewer C-
rich sources are concentrated at higher MLRs, peaking around
5 × 10−6 M⊙ yr−1. Within each chemistry, the distributions of
MLRs for different line profiles are comparable. There is a pos-
sible indication of lower typical MLRs for O-rich stars with
non-soft parabola line shapes, but the number of such sources
is too low to support a definitive conclusion. The most common
deviations from the soft parabola shape are asymmetry and/or
line wings. Furthermore, 11 of the 485 sources clearly show mul-
tiple velocity components centred on the same velocity: double
winds. The majority (7/11) of these double-wind sources are O-
rich, and they cluster around a low MLR of a few × 10−7 M⊙ yr−1.

10 7 10 6 10 5

MLR (M /yr)

0.0

0.5

1.0

1.5

2.0

2.5

Pr
ob

ab
ilit

y 
de

ns
ity

Chemical type = O

10 7 10 6 10 5

MLR (M /yr)

Chemical type = C
Line shape

soft parabola
other
double wind

Fig. 3. Distributions of MLRs derived from CO lines with a soft
parabola shape, a double wind, or other non-soft-parabola shape.

The C-rich double wind sources have a range of MLRs, between
2.2 × 10−7 and 1.7 × 10−5 M⊙ yr−1.

Our results are similar to what was found by Knapp et al.
(1998) for a sample of 43 CO-bright AGB stars: 30 (70%) of
their sources show a parabolic line shape, six are asymmetric,
and seven show double winds. Of their 13 C-rich sources, one
is asymmetric and one shows an uncertain double wind, so 85%
show a parabolic line shape. They also find that their stars with
double winds tend to have relatively low MLRs, largely due
to the slower wind component, which also has a lower expan-
sion velocity than most AGB winds, and speculate that this
corresponds to a slow wind following a period of increased
mass loss.

3.3. Carbon isotopic ratios

The 12C/13C ratio is a tracer of the evolutionary state and nucle-
osynthesis in AGB stars (e.g. Milam et al. 2007; Ramstedt &
Olofsson 2014). The previous evolution on the red giant branch
tends to produce low 12C/13C ratios, around 5−10 (Pavlenko
et al. 2003), especially for low-mass stars. Then, during the
AGB phase, dredge-ups will increase the amount of carbon (and
specifically 12C) in the surface layers of the star, which also
increases the 12C/13C ratio. A further effect takes place in the
more massive AGB stars, above ∼4 M⊙, where hot-bottom burn-
ing will consume 12C and lower the 12C/13C ratio (Karakas &
Lattanzio 2014). From these evolutionary processes, we would
naïvely expect a correlation between 12C/13C ratio and MLR.
Based on the above processes and a reasonable IMF, we expect
that most early AGB stars have low 12C/13C ratios and low
MLRs, and both quantities tend to increase during the AGB
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phase. Hot-bottom burning lowers the 12C/13C ratios in the
rarer intermediate-mass AGB stars, which generally have higher
MLRs.

Our data contains 80 sources with detections in both 12CO
and 13CO so far. We measure approximate 12CO/13CO ratios by
dividing the integrated intensities of both lines and multiplying
by a factor of 0.874, equal to the frequency ratio cubed, to correct
for differences in line strength (as is also done in, for example,
De Beck et al. 2010). In most cases this provides a lower limit
on the ratio as most 12CO lines are optically thick and hence
their integrated intensities do not linearly scale with abundance,
unlike their optically thin counterparts. Saberi et al. (2020)
examine this question in more detail, showing that chemical
and excitation effects compound these optical-depth differences.
This means that inference of reliable 12CO/13CO isotopologue
ratios requires the use of line radiative-transfer models. As a
result, we limit our discussion here to observed line ratios, and
do not attempt to directly infer the isotope ratios themselves,
although in an ideal case these two parameters should be related.
The measured 12CO/13CO ratios are plotted against MLR in
Figure 4 (excluding the C-rich IRAS 19008+0726, which has a
ratio of 69, MLR of 4.6 × 10−6 M⊙ yr−1, and is optically thin).
We find a range of ratios from 0.62 to 69, with a mean value
of 9.0 ± 0.7 and a median value of 7.3. For O-rich sources, we
find slightly lower values, with a mean value of 8.6 ± 0.6 and a
median of 6.9, while for C-rich sources we find slightly higher
values, with a mean of 10 ± 2 and a median of 8.1. This is sim-
ilar to the results from De Beck et al. (2010) who, for a sample
of 27 sources, find a mean value of 10 ± 2 and a median value of
8.1 in both C-rich and O-rich sources. Limiting the analysis of
our data to sources with optically thin 12CO lines should provide
better estimates of the 12CO/13CO ratios. We have visually iden-
tified ten sources (two of which are carbon-rich) where at least
one of the 12CO lines shows a clear flat-topped or double-peaked
profile, indicative of a low optical depth (Habing & Olofsson
2003). An Anderson–Darling test (Anderson & Darling 1952)
shows with high confidence (p = 0.001) that the optically thin
sources are systematically different (that is, their isotope ratios
are drawn from a different underlying distribution) than the rest
of the isotopic ratios. The 12CO/13CO ratios from these few opti-
cally thin lines have a range of 3 to 79, a mean value of 18 ± 6,
and a median value of 10.5. This is slightly higher than the val-
ues from full sample, as expected, since the CO line ratio should
be less underestimated than it is for optically thick lines, though
we note that only having eleven sources limits the reliability of
these statistics.

We also compare our results to those of Ramstedt & Olofsson
(2014) and Milam et al. (2009), who use radiative-transfer mod-
elling to determine abundances of 12CO and 13CO, and hence
are better able to account for optical depth effects. Ramstedt &
Olofsson (2014) have a sample of ∼60 stars, evenly split between
oxygen-rich, carbon-rich, and S-type AGB stars. Overall they
find a range of 12CO/13CO ratios of 2 to 100, a mean value
of 22 ± 3, and a median value of 17. The carbon-rich sources
include the full range of ratio values, and have a larger mean
value (27 ± 1) but the same median value of 17. Milam et al.
(2009) have a sample of 15 AGB stars, of which 11 are carbon-
rich. The carbon-rich sources have a higher mean 12CO/13CO
ratio of 38 ± 2, with a median of 29; while the oxygen-rich
sources have a mean value of 27 ± 3 but a higher median value
of 32. Both studies find larger values than this paper, even when
we limit ourselves to the optically thin sources, reflecting their
mitigation of the optical depth effects on the CO line ratio.
Overall, across both our data and previous studies, carbon-rich
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Fig. 4. Plot of the 12CO/13CO ratio as a function of mass-loss rate. Note
that the optically thin C-rich IRAS 19008+0726 with a ratio of 69 and
MLR of 4.6 × 10−6 M⊙ yr−1 has been excluded for clarity.

sources are found to have somewhat higher 12CO/13CO ratios,
as expected from the repeated dredge-ups that are the cause of
their carbon-rich nature (Karakas & Lugaro 2016), but the dif-
ferences with oxygen-rich sources are not as significant as might
be expected, indicating that other effects have a larger impact on
these measurements.

Comparing our 12CO/13CO ratios with MLR, we find a weak
negative correlation (Spearman correlation coefficient of −0.4)
between isotopic ratio and MLR (Fig. 4). This correlation is
more likely due to higher MLR sources having more optically
thick 12CO lines, which will decrease their 12CO/13CO ratios.
The large scatter – that is, the difference in isotopic ratios derived
from the CO(2-1) and CO(3-2) lines for individual sources –
even at low MLRs, seems to indicate that optical depth has a
stronger effect on the 12CO/13CO ratio than the evolutionary fac-
tors such as dredge up. In contrast, the full radiative-transfer
analysis by Ramstedt & Olofsson (2014) found no evidence of
such a correlation.

3.4. Mass-loss rates

Empirical gas MLRs were calculated using the formula from
Ramstedt et al. (2008) (Equation (2)), as described in more detail
in Section 2.4. There are significant uncertainties associated with
this formula, mainly from the formula parameters themselves,
which depend on the observed CO transition, but also from the
measured input parameters such as integrated intensity and dis-
tance. The formula may also produce unreliable estimates at high
MLRs (Ṁ ≥ 10−5 M⊙ yr−1; De Beck et al. 2010). Altogether,
this results in uncertainties on the calculated MLRs of about
an order of magnitude, but the aggregate results are still useful
as a first approximation in the absence of full radiative-transfer
modelling.

Calculated MLRs range from 1.9 × 10−8−1.1 ×
10−4 M⊙ yr−1, whereas DPRs range from 1.2 × 10−11−1.1 ×
10−6 M⊙ yr−1(Scicluna et al. 2022). We find that the MLRs
tend to increase with the NESS tiers, as expected since the
tiers’ definition includes an increase in DPR, which is related to
MLR. The median MLR values for the different tiers are: ‘low’:
7.5 × 10−8, ‘intermediate’: 3.2 × 10−7, ‘high’: 3.2 × 10−6, and
‘extreme’: 8.4 × 10−6 M⊙ yr−1. We also find differences between
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MLRs are upper limits.

the O-rich and C-rich sources, as expected from AGB evolution.
For O-rich sources, the mean MLR is 2.7 ± 0.2 × 10−6 and the
median MLR is 8.3 × 10−7 M⊙ yr−1. The C-rich sources have
slightly higher average MLRs, with a mean value of 7± 1× 10−6

and a median of 4.0 × 10−6 M⊙ yr−1.
We find a best fit relating the MLR and DPR (includ-

ing the upper limits) with a broken power-law distribution,
using the Markov-chain Monte Carlo (MCMC) implementation
EMCEE (Foreman-Mackey et al. 2013), as is shown in Fig-
ure 5. In log(MLR)-log(DPR) space, this straight line follows the
equation

log
(

MLR
M⊙ yr−1

)
= 0.82+0.06

−0.06 log
(

DPR
M⊙ yr−1

)
+ 0.82+0.51

−0.52 (3)

until the break at log(DPR) = −7.45+0.15
−0.13, or DPR ∼ 3.5 ×

10−8 M⊙ yr−1. This ‘saturation value’ for the MLR is at MLR =
5.2+1.0
−0.8×10−6 M⊙ yr−1. The given uncertainties are the 68% cred-

ible interval on each parameter, and a corner plot of the full
MCMC distributions is shown in Figure A.2. Despite the large
uncertainties on each data point and the inherent scatter, the fit
is well constrained and clearly implies there is no single gas-to-
dust ratio for AGB stars, as discussed further in Section 3.5. We
also note here that the DPR estimates are based on SED fits that
only take the warm dust emission into account. In contrast, the
MLR is based on CO emission, which integrates over larger radii
in the circumstellar envelope. Therefore, the MLR and DPR may
be probing material ejected at different epochs.

Interestingly, the position of the break in the power law coin-
cides with a relative paucity of sources in both the MLR and
DPR distributions, as seen in the histograms in Figure 5, at val-
ues that correspond to the high-DPR end of the ‘high’ tier of
NESS sources. We note this paucity of sources is also seen in the
full NESS sample, so is not due to a bias in the data observed so
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Fig. 6. Histogram and KDE of the gas-to-dust ratios, for O-rich and C-
rich sources, respectively.

far. It is possible this is an evolutionary effect, where the major-
ity of low-mass stars have lower MLRs than ∼10−6 M⊙ yr−1,
whereas intermediate-mass stars will instead tend to cluster
around the highest possible MLR, which is expected from the
theory of dust-driven winds to be ∼10−5−10−4 M⊙ yr−1 (Lamers
& Cassinelli 1999). It is also possible this is partly an observa-
tional effect, as the saturation of the CO lines for higher MLRs
will make it more difficult to derive accurate MLRs from their
integrated intensities. Finally, it could also be a temporal or exter-
nal effect, such as from coincidences in the timings of thermal
pulses, or the impact of binarity.

We find that MLRs calculated from CO (3–2) lines are sys-
tematically higher than MLRs from CO (2–1) lines, by a median
factor of ∼1.8, though they also have larger uncertainties. A
systematic offset of similar order was noted in De Beck et al.
(2010), with Eq. (2) predicting higher MLR for higher-J transi-
tions (their Figure 10). They explain this as due to differences
in the handling of cooling between Ramstedt et al. (2008) and
De Beck et al. (2010). Better radiative transfer modelling of the
CO lines is required to clarify the cause of this offset.

3.5. Gas-to-dust ratios

Despite indications that there is not a constant AGB gas-to-
dust ratio across the whole parameter space, it is still useful to
characterise its distribution from our large sample using sum-
mary statistics. A histogram and KDE of the gas-to-dust ratios
is shown in Figure 6. Dividing the MLR by the DPR, we find a
very large range of gas-to-dust ratios, between 2 and 16 600. The
extreme values of this range are probably not accurate, and we
reiterate that there are large uncertainties on both the MLR and
DPR values. To quantify the average gas-to-dust ratio, we have
taken the 16th, 50th, and 84th percentiles of the gas-to-dust ratio
distribution to find a median value of 290, and a 68% confidence
interval ranging from 80 to 790. There are also large differences
between the O-rich and C-rich sources. The O-rich sources have
a median value of 250 and the 68% confidence interval ranges
from 70 to 580, while for C-rich sources the median value is 680
and the 68% confidence interval ranges from 160 to 1990.

Our gas-to-dust ratio estimates are higher than what has been
found in the literature, but broadly consistent when the large
uncertainties are taken into account. Knapp (1985) find gas-to-
dust ratios of 160 for O-rich sources and 400 for C-rich sources in
their sample of 40 AGB stars, as compared with 250 and 680 for
our O-rich and C-rich sources, respectively. Groenewegen et al.
(1999) find a range of gas-to-dust ratios from 7.9 to 1570, with a
median value of 152, for a sample of 72 sources, of which ∼60%
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are O-rich; our overall median gas-to-dust value of 290 is about
a factor of two higher, from a much larger sample that is ∼87%
O-rich.

We have also calculated non-parametric Spearman rank cor-
relations between the gas-to-dust ratio and the MLR, DPR, and
expansion velocity. We find a significant correlation only for the
DPR: a negative correlation coefficient of −0.53 with the gas-to-
dust ratio. Given that MLR and DPR are correlated, the lack of
correlation between MLR and gas-to-dust ratio, despite the gas-
to-dust ratio being correlated with DPR, is unexpected. It is not
immediately obvious why these two correlations cancel out so
effectively. One possibility is that as the density at the base of the
wind increases, more dust condenses. This then translates into
a higher radiative momentum available to accelerate the wind;
however, the sub-linear scaling of MLR with DPR shows that
this increased momentum does not translate directly into more
efficient mass loss. This in turn explains the increase in veloc-
ity at higher MLR (see below); as the condensation efficiency
increases, a larger fraction of momentum must be translated to
velocity as the gas-to-dust ratio decreases. In contrast with our
results, neither Knapp (1985) nor Groenewegen et al. (1999) find
any significant correlation between gas-to-dust ratio and MLR or
DPR.

The power-law relationship between MLR and DPR found
in Section 3.4 implies that the gas-to-dust ratio decreases with
increasing MLR and DPR, such that sources with higher mass-
loss rates have a wind with a larger proportion of dust. This is
broadly consistent with the scenario of a dust-driven wind. While
the C-rich sources follow this trend for higher gas-to-dust ratio at
higher MLR in Figure 5, the population is offset towards higher
mass-loss rates. This could be a result of the fact that carbon-rich
dust is more efficient at driving the wind, and therefore less dust
is required to achieve a higher MLR. However, it is possible that
the systematics in assumptions in the modelling of the dust SED
contribute to this difference.

3.6. Comparison with combined literature sample

We compare our empirical MLRs and expansion velocities
against a literature sample, which combines the results of Loup
et al. (1993); Schöier & Olofsson (2001); Olofsson et al. (2002);
Gonzalez Delgado et al. (2003); Ramstedt et al. (2009); and
De Beck et al. (2010). These studies are described in Appendix B
and plotted against the NESS results in Figure 7. Overall,
our results are similar to the literature results, mainly probing
sources with MLR ∼ 10−7−10−5 M⊙ yr−1 and expansion veloc-
ities ∼5–20 km s−1, with some outliers at higher velocities. The
current NESS data shows some dearth of low-MLR and low-
velocity sources, and fewer of the high-velocity outliers, but
also shows some excess of lower-MLR sources at all velocities
and some high-MLR outliers. Some of these outliers are most
likely not AGB stars, for example the O-rich source with MLR
∼10−5 M⊙ yr−1 and velocity ∼5 km s−1 is IRAS 19597+3327A:
an infrared source that hasn’t previously been studied in CO
with a very bright but narrow CO line. However, others seem
to be AGB stars that have never been observed in CO before;
for instance, the C-rich IRAS 00084-1851 (AC Cet), which has a
very low MLR of ∼2 × 10−8 M⊙ yr−1 and an expansion velocity
around 6 km s−1, is classified as a long-period variable (Samus’
et al. 2017). There are only two additional C-rich stars in the
NESS data that have not been previously observed in CO: IRAS
17565-2035 and IRAS 19321+2757 (IRC +30374).

We have used the same MCMC implementation as in Sec-
tion 3.4 to fit a broken power law to the MLR as a function of
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ted in blue while carbon-rich sources are in orange. A broken power law
fit to the NESS data is shown in dashed black, and the grey lines show
random draws from the posterior distribution as an indication of the
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expansion velocity, as is shown in Figure 7. We find

log
(

MLR
M⊙ yr−1

)
= 0.120+0.008

−0.008

(
vinf

km s−1

)
− 7.4+0.9

−0.9 (4)

until the break at vinf = 16.8+0.8
−0.7 km s−1. This corresponds to

an MLR saturation value of 3.9+0.5
−0.4 × 10−6 M⊙ yr−1. The given

uncertainties are the 68% credible interval on each parameter,
and a corner plot of the full MCMC distributions is shown in
Figure A.3. To determine whether this slope is due entirely to
the dependence of MLR on expansion velocity in Eq. (2), we per-
form a t-test with the null hypothesis equal to the slope expected
given the values of bJ in Ramstedt et al. (2008). The estimates
for the slopes obtained are around 2.3. The p value of the null
hypothesis is ∼10−23, clearly rejected at high significance.

There are only 18 NESS sources with vinf > 23 km s−1,
of which 12 are carbon stars with velocities up to 33 km s−1.
Except for one O–rich Mira (vinf ≈ 24 km s−1), the remain-
ing are either RSGs or post-AGB/binary stars, or they show
clear deviations from the soft-parabola profile in at least one
of the two lines. OH/IR stars in our sample are restricted to
vinf < 22 km s−1. These results are consistent with the expec-
tation from hydrodynamic models – single M-type models tend
to have vinf < 25−30 km s−1, while single C-star models extend
beyond 30 km s−1 (Bladh et al. 2019a,b). Our results are con-
sistent with those of De Beck et al. (2010) – once we eliminate
RSGs, sources that have evolved beyond the AGB, and sources
with line profiles that deviate from a soft parabola, the highest
expansion velocity in their sample (their Table A.1) belongs to
an OH/IR star (25 km s−1).

Vassiliadis & Wood (1993) noted that the MLR for Galactic
Miras increases exponentially with pulsation period for peri-
ods ≲500 d. Beyond this period, the MLR seems to saturate
at values consistent with the superwind phase, where the MLR

A276, page 8 of 16



Wallström, S. H. J., et al.: A&A, 704, A276 (2025)

0 500 1000 1500 2000
Period (d)

8

7

6

5

4

lo
g(

M
LR

 / 
M

 y
r

1 )

C-rich AGB (24)
OH/IR (12)
Mira (12)
RSG (5)

S-type AGB (1)
Long-period var. (1)
Saturation MLR
De Beck et al. (2010)

Fig. 8. Mean MLR vs median period for our sample (grey circles).
Sources with vinf > 17 km s−1 are coloured according to their SIMBAD
object type. The fit from De Beck et al. (2010) (dashed curve) repro-
duces the increasing trend in our data well. The saturation MLR from
our broken-power law fit (Equation (4), solid line) is also shown for
comparison.

is at the radiation pressure limit given by L/(cvinf) with vinf ≈

15 km s−1, which is comparable to the location of the knee
(vinf ≈ 17 km s−1) in Figure 7. De Beck et al. (2010) found a
similar trend, with a somewhat higher period before saturation
(∼850 d, their Figure 14). In Figure 8, we plot our mean MLRs
(averaged over both CO lines) against the median values calcu-
lated from the pulsational periods compiled by McDonald et al.
(2025) for the NESS sample. Sources with vinf > 17 km s−1, cor-
responding to the break found in the MLR versus vinf plot, are
highlighted in the figure and grouped by SIMBAD object type.
Our data replicate the increasing trend followed by saturation
around ∼750 d. The rising trend of MLR with expansion veloc-
ity at low MLRs is well reproduced by the relation from De Beck
et al. (2010) (solid line in the figure). The MLR saturation val-
ues quoted by Vassiliadis & Wood (1993) and De Beck et al.
(2010) are roughly an order of magnitude higher than our value.
This difference is not unexpected, given the scatter in their data,
the tendency of the Ramstedt et al. (2008) relation to underes-
timate high MLRs, and the bias of literature samples towards
higher-MLR stars (see below).

To compare our results with the literature sample, we
have divided the NESS results into two subsamples: the 221
sources that are part of the literature sample (NESS-lit) and the
272 that are not (NESS-nonlit). Both subsamples have similar
median MLR values: 1.7× 10−6 M⊙ yr−1 and 7.5× 10−7 M⊙ yr−1

for NESS-lit and NESS-nonlit, respectively. The range of
MLRs is also comparable between NESS-lit (3.1 × 10−8−4.4 ×
10−5 M⊙ yr−1) and NESS-nonlit (1.9×10−8−1.9×10−5 M⊙ yr−1).
However, the NESS-lit subsample extends to larger expansion
velocities (38.8 km s−1) than NESS-nonlit (26.9 km s−1), and has
a higher median expansion velocity of 13.4 km s−1, as compared
to a median expansion velocity of 10.3 km s−1 in the NESS-nonlit
subsample.
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Fig. 9. Histogram and KDE of the MLR derived for NESS sources
that are in the literature sample (NESS-lit), and those which are not
(NESS-nonlit).

In the MLR histogram in Figure 9, we can see that overall
higher MLR sources are over-represented in the NESS-lit sub-
sample. This is expected, as the literature sample is drawn from
previously detected sources, and hence biased towards brighter
and higher-MLR stars. There are also stark differences in chemi-
cal composition and detection rates between the two subsamples,
as seen in Table A.1. The NESS-nonlit subsample contains only
three C-rich sources, while the other 95% of the C-rich sources
in our data belong to the NESS-lit subsample. Most (60%) of
the sources in the NESS-nonlit sample with uncertain chemical
classifications are in the low tier, whereas the known carbon stars
from the NESS-lit sample are typically found in the high and
intermediate tiers. The uncertain classifications therefore do not
significantly alter our conclusions. Furthermore, for NESS-lit,
97% of sources are detected in CO (2–1) and 90% are detected
in CO (3–2), as compared with only ∼60% in both lines for
the NESS-nonlit subsample. Many of the detected NESS-nonlit
sources have no previously published CO data. Another differ-
ence is the proportion of sources with a soft-parabola-shaped
CO line: 80% of the NESS-lit sources but nearly 100% of the
NESS-nonlit sources, showing that unusual sources are over-
represented in the literature sample. This shows the value in
building a volume-limited sample: NESS includes a lot of under-
studied sources, forming a more complete picture of the local
population of AGB stars and, while many of these observations
are non-detections and hence provide only upper limits, this is
still a vital aspect of characterizing the entire AGB population,
especially given our homogeneous observing setup.

We also compare our derived MLR and expansion velocity
values with those calculated in the literature papers described in
Appendix B for the 162 individual sources with CO detections in
both NESS and the literature sample. Dividing our MLR with the
mean of literature values for each source yields a range between
0.02−8.7 with a median ratio of 0.88, while for the expansion
velocity we find a range between 0.5 and 1.7 with a median
ratio of 0.96, shown in Figure 10. While this spread is large,
the empirical MLR calculations have uncertainties of about an
order of magnitude, and most values are within these uncertain-
ties. We also note that the literature MLRs are calculated in a
wide variety of ways (see Appendix B), for which uncertainties
are not always quantified. The ratio of the expansion velocities
has a narrower distribution, centred on unity as expected, though
some ratios show discrepancies of up to a factor ∼2. Some of
the literature observations are of CO (1–0) or SiO lines, rather
than CO (2–1) or (3–2), which may explain some of the dis-
crepancy; for example, the higher excitation of SiO lines may
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Fig. 10. Mass-loss rates and expansion velocities derived in this paper,
as compared with the values from literature, for sources common to both
samples. The dashed line corresponds to a ratio of 1 and the shaded
region covers the central 68% of values.

result in a lower velocity since it tends to be emitted in the inner
wind, while CO(1–0) may produce broader lines since it probes
the outermost parts of the envelope. Furthermore, low signal-
to-noise observations can underestimate line widths. We note
that, of the spectra in our dataset with inferred expansion veloc-
ities outside the 68th percentile, almost 80% have soft parabola
shapes. This indicates that the NESS velocity estimates for these
spectra are reliable despite their disagreement with the literature
values.

4. Conclusions

This paper has presented initial CO results from the NESS sur-
vey, observed and analysed in a homogeneous way using a new
JCMT data reduction pipeline. We have demonstrated the advan-
tages of a volume-limited sample, like NESS, for probing a large
range of CO mass-loss rates. This first data release contains CO
observations for 485 sources that are divided into four tiers with
increasing distance and dust production rate.

We summarise our findings as follows:
– We find overall detection rates of 81% for CO (2–1) and

75% for CO (3–2), including 59 sources with no previously
published CO detections.

– 82% of CO lines conform to a soft parabola shape, while 11
sources show a double wind. The majority of these double-
wind sources are oxygen-rich, and tend to have lower-than-
average mass-loss rates around a few ×10−7 M⊙ yr−1.

– Estimated 12CO/13CO ratios have a median of 7.3 for the
full sample and a median of 10.5 for the few sources where
the 12CO line appears to be optically thin. Carbon-rich
sources have overall slightly higher values than oxygen-
rich, but the small differences indicate that other effects
such as optical depth has a larger impact on the estimated
ratios. We also find a weak negative correlation between the
12CO/13CO ratio and mass-loss rate, which is also likely due
to optical-depth effects.

– We calculate gas mass-loss rates using the empirical for-
mula from Ramstedt et al. (2008), resulting in uncertainties
of about an order of magnitude. Overall, these estimates are
similar to values found in literature and from models.

– We find a power-law relation between the MLR and DPR, up
to a MLR saturation value of 5.3+1.0

−0.8 × 10−6 M⊙ yr−1, imply-
ing there is no single gas-to-dust ratio for the population of
AGB stars.

– We show the distributions of gas-to-dust ratios for both
oxygen-rich and carbon-rich AGB stars, which have median
values of 250 and 680, respectively. The gas-to-dust ratio is
found to be negatively correlated with the DPR, indicating
that the dust-production process is more efficient at higher
DPR, lowering the gas:dust ratio. While this correlation is at
least in part due to the definition of the gas:dust ratio in terms
of the MLR and DPR, the lack of correlation with MLR may
indicate a change in the distribution of radiative momentum
towards greater acceleration at higher DPR, explaining the
increase in velocity at higher DPR.

– We find a power-law relationship between MLR and
expansion velocity, up to a MLR saturation value of
3.9+0.5
−0.4 × 10−6 M⊙ yr−1, which corresponds to a velocity of

∼17 km s−1. This is similar to the MLR saturation value
found for the MLR-DPR relation, though the two values are
not within each others credible intervals.

– Comparing the NESS results with a large combined lit-
erature sample finds high mass-loss-rate sources are over-
represented in the literature sample, especially among
carbon-rich sources. The literature sources also have higher
expansion velocities.

– The most striking difference between the NESS results and
the literature sample are the detection rates. Over 90% of
sources that are in the literature sample are detected in our
data, while only ∼60% of sources not in the literature sample
are detected, and many of these have no previously published
CO data. The proportion of sources showing a soft parabola
line shape also differ: about 80% of sources in the litera-
ture sample show a soft parabola shape compared with over
98% of sources not in the literature sample. These statis-
tics reflect the under-representation of low-MLR sources
and over-representation of extreme or unusual sources in
literature samples. NESS detects significant numbers of low-
MLR sources despite only being designed to sample them
in a small volume, reflecting a potentially large bias in the
literature.

– We also compare the calculated MLRs for individual sources
with literature values, which are found be consistent within
the (large) uncertainties.

Overall the initial analysis of 485 NESS sources highlights the
importance of our volume-limited approach in characterizing the
local AGB population as a whole, and of including upper limits
derived from non-detections, especially given our homogeneous
observing strategy. As illustrated by the discrepancy in detec-
tion rates between the NESS sources included in and excluded
from the literature sample, NESS is probing more low-MLR and
under-observed sources.

Data availability

The data underlying this article are available in the article and
in its online supplementary material, and on the NESS web-
site https://evolvedstars.space. Table C.1 is available at
the CDS via https://cdsarc.cds.unistra.fr/viz-bin/
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Appendix A: Additional plots

A.1. Detection statistics
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Fig. A.1: Heatmaps showing detections in the JCMT heterodyne data
processed in this paper for the O–rich (top), C–rich (centre), and the
full sample of observed NESS sources.

A.2. Corner plots

Fig. A.2: Corner plot of the MCMC fit to the log(MLR)-log(DPR) plot
in Figure 5. The 16th, 50th, and 84th percentiles are marked with dashed
lines, and the contour plots show 1σ and 2σ contours.

Fig. A.3: Corner plot of the MCMC fit to the log(MLR)-expansion
velocity plot in Figure 7. The 16th, 50th, and 84th percentiles are marked
with dashed lines, and the contour plots show 1σ and 2σ contours.
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Appendix B: Description of the literature sample
for comparison with NESS results

We will compare our observations to a combined literature sam-
ple of relatively large previous studies of AGB stars that have
calculated gas MLRs, which includes the results of Loup et al.
(1993); Schöier & Olofsson (2001); Olofsson et al. (2002); Gon-
zalez Delgado et al. (2003); Ramstedt et al. (2009); De Beck
et al. (2010). This sample has a total of 616 observational data
points across ∼350 sources, comparable to our 1013 data points
across 493 sources so far. This section will give an overview of
the chosen samples of these studies, and summarise their results.

Loup et al. (1993) collect a sample of 444 evolved stars
with previous detections in either CO or HCN. They calculate
MLRs for 284 AGB sources, using an empirical formula based
on CO (1–0) intensity from Knapp & Morris (1985), and tak-
ing into account the CO dissociation radii calculated by Mamon
et al. (1988). In cases where they have several observations of a
source, they report a mean calculated MLR and measured expan-
sion velocity, but without an indication of the spectral quality of
the various observations. As such, there are some cases of large
discrepancies between individual values for a single source. For
oxygen-rich AGB stars they find MLRs ranging from 1 × 10−7

to 5 × 10−5 M⊙ yr−1, and expansion velocities generally between
5–20 km s−1, with very few sources above 20–25 km s−1. For
carbon-rich AGB stars they find MLRs ranging from 3 × 10−7 to
5× 10−5 M⊙ yr−1, and expansion velocities generally between 5–
30 km s−1, with a fairly continuous distribution up to 35 km s−1.
They caution that their sample has ‘no sound statistical basis but
merely reflects the personal biases of the various observers in
the field.’ It is obviously biased towards stronger sources (which
tend to have higher MLRs) as they require a CO or HCN detec-
tion. The sample is also biased towards peculiar sources that
previous observers have been interested in, such as bipolar out-
flows, which will make the MLR calculations less reliable. Their
sample is also strongly biased against galactic plane sources
and towards sources in the northern sky, though they note their
inclusion of the Nyman et al. (1992) SEST study helps mitigate
this.

Schöier & Olofsson (2001) observe a sample of 68 carbon-
rich AGB stars, consisting of all sources with CO detections
from an earlier study by Olofsson et al. (1993) that targeted
the brightest (K < 2 mag) carbon stars in the sky. Schöier &
Olofsson (2001) note that their sample includes all sources with
distances up to 500 pc, and is probably only missing about a third
of sources out to the maximum distance of ∼1 kpc. They use
observations of CO (1–0), (2–1), and (3–2), and radiative transfer
modelling to determine MLRs. 61 sources are well fit with a 1D
model, and of the remaining 7 sources: 5 show detached shells,
and 2 are not spherically symmetric. From the well-fit sources
they derive MLRs between 5 × 10−9 and 2 × 10−5 M⊙ yr−1, with
a large fraction of sources around 3 × 10−7 M⊙ yr−1 and very
few below 5 × 10−8 M⊙ yr−1. They say the lack of MLRs below
5×10−8 M⊙ yr−1 seems to be real, and probably indicates a lower
limit to what is required to drive a dusty wind. They find that in
general at high MLR the most important feature in determin-
ing the MLR is the temperature structure, while a wider range
of parameters are important at low MLR. This makes sense as
the CO emission tends to be saturated for high MLRs, making it
harder to derive good model results from a few CO observations.
They also find the MLR to be well correlated with the measured
expansion velocity, and estimate that the studied types of car-
bon stars return ∼0.05 M⊙ yr−1 of gas to the galaxy, while more

extreme carbon stars (with MLRs above 2 × 10−5 M⊙ yr−1) may
provide an order of magnitude more.

Olofsson et al. (2002) present a sample of 69 oxygen-rich
AGB stars, which are either semi-regular or irregular variables.
These are the sources with CO detections from an earlier sample
by Kerschbaum & Olofsson (1999), chosen based on IRAS col-
ors indicating a dusty AGB envelope. They derive distances by
assuming a luminosity of 4000 L⊙. They use observations of CO
(1–0), (2–1), (3–2), and (4–3), and 1D radiative transfer mod-
elling to derive MLRs ranging from 2×10−8 to 8×10−7 M⊙ yr−1,
and find expansion velocities between 2.2 and 14.4 km s−1. 30%
of their sources have expansion velocities below 5 km s−1, so
this sample seems to be biased towards slower winds compared
to M stars in the NESS sample. 5 sources show expansion veloc-
ities below 3 km s−1, which corresponds to the escape velocity at
100 R⋆, far beyond the normally accepted acceleration zone that
only extends to ∼20 R⋆. They speculate that this may be due to
low radiative acceleration efficiency, leading to gas moving at a
constant velocity from a few stellar radii and eventually escap-
ing, yielding both low MLRs and low expansion velocities. In
general they find a good correlation between MLR and expan-
sion velocity. They also compare their results with the Schöier
& Olofsson (2001) results described above, which were derived
using the same methods, finding that the median MLRs are very
similar. However Olofsson et al. (2002) see a sharp cutoff around
MLRs of 10−6 M⊙ yr−1, which seems to be the maximum for
these types of stars. They note, however, that their sample is
biased by the IRAS colour selection for dusty stars, and they
of course do not include Mira variables that tend to have higher
MLRs. Their range of MLRs also does not extend to values as
low as those found for the carbon-rich sample.

Gonzalez Delgado et al. (2003) have a sample of 71 oxygen-
rich AGB stars, which have all been detected in CO emission
by Kerschbaum & Olofsson (1999) and Olofsson et al. (2002).
Using observations of several low-J transitions of SiO, for which
they find a detection rate of ∼60%, and radiative transfer mod-
elling they derive MLRs and SiO radial abundance distributions
for 44 sources. Additionally, they model CO (1–0), (2–1), (3–2),
and (4–3) emission from the 12 Mira variables in their sam-
ple to derive MLRs. For these 12 sources they find a very high
median MLR of 1.3 × 10−5 M⊙ yr−1, and only two sources have
low MLRs around 10−7 M⊙ yr−1. The median expansion veloc-
ity for the Miras is 15.3 km s−1, also significantly higher than
the 7 km s−1 found by Olofsson et al. (2002) for their sam-
ple of irregular and semiregular variables. Again, the two low
MLR Miras are the only ones with expansion velocities below
10 km s−1. Overall they find MLRs ranging from 2 × 10−8 to
4 × 10−5 M⊙ yr−1, with a median value of 4 × 10−7 M⊙ yr−1. For
expansion velocities they find a range from 2.3 to 19.3 km s−1,
with a median value of 7.5 km s−1. They find that the SiO lines
are generally narrower than CO, but have wide line wings mean-
ing the measured expansion velocities from both SiO and CO
lines are similar.

Ramstedt et al. (2009) have a sample of 40 S-type AGB
stars with previous CO detections, largely taken from the sam-
ple of Jorissen & Knapp (1998) of IRAS PSC S-type sources
with good quality IRAS fluxes. They note their sample is likely
biased towards higher MLRs, but they believe it to be represen-
tative of mass-losing S-type stars and complete to a distance of
600 pc (while the largest distance in their sample is 1210 pc).
Using observations of CO (1–0) and (2–1), as well as one or
more low-J transitions of SiO (which they detect in 26 sources),
and 1D radiative transfer modelling they derive MLRs and CO
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Table A.1: Detection statistics for the NESS data, and for its literature (NESS lit) and non-literature (NESS non-lit) subsamples.

Sample: All NESS % NESS lit % NESS non-lit %
Number of sources Total 485 100% 217 45% 268 55%

O-rich 421 100% 156 37% 265 63%
C-rich 64 100% 61 95% 3 5%

CO(2-1) detections Total 210/259 81% 147/151 97% 63/108 58%
O-rich 168/216 78% 106/110 96% 62/106 58%
C-rich 42/43 98% 41/41 100% 1/2 50%

13CO(2-1) detections Total 57/136 42% 57/123 46% 0/13 0%
O-rich 36/94 38% 36/82 44% 0/12 0%
C-rich 21/42 50% 21/41 51% 0/1 0%

CO(3-2) detections Total 320/428 75% 164/183 90% 156/245 64%
O-rich 268/374 72% 115/132 87% 153/242 63%
C-rich 52/54 96% 49/51 96% 3/3 100%

13CO(3-2) detections Total 55/178 31% 54/126 43% 1/52 2%
O-rich 37/147 25% 36/95 38% 1/52 2%
C-rich 18/31 58% 18/31 58% 0/0 –

Soft parabola shaped Total 432/485 89% 169/217 78% 263/268 98%
O-rich 387/421 92% 125/156 80% 262/265 99%
C-rich 45/64 70% 44/61 72% 1/3 33%

and SiO radial abundance distributions. They find median MLRs
of 4.5× 10−7 M⊙ yr−1 and 1.75× 10−7 M⊙ yr−1 for their Mira and
SRV samples respectively. These numbers are comparable to the
median value of 3 × 10−7 M⊙ yr−1 found for carbon-rich stars by
Schöier & Olofsson (2001) and for oxygen-rich stars by Olofs-
son et al. (2002) and Gonzalez Delgado et al. (2003). They find a
median expansion velocity of 8 km s−1, similar to the results for
oxygen-rich sources, and slightly lower than the 11 km s−1 found
for carbon-rich sources in previous studies.

De Beck et al. (2010) have a sample of 69 sources, including
mostly AGB stars but also some RSGs, hypergiants, post-AGB
stars, and YSOs. The data for this sample, consisting of 12CO
and 13CO transitions up to J=6-5, has been assembled over many
years. They use several CO transitions and 1D radiative trans-
fer modelling to derive analytical expressions to estimate MLRs.
They use this procedure to determine the MLRs for 50 of the
evolved stars in the sample to which they could fit a soft parabola
profile, of which 39 are AGB stars. They find AGB MLRs rang-
ing from 4 × 10−8 to 6 × 10−5 M⊙ yr−1, with a median value
of 4.1 × 10−6 M⊙ yr−1. This is a higher median value than the
∼3 × 10−7 M⊙ yr−1 found by the previously mentioned studies,
indicating a significant bias towards bright sources in this sam-
ple. They find a correlation between MLR and pulsation period
for periods below ∼850 days, representing Mira and semiregular
AGB pulsators, as well as short-period OH/IR stars. For 29 stars
in their sample they have both 12CO and 13CO observations, and
hence are able to estimate 12CO/13CO ratios by dividing their
respective integrated intensities (with a correction factor for dif-
ferences in line strength). They find 12CO/13CO ratios ranging
from 3.6 to 30.7 for their subsample of AGB stars (their Table
8), and note that these estimates are actually lower limits as the
12CO lines are often optically thick.

Many other studies of samples of AGB stars also draw
from the aforementioned surveys for their source selection (e.g.
Teyssier et al. 2011; Massalkhi et al. 2020; Ramstedt et al. 2020).
Overall this literature sample consists largely of sources with
previous CO detections, so it is biased towards the brighter AGB
stars with relatively high MLRs. The NESS sample thus comple-
ments these literature samples (Figure 1). Some of the samples
of carbon-rich or S-type stars are said to be complete out to a
few hundred parsec, but there has been little attempt to form a

complete sample of the much more abundant oxygen-rich stars,
and this significantly hinders our ability to draw firm physical
conclusions about them.
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Appendix C: Columns available in table of results

Table C.1: Description of columns in the table available at the CDS.

Column Description Unit
IRASPSC IRAS PSC identifier
SIMBAD_ID SIMBAD identifier
Chem_type Chemical type based on mid-IR spectra [‘O’ or ‘C’]; see Section 2.4
Tier Grouping from Scicluna et al. (2022) based on location in distance-DPR space

(‘very low’, ‘low’, ‘intermediate’, ‘high’, or ‘extreme’)
Peak_CO(2-1)a Peak intensity of the CO(2-1) line K
Peak_CO(2-1)_error Uncertainty in the peak intensity of the CO(2-1) line K
v_inf_CO(2-1) Expansion velocity of the shell derived from the CO(2-1) line (uncertainty 1 km s−1

km s−1)
Int_CO(2-1) Integrated intensity of the CO(2-1) line K km s−1

Int_CO(2-1)_error Uncertainty in the integrated intensity of the CO(2-1) line K km s−1

nchan_CO(2-1) Number of velocity channels in the CO(2-1) spectral band
CO(2-1)_rms RMS noise in the CO(2-1) line K
Int_13CO(2-1) Integrated intensity of the 13CO(2-1) line K km s−1

Int_13CO(2-1)_error Uncertainty in the integrated intensity of the 13CO(2-1) line K km s−1

Peak_CO(3-2) Peak intensity of the CO(3-2) line K
Peak_CO(3-2)_error Uncertainty in the peak intensity of the CO(3-2) line K
v_inf_CO(3-2) Expansion velocity of the shell derived from the CO(3-2) line (uncertainty 1 km s−1

km s−1)
Int_CO(3-2) Integrated intensity of the CO(3-2) line K km s−1

Int_CO(3-2)_error Uncertainty in the integrated intensity of the CO(3-2) line K km s−1

nchan_CO(3-2) Number of velocity channels in the CO(3-2) spectral band
CO(3-2)_rms RMS noise in the CO(3-2) line K
Int_13CO(3-2) Integrated intensity of the 13CO(3-2) line K km s−1

Int_13CO(3-2)_error Uncertainty in the integrated intensity of the 13CO(3-2) line K km s−1

MLR_CO(2-1) Empirical mass-loss rate derived from the CO(2-1) line using the Ramstedt et al. M⊙ yr−1

(2008) formula
MLR_CO(2-1)_error Uncertainty in the mass-loss rate derived from the CO(2-1) line M⊙ yr−1

CO(2-1)_upperlimit Flag designating whether the CO(2-1) line is detected (0) or is below 3 times
the RMS (1)

MLR_CO(3-2) Empirical mass-loss rate derived from the CO(3-2) line using the Ramstedt et al. M⊙ yr−1

(2008) formula
MLR_CO(3-2)_error Uncertainty in the mass-loss rate derived from the CO(3-2) line M⊙ yr−1

CO(3-2)_upperlimit Flag denoting whether the CO(3-2) line is detected (0) or is below 3 times the
RMS (1)

IsoRatio(2-1) Isotopic ratio 12CO/13CO derived from the (2-1) lines
IsoRatio(3-2) Isotopic ratio 12CO/13CO derived from the (3-2) lines
DPR Dust-production rate from SED fit M⊙ yr−1

DPR_error Uncertainty in the dust-production rate M⊙ yr−1

GasDust_CO(2-1) Gas-to-dust ratio derived from the CO(2-1) line
GasDust_CO(2-1)_error Uncertainty in the gas-to-dust ratio derived from the CO(2-1) line
GasDust_CO(3-2) Gas-to-dust ratio derived from the CO(3-2) line
GasDust_CO(3-2)_error Uncertainty in the gas-to-dust ratio derived from the CO(3-2) line
SoftParabola_CO(2-1) Flag denoting whether the CO(2-1) line shape is a soft parabola (1) or not (0)
SoftParabola_CO(3-2) Flag denoting whether the CO(3-2) line shape is a soft parabola (1) or not (0)
OptThin_12CO(2-1) Flag denoting whether the CO(2-1) line is optically thin (1) or not (0)
OptThin_12CO(3-2) Flag denoting whether the CO(3-2) line is optically thin (1) or not (0)
First_det Flag denoting whether the NESS observation is the first CO detection for the

source (1) or not (0)
Notes: a All peak intensities, expansion velocities, and the related uncertainties in the table are estimated from soft-parabola fits.
Integrated intensities are derived from the spectrum, not from the models.
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