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Abstract—Cross-border payment (CBP) systems are critical to the global economy but are increasingly susceptible to cyber threats due 

to their complex structures and diverse transaction models. This paper analyzes cyber vulnerabilities across four CBP models: 

correspondent banking (SWIFT), infrastructure (ApplePay), closed-loop (PayPal), and peer-to-peer (Ripple). It employs the STRIDE 

methodology and adapts the cyber threat modeling framework proposed by Khalil et al. Key objectives include identifying 

vulnerabilities, assessing the impact of threats, and proposing mitigation strategies. The corresponding banking model shows the highest 

threat impact due to extensive transaction elements crossing trust boundaries. In contrast, the closed-loop model demonstrates lower 

vulnerability because of fewer components outside its trust boundary. Peer-to-peer and infrastructure models present moderate risk 

levels influenced by blockchain transparency and infrastructure dependencies. Critical threats identified include abuse of authority, 

malware, and script injection, which can result in significant losses, such as financial theft, service outages, and data breaches. Results 

indicate that interactions between processes across trust boundaries exacerbate cyber risks. Strategic recommendations include 

reducing system complexity, reinforcing security protocols at trust boundaries, and integrating advanced threat detection mechanisms. 

The study highlights these vulnerabilities and risks and underscores the need for robust cybersecurity measures to protect CBP systems. 

This research contributes to the existing knowledge by providing a detailed threat assessment and practical insights for improving CBP 

security. Future studies should explore alternative modeling methods, update security contexts to reflect real-world scenarios, and 

analyze the impact of open banking technologies.  
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I. INTRODUCTION

Cross-border payment (CBP) facilitates global economic 
connectivity by allowing payments between financial 
institutions in different jurisdictions [1]. CBP supports rapid 
international market expansion and efficient transactions in 
the digital era, promoting economic growth and easier access 
to financial services. Technological advancements in CBP 
reduce transaction costs and currency fluctuation risks, 
bridging global economic and cultural gaps. Current literature 
explores various aspects of CBP, including blockchain 
applications [2], risks associated with emerging technologies 
[3], and security strategies [4]. Specific studies address 
interbank CBP security controls like SWIFT [5] and highlight 
the potential for significant cyber-attacks leading to financial 
crises [6]. 

Cyber threat modeling is crucial for identifying and 
mitigating these risks, and it is discussed through various 
techniques such as STRIDE, DREAD, and OCTAVE [7]. 
Khalil et al.'s method [8] for Cyber-Physical Systems (CPS) 
is adapted for this study. Despite several studies on cyber 
threats in financial services, there needs to be more detailed 
evaluations of CBP's security risks [9]. 

This research applies the STRIDE method to model cyber 
threats in four CBP models: corresponding bank, closed loop, 
infrastructure, and peer-to-peer. The STRIDE method is a 
cybersecurity threat analysis framework developed by 
Microsoft to identify potential security threats to information 
systems. STRIDE stands for Spoofing, Tampering, 
Repudiation, Information Disclosure, Denial of Service, and 
Elevation of Privilege. This method helps identify security 
threats, increases risk awareness, and enhances system 
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security [10]. This study focuses on specific threats, asset 
identification, and system architecture based on Bech & 
Hancock's model [11], acknowledging limitations in the 
scope and technology considerations. The primary questions 
are: What are the potential cyber threats to the four CBP 
models? What factors influence the results of cyber threat 
modeling in the CBP model? 

This work substantially contributes to the existing body of 
knowledge by conducting a thorough analysis of cyber 
hazards in Correspondent Banking Payment (CBP) systems 
using the STRIDE methodology. This research provides 
significant insights and practical risk management techniques 
by identifying and analyzing vulnerabilities in various CBP 
models, such as banking, closed loop, infrastructure, and peer-
to-peer platforms. This study focuses on a significant 
deficiency in the current body of research, providing a 
thorough analysis of neglected aspects of CBP security. 
Moreover, it lays a strong groundwork for future studies to 
improve the security and resilience of CBP systems in the face 
of ever-changing cyber threats.  

A. Cross-Border Payments (CBP) 

CBP involves payments between financial institutions in 
different jurisdictions, facilitating fund transfers across 
borders and often requiring currency conversion. This system 
is complex, involving various actors, elements, and processes. 
The Bank for International Settlements [12] highlights the 
importance of understanding CBP features to ensure efficient 
operations. Key features include currency conversion, anti-
money laundering (AML) regulations, and Know Your 
Customer (KYC) protocols, with additional costs such as 
transaction and intermediary fees. Different CBP models 
include corresponding banks, closed loops, infrastructure, and 
peer-to-peer (P2P) systems [11] (see Fig. 1). Each model has 
unique cost, speed, and availability characteristics, with the 
corresponding bank model being the earliest and most flexible 
but also the slowest. Digital technology advancements, 
including blockchain and digital currencies, are reshaping 
CBP, making it more efficient and cost-effective [11]. 

 
Fig. 1 CBP Models 

B. Cyber Threat Modeling 

Malicious software (malware) poses significant threats to 
computer systems, exploiting vulnerabilities and causing 

severe financial damage, with cybercrime costs reaching more 
than ten trillion US dollars annually [13]. Effective threat 
modeling helps identify, assess, and manage potential 
cybersecurity risks, ensuring digital trust, data protection, 
legal compliance, and business continuity [14]. Various threat 
modeling methods, including STRIDE, DREAD, PASTA, 
and others, provide comprehensive risk assessment 
frameworks [7], [15]. STRIDE, widely used and integrated 
into the Microsoft Security Development Cycle, analyzes 
system components against six security objectives: 
confidentiality, integrity, availability, authentication, 
authorization, and non-repudiation [8], [15]. Despite its 
maturity, no standard procedure exists for applying STRIDE 
to CBP systems. Research indicates a gap in integrating threat 
modeling with CBP, necessitating further studies to address 
this issue [6], [16], [17], [18], [19]. 

The remainder of this paper is structured as follows: 
Section 2 reviews the relevant literature, providing a 
foundation for the study, outlines the research methodology 
employed in the analysis. Section 4 presents and discusses the 
findings of the research. Finally, Section 5 offers concluding 
remarks and suggests directions for future research. 

II. MATERIALS AND METHOD 

In this study, cyber threat modeling for CBP was conducted 
using the STRIDE method across four CBP schemes, 
adapting the framework proposed by Khalil et al. [8]. This 
adaptation does not include the last two stages (8 and 9), as 
the research questions have already been answered in stage 7. 
The adaptation is presented in Fig. 2. 

 

 
Fig. 2  Our research method is adapted from Khalil et al. 

A. Cyber Attack Taxonomy Identification:  

Cyber-attack taxonomy is a systematic classification of 
cyber-attacks based on characteristics, methods, and 
objectives, aiding in developing effective defense strategies. 
Research highlights that the financial and insurance sector 
ranks seventh among industries most frequently targeted by 
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cyber-attacks, with diverse attack types driving the need for 
robust threat modeling [20]. The first stage involved a 
literature review on cyber-attacks in payment systems, 
helping us to understand the targeted environment and 
relevant security issues. This review was focused on CBP 
attacks, leading to a cyber-attack taxonomy that could be 
updated during threat elicitation if new attacks were found. 

Cyber-attacks on Cross-Border Payment (CBP) systems 
can be grouped by techniques such as malware, DoS/DDoS, 
misconfiguration, scams, account takeover, and script 
injection. Ransomware emerged as the top threat in 2022-
2023, accounting for 37.7% of attacks, followed by account 
takeover at 15%, DoS/DDoS at 2.7%, script injection at 
2.05%, and scams and misconfigurations at around 1.5% each 
(Top 10 cyber-attack techniques 2018-2023) [21]. 

 

 

Fig. 3  Cyber-attack taxonomy of CBP 

 
The study identifies that CBP systems face numerous cyber 

risks in payment systems. While BIS [5] outlines CBP 
services’ functions and features, it does not detail the relevant 
cyber risks. Simmons et al. [11] developed the AVOIDIT 
cyber threat taxonomy, classifying attack vectors and their 
organizational impacts. Fig. 3 displays the consolidated attack 
taxonomy derived from AVOIDIT, NIST Digital Identity 
Guidelines, and characteristics from BIS [5]. Fig. 3 is also 
modified from Khalil et al.'s [9] cyber attack taxonomy with 
the addition of a confidentiality attack. 

B. Identification of Information Assets and Systems  

This stage aimed to identify and categorize all information 
assets within the CBP system, with a focus on ensuring the 
completeness and accuracy of the asset list. Using system 
architecture diagrams, assets were identified, and potential 
threats were modeled using the CBP model [11]. We surveyed 
practitioners and users of CBP services to carry out this 
identification, and the results are summarized in Table I. In 
addition to the survey, we reviewed the literature to reinforce 
the categorization. Ultimately, we determined the focus of the 
study for threat modeling within the CBP system services. 
Specifically, we selected SWIFT for the corresponding bank 
model, PayPal for the Closed-Loop model, ApplePay for the 
Infrastructure model, and Ripple for the Peer-to-Peer model. 

 

TABLE I 
RESULT OF THE QUESTIONNAIRE ON CBP SERVICES/PRODUCTS 

Service/ 

Product 
NR CB CL Inf P2P Total 

Swift 24 24 2 4 3 33 
Credit/Debit 12 12 1 19 1 33 
Currency 
Transfer 

28 28 0 1 4 33 

Remittance 25 25 2 3 3 33 
Western Union 7 7 5 17 4 33 
Moneygram 10 10 10 10 3 33 
Wise 8 8 14 5 6 33 
Transfez 11 11 10 7 5 33 
Paypal 2 2 21 7 3 33 
Alipay 1 1 18 10 4 33 
ApplePay 1 1 19 11 2 33 
Google Pay 3 3 19 11 0 33 
Blockchain 0 0 3 7 23 33 

*NR: Number of Respondents, CB: Corresponding Bank,  
CL: Close Loop, Inf: infrastructure, P2P: Peer-to-peer 

1) Correspondent Bank Model: The Correspondent bank 
structure described in BIS publication [22]  is depicted in Fig. 
4. Notation A indicates that the payer is using a correspondent 
bank only, and the process begins with number A.5, crediting 
of bank C account with bank B. Number A.6 payment 
message from bank B to bank C via a telecommunication 
network. Number A.7 is the debiting of Bank B’s mirror 
account with Bank C, which is kept for accounting purposes. 
The last one is number 8, which is crediting the receiver’s 
account with bank C. 

Notation B is the involvement of another payment system. 
The system starts with number B.5, a payment message from 
bank B to the payment system. Number B.6 is Settlement via 
the payment system. Number B.7 is a Payment message from 
the payment system to bank C. The last one, the same as 
number 8, is crediting the receiver’s account with bank C. 

 
Fig. 4  Correspondent bank payment 

2) Close loop Model: As the PayPal system in Fig. 5, the 
closed loop model builds an independent system with 
microservices based on Node.js. Paypal includes a payment 
gateway, software that connects a merchant's shopping cart to 
the processing network. The payment gateway performs 
security checks to prevent fraud, such as encrypting credit 
card numbers and verifying digital signatures. Paypal can be 
connected with a credit card, bank account, debit card 
information, PayPal balance, and credit from PayPal directly 
in the PayPal dashboard. From the merchant’s point of view, 
PayPal can be implemented by adding a PayPal icon built with 
an integrator system from PayPal. 
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Fig. 5  PayPal payment [23] 

3) Infrastructure Model: The infrastructure model uses 
applications and provides hardware such as identity, point-of-
sales tags, etc. Point of Sale (PoS) payment simplifies the payment 
process by touching a device that stores digital money in a 
digital wallet. Examples of this technology are ApplePay, 
SamsungPay, and AndroidPay. Identity in ApplePay adds 
some biometric security checks by Face Recognition or Face 
ID and fingerprint or Touch ID, and all of them are secured 
with a secure enclave, as depicted in Fig. 6. The basis used is 
the level of penetration and use of ApplePay globally [24], [25]. 

 
Fig. 6  Secure Enclave [26] 

 
ApplePay payment starts with an iPhone Secure Element 

(SE) authentication process by adding biometrics (FaceID, 
Touch ID) or PIN. SE generates a Dynamic Cryptogram 
consisting of a payment token, amount for payment, or 
Dynamic CVV using the CVV key by the issuing bank. In 
general, SE passes the Device Account Number (DAN) using 
POS specifications related to EMVCo [27]. 

POS Terminal passes DAN, Dynamic Cryptogram, 
Dynamic CVV to Acquier bank. In some cases, acquiring 
banks and merchant banks are different. Merchant banks pass 
DAN, Dynamic Cryptogram, and Dynamic CVV to the 
payment network. It passes again to the Token Service 
Provider (TSP) to generate a Payment Token and look up the 

real Personal Account Number (AN). Payment Network uses 
real PAN to contact the issuer bank and the transaction 
amount, including Transaction Token and Dynamic CVV. 
CVV decrypted and checked the customer’s credit limit or 
balance in the Issuer bank dynamic. An authorized payment 
response has been sent back to Payment Network. 

4) Peer-to-Peer Model: Ripple is an entity in the financial 
technology sector that focuses on creating innovations in 
more efficient cross-border payment solutions. Ripple aims 
to revolutionize cross-border payment methods by reducing 
costs, speeding up processes, and increasing transparency in 
international financial transactions [28]. Central Bank can use 
Central Bank Digital Currency (CBDC) Private Ledger from 
Ripple without building a network. Digital Dolar Project [29] 
works with Ripple in the technical sandbox. 

Ripple presents various products and solutions to make 
cross-border payments more manageable. Core products 
offered include RippleNet, xCurrent, xRapid, and xVia. 
xCurrent is a Ripple product that facilitates CBP. According 
to [30], the Ripple network can handle 1500 transactions per 
second with a maximum of 5 seconds for settlements and 
charge approximately $0,0002 for transaction fees.  

Payment on Ripple begins with sending institution requests 
a fiat-to-fiat pricing quote from the receiving institution. 
Upon receipt, the quote with prenegotiated margins is 
approved. The sending institution submits payment 
instructions to the company and debits funds to a digital asset 
wallet funded by Ripple with XRP. Ripple transfers the funds 
to the receiver’s XRP wallet in 3 to 5 seconds. The receiving 
institution can immediately pay the end beneficiary in fiat 
while converting the receiving XRP to fiat currency. The 
sending institution is invoiced at the start of the following 
business week after making the payments.  

C. Mapping System to Data Flow Diagram (DFD)  

System architecture diagrams for SWIFT, ApplePay, 
PayPal, and Ripple were obtained from various sources, 
mapping entities, processes, interactions, data storage, and 
data flow into DFDs. Iterations between stages two and three 
clarified the process. 

D. Security Context Definition and Trust Boundary 

Determination:  

Determining trust boundaries is based on the security 
context discussed earlier. Key assumptions significantly 
impact the chosen trust boundary. For instance, assuming 
some CBP system components are physically secure without 
considering the technology provider (vendor neutrality) or 
excluding wireless connections affects the trust boundary. 
This is crucial for assessing the trustworthiness of CBP 
system elements and precisely measuring security risks. Key 
assumptions influencing trust boundary: 

1) Physical Security of CBP Components: Higher trust is 
placed on data and transaction security if components are 
assumed to be physically secure. However, this must be tested 
rigorously as physical attacks remain a threat. 

2) Vendor Neutrality: Whether the technology provider 
necessitates separate trust assessments, adding complexity due 
to varying security levels. 
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3) Network security: Assumptions about network safety 
influence trust in data transmission security. Networks are 
common weak points in cyber-attacks, requiring careful 
security consideration. 

4) Third-Party Involvement: Trust assumptions about 
third parties (e.g., cloud service providers) impact data and 
information security. Contractual clauses on confidentiality, 
integrity, and data protection are critical in defining trust 
boundaries in cyber threat modeling. 

Transparency in identifying and testing these assumptions 
in real security contexts is essential. This enables better-
informed decisions regarding CBP system security and an 
understanding of potential risks in a dynamic environment. A 
significant decision is trusting the organization’s internal 
network while considering potential authority abuse. This 
includes CBP system components within a single trust 
boundary of the administering organization (bank/system 
operator). Consequently, many threats discussed in previous 
studies (e.g., [31]) are excluded under this assumption. 

E. Threat Elicitation and Cyber Attack Taxonomy Update 

Focused on producing threat analysis using STRIDE-per-
element, each DFD component was individually analyzed. 
STRIDE-per-interaction, though more complex, was also 
considered. Deng et al. [32]  and Mbaka et al. [33] found 
STRIDE-per-element to be more comprehensive. This stage 
highlighted the importance of visibility in threat identification 
for decision-makers. 

F. Threat Consequence and Loss Identification  

Conducted by analysts and cybersecurity experts, this stage 
involves analyzing each potential threat and identifying its 
impact and potential tangible and intangible losses. The result 
was a prioritized list of security requirements for enhancing 
system security, aiding stakeholders in selecting appropriate 
security controls. 

III. RESULTS AND DISCUSSION 

A. Cyber Attack Taxonomy 

Cyber threats are categorized into two groups: threat 
preconditions and threat consequences. Threat preconditions 
include device and network compromise, which attackers 
must access and damage system assets. Threat consequences 

negatively affect data confidentiality, integrity, and availability. 
Synchronization between threat preconditions and 
consequences leads to ultimate threat consequences. For 
instance, social engineering can compromise devices, 
impacting all aspects of data security. The implications of the 
relevant threat to CBP systems are detailed in Table II. 

B. Identification of System and Information Asset 

Based on the literature study from the 4 CBP models, there 
are several important assets each. All CBP has four elements: 
Entity, Process, Data Flows, and Database. Four elements 
pass the next steps of mapping into DFD. 

C. Mapping into DFD and Security Context Analysis 

DFD is a visual tool used to describe the system’s flow of 
data and processes. By including cybersecurity aspects in 
DFD, organizations can identify potential weak points and 
security risks in data flows. 

1) Corresponding Bank Model – SWIFT: The CBP 
payment chain of the corresponding bank model may also 
include transfers between institutions within a jurisdiction, 
which are typically conducted through payment systems. 
Sometimes, payment systems can also transfer payments 
through different jurisdictions. DFD of SWIFT can be seen in 
Fig. 7. 

2) Closed Loop Model – PayPal: The closed-loop model 
does not involve outside parties unrelated to the transaction 
process. In the context of PayPal, this means that every 
transaction made through the platform is processed internally 
by PayPal itself, without involving third parties. The DFD of 
PayPal is given in Fig. 8. 

3) Infrastructure Model – ApplePay: The infrastructure 
model is another closed loop model with enriching features 
that connect with the classical banking system. Infrastructure 
models are also bundled with funding devices and 
infrastructure. The DFD of the payment process in the 
infrastructure model is depicted in Fig. 9. 

4) Peer-to-Peer Model – Ripple: The peer-to-peer model 
is a different aspect of the payment system. Classical payment 
or money must be fully transferred to cryptocurrency. 
Ripple’s xCurrent data flow diagram was created, as shown 
in Fig. 10.

 

 
Fig. 7  DFD of SWIFT 
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Fig. 8  DFD of PayPal 

 

 

Fig. 9  DFD of ApplePay 

 

 

Fig. 10  DFD of Ripple 

TABLE II 
THREAT CONSEQUENCES (TC) 

Threat 

Code 
Threat Precondition 

Threat 

Consequence 

TC1 Social engineering, like phishing, business email compromise (BEC) C, I, A 
TC2 Sending malware C, I, A 
TC3 Script Injection C, I, A 
TC4 Misuse of authority (insider threat) C, I, A 
TC5 Attack on API C, I, A 
TC6 Misconfiguration that causes a vulnerability that is easy to exploit C, I, A 
TC7 Privilege escalation C, I 
TC8 Account hijacking/takeover C, I 
TC9 Command & Control (C2) C, I 
TC10 Scanning (port, OS, website) C 
TC11 DoS/DDoS A 
TC12 Message fabrication and modification I 
TC13 Data Exfiltration C 
TC14 Replay attack I 
TC15 Database dumping C 
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Fig. 11  Cyber threat modeling for SWIFT 
 

 

Fig. 12  Cyber threat modeling for PayPal 

 

 

Fig. 13  Cyber threat modeling for ApplePay 
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Fig. 14  Cyber threat modeling for Ripple 
 

D. Determination of Trust Boundary 

The trust boundary for the corresponding bank is depicted 
in Fig.11. The Trust Boundary for the closed loop is shown in 
Fig. 12. The infrastructure model with Apple Pay is shown in 
Fig. 13. The peer-to-peer model is shown in Fig. 14. 

E. Threat Elicitation and Cyber Attack Taxonomy Update 

In this stage, each threat definition generated for a particular 
DFD element has three general components: (1) Threat 
preconditions derived from the attack taxonomy, (2) Possible 
attack vectors, and (3) Impacted information assets. To ease 
the integration between STRIDE and the proposed attack 
taxonomy, we summarize the STRIDE mapping into the first 
two components of the proposed threat definition (attack 
preconditions and possible attack vectors) based on the 
taxonomy. Table I. Threat Consequences (TC) shows that the 
Threat Precondition attack state is selected from the attack 
taxonomy's Device or Network Compromise categories. 
Processes or databases are assumed to be captured by the 
Device Compromise category, while Network Compromise 
attacks information flows. Attack vectors are primarily 
selected from the attack categories against CIA in the attack 
taxonomy, except for Spoofing and Escalation of Privilege 
threats. We assume that attacks can be easily realized once a 
device or network is compromised. Therefore, we do not add 
specific attack vectors to the definition of those threat 
categories; instead, only the keyword “access to” is included 
in the threat definition. 

The threat elicitation stage resulted in 110 threats based 
on STRIDE, consisting of 12 threats related to spoofing, 23 
threats associated with tampering, 17 threats related to denial, 
22 threats related to information disclosure, 26 threats about 
denial of service, and 10 threats related to privilege escalation. 
We obtained threats related to 7 data flows, 13 processes, 2 
data stores, four external entities, and external processes. 
Trusted data streams are not analyzed at this stage, but they 
may be interpreted in future threat modeling exercises in case 
of modification of trust boundaries. 

 
 

1) Swift: 

The SWIFT model’s threat modeling is shown in Fig. 11, 
representing data exchanges within and between financial 
organizations. Table III details the STRIDE-per-element 
analysis. Table IV presents the STRIDE-per-interaction 
analysis. 

Table III details the impact of threats on elements in the 
DFD and their effects on Confidentiality, Integrity, and 
Availability (CIA). TC1 threats, like social engineering and 
phishing, affect the CIA across P1-P13. TC3 and TC6 threats, 
including script injection and misconfiguration, compromise 
elements E1E8, P2, P5, and P8, affecting integrity and 
availability. Additionally, TC1 threats can impact 
accountability (T), hindering the ability to identify and hold 
perpetrators accountable. Processes and entities in the DFD 
bank model face spoofing (S) and identity fraud threats from 
social engineering (TC1), abuse of authority (TC4), and 
account takeovers (TC8). TC7 and TC8 threats endanger the 
confidentiality and integrity of DF1, DF3, DB2, and DB5. 
TC2, TC4, and TC11 threats, such as malware, abuse of 
authority, and DoS attacks, threaten the availability of DF1-
DF4, DB1-DB7, and P1-P13. TC12, involving message 
fabrication, affects P2, P4, P6, and P8, compromising data 
integrity. 

STRIDE-per-interaction modeling in Table IV shows some 
interactions are vulnerable to all STRIDE threats, while others 
are susceptible to specific threats. For instance, interactions 
between P2-P5 and P5-P8 are vulnerable to all STRIDE 
elements, while P10-P11 is only vulnerable to S, I, and D. Key 
messages in the banking model, such as MT103 in the SWIFT 
system, are crucial for conveying payment orders. MT103 
signals are used for fund transfers directly or through 
intermediary banks between bank accounts. The equivalent 
ISO 20022 message, pacs.008, transfers customer credit. 
These messages flow from P2 to P5 (DF1), P5 to P8 (DF3), 
and P10 to P13, with P2 to P5 being the most critical. 
Tampering (T) can result from malware (TC2), script injection 
(TC3), misconfiguration (TC6), and message fabrication 
(TC12), threatening data integrity and necessitating accurate 
payment order procedures. 
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TABLE III 
STRIDE-PER-ELEMENT OF SWIFT 

STRIDE DFD Element Threat Consequence 

S P1-P13, E1-E8 TC1, TC4, TC8 
T DF1-DF4, DB1-DB7, P2, P5, 

P8 
TC2, TC3, TC6, TC12 

R E4-E8, P1, P3, P5, P7, P9 TC5, TC12 
I DF1, DF3, DB2, DB5 TC9, TC13, TC15 
D DF1-DF4, DB1-DB7, P1-P13 TC2, TC4, TC6, TC11 
E P2, P4, P6, P8 TC7, TC10, TC14 

TABLE IV 
STRIDE-PER-INTERACTION OF SWIFT 

Interaction S T R I D E 

P2 to P5 √ √ √ √ √ √ 
P5 to P8 √ √ √ √ √ √ 
P10 to P11 √   √ √ √ 
E1 to P3 √ √     
E8 to P13 √ √   √  
DB7 to E4  √   √  
DB7 to E5  √   √  
DB8 to P13  √  √ √  

2) PayPal: 

PayPal’s threat modeling highlights a shift in attack focus 
from core systems to user accounts in recent years, 
emphasizing the importance of user awareness in account 
protection. Fig. 12 presents PayPal’s cyber threat modeling. 
Tables V and VI show the STRIDE analysis per element and 
interaction, respectively. Table V reveals that threat TC1, 
which includes social engineering attacks, phishing, and BEC, 
impacts confidentiality (C), integrity (I), and availability (A). 
This demonstrates that phishing attacks threaten the 
confidentiality, integrity, and availability of processes P1, P2, 
and entity E1 in the DFD. Similarly, threats TC1 and TC5, 
such as script injection and parameter fuzzing, can 
compromise the confidentiality, integrity, and availability of 
processes P1, P2, and E1. Additionally, threat TC11 impacts 
the availability of services, threatening data flows DF1 and 
DF2. Finally, TC2, TC8, and TC12 target entity E1 and 
process P1 and P2, aiming for unauthorized fund/money 
transfers. 

TABLE V 
STRIDE-PER-ELEMENT OF PAYPAL 

STRIDE DFD Element TC 

S E1, E2, DF1, DF2, DF5, DF6, P1, P2, 
P7, P8 

TC1, TC5, TC8 

T DF1, DF2, DF5, DF6, P1, P2, P7, P8 TC1, TC5 
R   
I   
D DF1, DF2, DF5, DF6 TC11 
E P1, P2, P7, P8 TC2, TC8, 

TC12 

TABLE VI 
STRIDE-PER-INTERACTION OF PAYPAL 

Interaction S T R I D E 

E1 to E3 to E2 √      
P1 to P3 √ √   √ √ 
P2 to P4 √ √   √ √ 
P5 to P7 √ √   √ √ 
P6 to P8 √ √   √ √ 

3) ApplePay 

ApplePay’s threat modeling, as illustrated in Fig. 13, 
emphasizes the boundaries of trust and stakeholder 
interactions. Several potential threats are identified in the 
infrastructure model, which is detailed in Table VII. For the 

Spoofing (S) element, focusing on authenticity, threats such as 
social engineering (TC1) and malware (TC2) target Entity 1 
(E1) to steal sensitive card data. Entity2 (E2) faces threats 
from malware and account takeovers, indirectly affecting DB1 
storage (ID data). Entities E3 to E6, aligned with processes 
P5 to P7 and P9 to P10, are vulnerable to script injection (TC3) 
aimed at retrieving sensitive data, though this threat is marked 
as a void in the model. Despite encryption methods, concerns 
remain for ”store and attack later” methods. Replay attacks 
(TC14) are excluded due to EMV payment networks, and 
threats to the database (P8, TC4) are considered in banking 
threat modeling. For Tampering (T), affecting integrity, DB1 
and DB2 face threats from abuse of authority (TC4) and 
DDoS attacks (TC11). Account takeovers (TC8) and social 
engineering (TC1) are threats to all processes except P5, which 
is more focused on API attacks (TC5). Repudiation (R) threats 
involve social engineering and malware, leading to denial of 
transactions for E1, and account takeovers (TC8) for E2, which 
controls ApplePay payments. Information disclosure (I) 
impacts confidentiality for DB1 and DB2 through insider 
threats (TC4) and DDoS attacks (TC11). Elevation of 
privilege (E) threats P1 to P4, allowing unauthorized 
transactions if sensitive information is obtained. Detailed 
interactions are provided in Table VIII. 

TABLE VII 
STRIDE-PER-ELEMENT OF APPLEPAY 

STRIDE DFD Element TC 

S E1 TC1, TC2 
S E2 TC2, TC8 
S E3-E6 TC3 
S P1, P3, P4 TC1, TC2, TC3, TC8 
S P5, P6, P7, P9, P10 Void 
T P1-P4 TC1, TC8 
R E1 TC1, TC2 
R E2 TC2, TC8 
R E3-E6 TC3 
R P4 TC8 
I   
D   
E P1-P4 TC3, TC8 

TABLE VIII 
STRIDE-PER-INTERACTION OF APPLEPAY 

Interaction S T R I D E 

E1 to E2 √  √    
E2 to E6 √  √    
E2 to E3/E4 √  √    
E3/E4 to E5 √  √    
E5 to E6 √  √    
E6 to E7 √  √    
E2 to P3  √     
E3/E4 to P5  √     
P1 to P2 √  √ √ √  
P2 to P3 √ √ √ √ √ √ 
P3 to P4 √ √ √ √ √ √ 
P4 to P5 √ √  √ √  

4) Ripple 

The threat modeling of Ripple is illustrated in Fig. 14, 
which provides a comprehensive overview of different 
relationships and potential threats. The mapping of STRIDE is 
done for each element in Table IX, based on the threat 
consequences described in Table I. The Ripple CBP model 
categorizes different risks to data and systems’ confidentiality, 
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integrity, and availability (CIA). Spoofing threats, including 
identity fraud and social engineering assaults, focus on DFD 
components E1-E4 by exploiting TC1 risks such as phishing 
and BEC, which undermine the principles of confidentiality, 
integrity, and availability (CIA). In addition, TC4 threats, 
which include the misuse of power, and TC5 threats, which 
involve API assaults, provide comparable concerns. On the 
other hand, TC8 threats specifically jeopardize the 
confidentiality and integrity of data. Tampering threats, which 
include data manipulation and system integrity disruption, 
impact the DFD elements P1, P6, P7, and P12 through several 
threats. These include TC3 threats (script injection), TC6 
threats (misconfiguration), TC11 threats (Denial of Service/ 
Distributed Denial of Service), and TC12 threats (message 
fabrication/modification). Denial of actions or transactions, 
known as repudiation threats, influence the elements E1-E4 of 
the Data Flow Diagram (DFD) through TC1 and TC12 threats, 
putting at risk the system’s confidentiality, integrity, and 
availability (CIA). Confidential information risks being 
exposed due to Information Disclosure (I) threats. These threats 
can influence several elements in the Data Flow Diagram 
(DFD), namely P1-P12, through TC7 threats (authority 
escalation), TC9 threats (Command & Control), and TC13 
threats (data exfiltration). As a result, the confidentiality and 
integrity of the information may be compromised. Denial of 
Service (D) threats cause system unavailability by attacking 
specific components of the Data Flow Diagram (DFD), namely 
DF1-DF5. These threats include TC8 (account takeover), TC9 
(Command & Control), TC11 (DoS/DDoS), and TC13, which 
pose risks to both data confidentiality and availability. 
Elevation of Privilege (E) risks pertain to the manipulation of 
identity or access privileges, resulting in the compromise of 
DFD elements P1, P6, P7, and P12 through TC1 (social 
engineering) and TC12 threats, hence undermining the 
principles of confidentiality, integrity, and availability (CIA). 

The Ripple CBP model utilizes the STRIDE-per-interaction 
approach to emphasize the intricacy of interactions among 
processes (P), entities (E), and databases (DB), as shown in 
Table X. The interactions between entities E1 and E2 and E3 
and E4 indicate a possible occurrence of identity fraud. 
Multiple process interactions, including P1 to P2 and P2 to P3, 
encompass all STRIDE dangers, emphasizing the necessity for 
thorough threat mitigation. The hazards associated with 
STRIDE also apply to process and database interactions, 
stressing the need to protect data and transactions inside the 
Ripple CBP network. Furthermore, the presence of various 
hazards in certain interactions, such as P4 to P6, P10 to P12, P2 
to P8, and P8 to P2, highlights the necessity for a holistic 
approach to mitigate risks. The connection between P5 and P11 
presents possible risks of identity and privilege fraud, which 
require significant attention. Ensuring the integrity and 
functionality of the Ripple CBP network requires implementing 
effective security management and mitigation methods. Ripple 
CBP can establish strong security policies by comprehending 
these dangers. 

F. Threat Consequences and Loss Identification 

The resulting threat captured at the end of the previous stage 
(i.e., threat elicitation) includes a definition of the impact on 
information assets. The threat consequence stage completes 
elicitation by mapping the threat to potential ultimate losses, 

including physical impacts. At this stage, we use two terms, 
Threat Consequence (TC) and Loss (L), to define its 
implications for people or businesses. 

TABLE IX 
STRIDE-PER-ELEMENT OF RIPPLE 

STRIDE DFD Element TC 

S E1-E4, P1-P12 TC1, TC4, TC5, 
TC8 

T P1, P6, P7, P12, DF1-DF5, DB1, 
DB2 

TC3, TC6, TC11, 
TC12 

R E1-E4, P1, P6, P7, P12, DB1, 
DB2 

TC1, TC5, TC7 

I P1-P12, DF1-DF5, DB1, DB2 TC7, TC9, TC13 
D DF1-DF5, DB1, DB2 TC8, TC9, TC11, 

TC13 
E P1, P6, P7, P12 TC1, TC12 

TABLE X 
STRIDE-PER-INTERACTION OF RIPPLE 

Interaction S T R I D E 

E1 to E2, E3 to E4 √  √    
P1 to P2, P2 to P3, P3 to P4, P4 to 
P5, P7 to P8, P8 to P9, P9 to P10, 
P10 to P11 

√ √ √ √ √ √ 

P2 to DB1, P3 to DB1, P4 to DB1, 
P5 to DB1, P8 to DB2, P9 to DB2, 
P10 to DB2, P11 to DB2 

√ √  √ √  

P4 to P6, P10 to P12 √ √ √ √ √ √ 
P2 to P8 √ √ √ √ √ √ 
P8 to P2 √ √ √ √ √ √ 
P5 to P11  √   √ √ 

 
Threat Consequences briefly describe the immediate 

consequences of the cyber threat in question, while Costs 
outline the ultimate costs of the threat. For example, threats 
against the integrity of CBP system configuration data may 
make it more susceptible to hacking (i.e., security holes in the 
operating system), which could result in the loss of funds in 
the account. We identify potential threat consequences and 
definitions of harm from the framework proposed by these 
authors [8], [34], [35]. 

TABLE XI 
DEFINITION AND PRIORITY OF LOSS 

Loss 

Code 
Definition of Loss Priority 

L-1 Fund/money loss Critical (C) 
L-2 Payment service stop High (H) 
L-3 Customers’ data breach High (H) 
L-4 AML/CFT function and fraud 

monitoring stop 
High (H) 

L-5 Settlement function compromised High (H) 
L-6 KYC data management stop Medium (M) 
L-7 Sensitive data breach Medium (M) 
L-8 Profit loss Medium (M) 
L-9 Bad Reputation Medium (M) 

L-10 The currency exchange function is 
compromised 

Medium (M) 

L-11 Information loss Low (L) 

 
In cyber threat modeling, “loss definition and 

prioritization” refers to defining and prioritizing the various 
types of losses that can occur due to a cyber attack or 
cybersecurity incident. The goal is to understand the potential 
impact and prioritize losses based on their severity. This 
process helps organizations identify the most significant risks 
to anticipate losses and allocate security resources and efforts 
more effectively. The type of loss or impact that may arise 
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from a cyber attack is clearly defined in this process. The loss 
can cover various aspects such as financial loss, reputation 
loss, operational loss, data loss, customer trust loss, or even 
loss of life, especially in critical infrastructure such as energy 
or health. In the context of this research, these are losses 
related to the corresponding banking system features, as 
explained in the BIS Quarterly publication [36] . Once the 
various types of losses have been defined, the next step is 
prioritizing or ranking each. This priority can be assigned 
based on the level of impact, probability of occurrence, or a 
combination of both. For example, losses with a high impact 
and high likelihood will receive higher priority than losses 
with a low impact and a low probability. Table XI contains 
definitions and priority of losses. 

Next, a list of losses that apply to each consequence is 
mapped out. For example, TC1 (the impact of a social 
engineering attack) could result in L-1, L-3, L-5, L-7, and L-
9 losses. Then, based on the potential loss, a value is given 
according to the priority level. For example, the cumulative 
loss of TC1 is considered as 1 Critical (C) + 2 High (H) + 2 
Medium (M) + 0 Low (L) to get a weight of 14, as shown in 
Table XII. Calculating the weight of each TC (WTC) is using 
equation 1. 

 ��� =  � ×  4 +  	 ×  3 +  � ×  2 +  
 ×  1 (1) 

C is Critical, H is High, M is medium, L is Low, and 4, 3, 2, 
and 1 are multiplying factors for C, H, M, and L, respectively. 
Similarly, we gain a weight of 2 for TC2, 3 for TC3, 1 for 
TC4, and so on. 

G. Analysis of Modeling Results 

The comparisons of threat modeling results for the four 
CBP (Cross-Border Payment) models are summarized in 
Table XIII. The corresponding bank CBP model has the most 
significant threat impact among the four models, followed by 
the peer-to-peer, infrastructure, and closed-loop models (see 
Fig. 15). This ranking correlates with the number of entities, 
processes, interactions, and interactions between trust 

boundaries in the CBP architecture. For instance, the closed-
loop model has fewer entities, processes, and interactions, 
especially those outside the trust boundary. This results in 
fewer cyber threats, mainly limited to abuse of authority and 
malware introduction due to the social engineering of 
employees or supply chains. 

The peer-to-peer model shares similarities with the closed-
loop model but differs in openness. The closed-loop model 
predominantly uses closed (proprietary) systems with 
minimally published architecture, while the peer-to-peer 
model utilizes a blockchain system emphasizing transparency 
(open source). The types of cyber threats that have the most 
significant impact on CBP systems are abuse of authority, 
malware, and script injection, as they directly correlate with 
the highest potential losses for CBP organizations, such as 
loss of funds, service disruption, and data leaks. There is a 
direct correlation between the number of elements (entities, 
processes, data flows, databases) involved in a single cross-
border transaction and the severity of the cyber threat. Each 
activity in this process has its own threat risk according to the 
cyber attack stage (reconnaissance, delivery, installation, 
escalation, exploitation). 

When comparing the threats by interaction, the interaction 
of Process-to-Process outside of the Trust Boundary (PP-Out) 
has the most significant threat weights, followed by the 
interaction of Entity-to-Entity outside of the Trust Boundary 
(EE-Out) as depicted in Fig. 16. Additionally, it was found 
that interactions involving processes—both processes to other 
processes and processes to different elements (entities, 
databases)—have the greatest threat consequences in all CBP 
models, resulting in a high cyber threat weight. Therefore, the 
more processes involved in cross-border transactions, the 
higher the impact (weight) of the potential threat on CBP's 
business. Processes occurring at different trust boundaries 
(e.g., across organizations or work units) significantly 
influence the increasing consequences of losses or cyber 
threats' impact (weight).  

 

TABLE XII 
THREAT CONSEQUENCES (TC) WEIGHT AND RANK 

TC Type Loss C H M L Weight Rank 

TC1 Social engineering L-1, L-5, L-3, L-7, L-9 1 2 2 0 14 8 
TC2 Malware L-1, L-2, L-3, L-4, L-5, L-7, L-10 1 4 2 0 20 2 
TC3 Script injection L-2, L-3, L-4, L-5, L-6, L-7, L-11 0 5 1 1 18 3 
TC4 Abuse of authority L-1, L-2, L-3, L-4, L-5, L-7, L-9, L-10 1 4 3 0 22 1 
TC5 Attack on API L-2, L-4, L-5, L-6, L-7, L-10 0 3 3 0 15 6 
TC6 Misconfiguration L-2, L-3, L-4, L-5, L-6, L-7, L-11 0 4 2 1 17 4 
TC7 Privilege escalation L-3, L-5, L-7, L-8, L-10 0 2 3 0 12 10 
TC8 Account hijacking/takeover L-1, L-2, L-5, L-3, L-7, L-9 1 3 2 0 17 4 
TC9 Command & Control (C2) L-3, L-5, L-7, L-10, L-11 0 2 2 1 11 11 
TC10 Scanning L-2, L-4, L-5, L-6, L-7, L-11 0 3 2 1 14 8 
TC11 DoS/DDoS L-2, L-4, L-5, L-6, L-8, L-9 0 3 3 0 15 6 
TC12 Message fabrication or modification L-1, L-5, L-9, L-10 1 1 2 0 11 11 
TC13 Data exfiltration L-3, L-7, L-9, L-11 0 1 2 1 8 13 
TC14 Replay attack L-5, L-7, L-10 0 1 2 0 7 14 
TC15 Database dumping L-3, L-7, L-9 0 1 2 0 7 14 
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TABLE XIII 
INTERACTION WEIGHTS AND STRIDE THREATS FOR ALL CBP MODELS 

Code Type 
Trust 

Boundary 

Corresponding 

Bank 
W 

Closed-

Loop 
W Infrastructure W Peer-to-Peer W STRIDE 

PP-out Process-
Process 

Outside P2->P5, P5->P8 66 P1->P3, 
P2->P4, 
P5->P7, 
P6->P8 

77 P1->P2, P2-
>P3, P3->P4, 
P4->P5 

69 P2->P8, P8-
>P2, P5-
>P11 

40 S, T, R, I, D, 
E 

PP-in Process-
Process 

Inside P10->P11 29 N/A 0 N/A 0 P1->P2, P2-
>P3, P3->P4, 
P4->P5, P7-
>P8, P8->P9, 
P9->P10, 
P10->P11 

49 S, I, D 

EP-
out 

Entity-
Process 

Outside N/A 0 N/A 0 E2->P2, E3/E4-
>P5 

15 N/A 0 S, T 

EP-in Entity-
Process 

Inside E1->P3, E8->P14 48 N/A 0 N/A 0 N/A 0 S, T, D 

DE-
out 

Database-
Entity 

Outside N/A 0 N/A 0 N/A 0 N/A 0 - 

DE-in Database-
Entity 

Inside E4->DB7, E5-
>DB7 

37 N/A 0 N/A 0 N/A 0 T, I, D 

DP-
out 

Database-
Process 

Outside N/A 0 N/A 0 N/A 0 N/A 0 T, D 

DP-in Database-
Process 

Inside P13->DB7 39 N/A 0 N/A 0 P2->DB1, 
P3->DB1, 
P4->DB1, 
P5->DB1, 
P8->DB2, 
P9->DB2, 
P10->DB2, 
P11->DB2 

24 T, I, D 

EE-
out 

Entity-
Entity 

Outside N/A 0 E1->E3, 
E3->E2 

46 E1->E2, E2-
>E6, E2-
>E3/E4, E3/E4-
>E5, E5->E6, 
E6->E7 

69 E1->E2, E3-
>E4 

80 S, R 

EE-in Entity-
Entity 

Inside N/A 0 N/A 0 N/A 0 N/A 0 - 

Total    219  123  153  193  

 
 

 
Fig. 15  Threats weight per CBP model 

 
This research assumes the organization's internal network 

is trusted or within the same trust boundary. Within the same 
trust boundary, the possibility of cyber threats such as misuse 
of authority, insider threats, or social engineering (as seen in 
the Stuxnet incident) is still considered. This assumption 
implies that the components of the CBP system are within the 
same trust boundary within a single CBP administering 
organization (i.e., a bank or system operator). Quantitatively, 
it was found that more cyber threats occur within the limits of 
trust (internal organizations/work units/groups), while 
qualitatively (threat weight), the most significant threat 
impact is the interaction of elements between 

organizations/work units/groups. The types of cyber threats 
with the greatest impact on CBP systems are abuse of 
authority, malware, and script injection, as they directly 
correlate with the highest potential losses for the CBP 
organization, such as loss of funds, service disruption, and 
data leaks. 

 

 
Fig. 16  Threat weights per interaction 

H. Security Control Recommendation and Standards/Best 

Practices 

Based on the potential threats identified from previous 
threat modeling of the four CBP (Cross-Border Payment) 
models, security controls are recommended according to 
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standards or best practices for each potential threat category 
and the corresponding cyber kill chain stages. Table XIV 
provides a detailed overview of these recommendations. For 
example, in Process-Process transactions outside the Trust 

Circle (coded as PP-Out), threats include malware, script 
injection, misconfiguration, and data fabrication or 
modification.  

TABLE XIV 
SECURITY CONTROL RECOMMENDATION BASED ON CYBER KILL CHAIN STAGES 

Code Threats Reconnaissance Delivery Installation Connect to CC Exploitation 

PP-
out 

Malware, Script 
injection, 
Misconfiguration, Data 
fabrication or 
modification 

Close/turn off 
unneeded ports, 
services, apps, and 
servers (hardening); 
network segmentation; 
public IP information 
anonymization; apply 
Transport Control 
Protocol (TCP) 
Wrapper. 

E-mail link 
filtering and 
scanning (DKIM, 
DMARC, SPF); 
disable macro 
functions in 
document files and 
autorun in OS; 
implement an 
intrusion 
prevention system 
(IPS), implement 
Security Incident 
and Event 
Management 
(SIEM); 
Implement 
centralized 
security features 
on user devices 
including personal 
devices (e.g. Host 
IPS, mobile device 
management), Use 
application 
whitelists; blocks 
the use of USB 
drives on the core 
system (physical, 
logical or both). 

Implementing file 
integrity monitoring 
mechanisms; 
implementing a 
separation of duties 
policy; supervising 
and limiting 
administrator 
privileges 

Log recording and 
monitoring (e.g., 
daily transaction 
of SWIFT, 
user/admin log) 

Use encryption 
(website, 
database, 
intranet/supply 
chain); apply 
Data Leakage 
Prevention 
(DLP) 

PP-in Social engineering, 
Malware, and API 
attacks 

Implement strong 
password policies and 
technology and add 
access controls (e.g., 
two-factor 
authentication). 

Implement API 
security policies 
and technology 
(tokens, 
authentication, 
secure coding, web 
API); use VPN for 
remote workers. 

Differentiate 
privileges between 
users and admins. 
Only admins can 
install applications. 

Filter data that 
will come out of 
the trust boundary 

Implement 
Know Your 
Customer 
(KYC) 
procedures to 
ensure that 
customers and 
businesses 
involved in 
transactions 
have valid 
identities 

EP-
out 

Distributed Denial of 
Services (DDoS) 

Use third-party 
services for IP address 
masking (Akamai, 
Cloudflare); configure 
DNS properly, 
correctly, and securely 
so that it does not 
reveal the IP address. 

Implement an 
intrusion 
prevention system 
(IPS); implement 
Security Incident 
and Event 
Management 
(SIEM); Use third-
party services for 
load balancer 
(Akamai, 
Cloudflare) 

N/A N/A Implement data 
backup (backup 
system) 

EP-
in 

Account takeover, 
Authority Escalation, 
Command and Control 
(C2), Data exfiltration 

Apply updates to the 
OS, applications, and 
devices used (patching 
& updating). 

Implement file 
integrity 
monitoring. 

Ensure the 
implementation of 
Secure Software 
Development in 
application/system 
procurement; carry 
out penetration tests 
on 
applications/systems 
before use. 

Implement 
network access 
controls (best 
using electronic 
certificates) on all 
devices, 
especially those 
that can access 
critical systems; 
implement DNS 
redirects and DNS 
sinkholes to make 
C2 

Implement Data 
Leakage 
Prevention 
(DLP) 
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Code Threats Reconnaissance Delivery Installation Connect to CC Exploitation 

communications 
more difficult. 

DE-
out 

N/A N/A N/A N/A N/A N/A 

DE-
in 

Disrupting services with 
DoS/DDoS, abuse of 
authority, database 
dumping 

Perform network 
traffic filtering using a 
firewall/proxy/router; 
block the use of USB 
drives on the core 
system (physical, 
logical, or both) 

Implement a policy 
of separation of 
duties, minimum 
authority (least 
privilege), and job 
rotation 

N/A N/A Implement data 
backup (backup 
system); 
Implement 
encryption (web, 
database, 
internal 
network/supply 
chain); 
implement Data 
Leakage 
Prevention 
(DLP) 

DP-
out 

N/A N/A N/A N/A N/A N/A 

DP-
in 

Disrupting services by 
DoS/DDoS, Data 
fabrication/modification, 
Abuse of authority 

Use vulnerability 
assessment and take 
subsequent action to 
close any gaps found 
in the scan. 

Implement file 
integrity 
monitoring. 

Implement a policy of 
separation of duties, 
minimum authority 
(least privilege), and 
job rotation. 

N/A N/A 

EE-
out 

Sending malware, Script 
injection, Account 
takeover, Data 
fabrication/modification 

Run an information 
security awareness 
program; Update the 
OS, applications, and 
devices (patching and 
updating). 

Implement an 
Access Control 
List (ACL) and 
demilitarized zone 
(DMZ) in the 
network. 

Implement threat 
hunting; Implement 
anti-bot, anti-virus, or 
anti-malware 

Implement 
internal network 
anomaly detection 
capabilities; 
Implement DNS 
redirection and 
DNS sinkhole 

N/A 

EE-
in 

N/A N/A N/A N/A N/A N/A 

 
Recommendations to mitigate these threats during the 

installation stage include closing or turning off unnecessary 
ports, services, applications, and servers (hardening), 
implementing network segmentation, anonymizing public IP 
information, and applying Transport Control Protocol (TCP) 

Wrappers. For the exploitation stage, it is recommended to 
use encryption for websites, databases, and intranets/supply 
chains, and to apply Data Leakage Prevention measures. 
These recommendations align with the standards and best 
practices in Table XV.  

TABLE XV 
SECURITY CONTROL RECOMMENDATION CONFORMITY WITH STANDARDS/BEST PRACTICES 

No. Required for threat mitigation Standards/Best Practices 

1 Guidance on protecting against malware ISO/IEC 27001:2022 [37], NIST Cybersecurity Framework, and CIS Controls 
2 Guidance on securing applications OWASP for Application Security Verification Standard, PCI DSS, and ISO/IEC 

27001:2022 
3 Guidelines for Secure Configuration Practices CIS Controls, ISO/IEC 27001:2022, and NIST SP 800-53 
4 Guidance on data integrity controls ISO/IEC 27002 and NIST SP 800-53 
5 Controls related to social engineering and 

user awareness 
NIST SP 800-53, ISO/IEC 27001:2022, and GDPR 

6 Guidance on securing APIs OWASP API Security, ISO/IEC 27001:2022, and NIST SP 800-53 
7 Guidelines for digital identity and 

authentication 
OWASP and the Cloud Security Alliance (CSA) for DDoS attack, NIST Special 
Publication 800-63A-4 [38] 

8 Framework for information security 
management 

ISO/IEC 27001:2022 

9 Continuous monitoring for unusual network 
traffic 

CIS Controls and NIST Cybersecurity Framework 

10 Guidance on protecting sensitive data GDPR, PCI DSS, and ISO/IEC 27002 
11 Guidance on mitigating DoS/DDoS attacks OWASP, CSA, and the National Institute of Standards and Technology (NIST) 
12 Controls for managing user access ISO/IEC 27001:2022 and NIST SP 800-53 
13 Guidance on securing databases ISO/IEC 27002 and OWASP 

 
Similarly, there are no security control recommendations 

in Database-Entity transactions inside the Trust Boundary 
(coded as DE-In) for the Reconnaissance and C&C 
Connection stages. DE-In transactions are specific to the 
Corresponding Bank model, where threats include tampering, 
information disclosure, and denial-of-service (DoS) attacks. 
Technical threats for these scenarios could involve disrupting 

services with DoS/DDoS, abuse of authority, and database 
dumping. Thus, for the Reconnaissance stage, the 
recommendation is to utilize third-party services to conceal IP 
addresses (such as Akamai or CloudFlare) and properly 
configure DNS to prevent IP address disclosure. For the C&C 
Connection stage, recommendations include controlling 
network access for computers and devices, especially those 
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accessing critical systems; implementing DNS redirection 
and DNS sinkholes to complicate C&C communications; and 
encrypting sensitive data. 

Based on this discussion, CBP organizations must delve 
deeply into the cyberattack chain targeting CBP systems and 
implement layered security controls using a defense-in-depth 
approach. Businesses must provide comprehensive support to 
IT and information security teams to establish and maintain a 
robust security posture around CBP infrastructure, considered 
the organization's primary asset or "crown jewel." Securing 
an organization's CBP infrastructure is a business 
responsibility facilitated by IT and information security 
functions. Financial organizations must recognize the cyber 
threats to their payment system infrastructure and take 
proactive measures to mitigate the impact of potential attacks. 

IV. CONCLUSION 

This study modeled threats on four CBP models to identify 
potential risks and propose mitigations. The findings suggest 
that the closed-loop model has fewer DFD elements outside 
the trust boundary, indicating a lower susceptibility to cyber 
threats than other models. The main risks in the closed-loop 
model are the misuse of power and the introduction of 
malware through social engineering or supply chains. 
Similarly, the peer-to-peer model has minimal components 
beyond the trust boundary but utilizes transparent blockchain 
technology. Using the STRIDE technique, the corresponding 
bank CBP model exhibited the most significant threat impact, 
followed by the peer-to-peer, infrastructure, and closed-loop 
models. This is attributed to the numerous elements involved 
in each transaction, each with potential risks at various stages 
of a cyber-attack. Cyber risks are particularly heightened by 
interactions that cross organizational and trust boundaries. 
While the study assumes the reliability of internal networks, 
it also considers insider threats, indicating that the most 
substantial impact arises when different organizational 
elements interact. 

Strategic recommendations include streamlining CBP 
models by reducing entities, processes, and interactions; 
minimizing interactions between trust boundaries and 
implementing multiple security layers; addressing critical 
vulnerabilities such as misuse of power, malware, and 
unauthorized code insertion in security protocols; and using 
well-tested, reliable technologies balancing proprietary and 
open-source options.  

Future research must address emerging paradigms in cross-
border payment (CBP) security, such as open banking APIs, 
Central Bank Digital Currencies (CBDCs), embedded finance 
platforms, and the rising use of artificial intelligence (AI) and 
machine learning (ML). These innovations create new trust 
boundaries, third‑party integrations, and authentication 
layers, so threat modeling needs to evolve beyond STRIDE 
toward attack trees and ML‑driven classification. AI promises 
stronger fraud‑detection models, real‑time behavioral 
analytics, and predictive exchange‑rate forecasting, elevating 
the security baseline; yet it also introduces unresolved 
challenges—privacy‑preserving model training, algorithmic 
bias in high‑risk decisions, and dependence on resilient AI 
components capable of withstanding adversarial 
manipulation. Future work should therefore deliver 
benchmarking datasets, fairness metrics, privacy‑enhancing 

techniques such as federated learning and differential privacy, 
along with tailored security controls for dynamic consent 
management and continuous fraud detection within these 
rapidly changing ecosystems. 

LIMITATIONS 

This study provides a structured and comprehensive 
STRIDE-based threat modeling approach for CBP systems 
but does not incorporate real-time operational data or red-
teaming simulations. The assumption of internal network trust 
could underestimate insider threats in highly federated or 
multi-stakeholder ecosystems. Also, the exclusion of multi-
party interaction validation and adversarial testing limits its 
predictive capabilities under evolving threat conditions. 
These constraints should be addressed in follow-up research 
through the inclusion of synthetic attack data, live incident 
mapping, and multi-sectoral expert reviews. 
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