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ABSTRACT

Research on misinformation has focused on message content and cognitive bias, overlooking how source type shapes toxic
engagement. This study addresses that gap by showing that influencer-driven misinformation does not merely increase toxicity:
it reconfigures its nature and persistence through relational and social influence mechanisms. Drawing on Source Credibility,

Parasocial Interaction, and Social Influence theories, we analyse 101 brand-related misinformation posts (48,821 comments)

across major platforms using a mixed-method design combining automated toxicity detection, topic modeling, and thematic

analysis. Results reveal that influencers amplify toxicity under high engagement, sociopolitical salience, and low pseudonymity
conditions, producing distinct patterns such as flame-bait firestorms and toxic debunking. We identify two influencer-specific
mechanisms: brand-related misinformation legitimation and community enmeshment, that sustain toxic echo chambers by
converting credibility and parasocial bonds into collective antagonism. These findings advance marketing theory by reframing

toxicity as a source-amplified, relational phenomenon, and inform ecosystem-level interventions structured around publishers,

platforms, and people to mitigate influencer-driven harm.

1 | Introduction

In early 2025, several social media influencers on TikTok shared
viral videos alleging that luxury brands such as Hermes, Louis
Vuitton, and Chanel secretly manufacture their goods in
Chinese factories while falsely marketing them as “Made in
France” or “Made in Italy.” The influencers presented their
claims as exposés of industry deceit, despite offering no verifi-
able evidence to support them (Hall 2025). The videos amassed
millions of views and stimulated widespread debate among
users concerning authenticity, ethical conduct, and transpar-
ency within the luxury sector, positioning the implicated brands
at the center of online criticism and misinformation.

This case highlights a growing paradox in influencer culture.
Brands increasingly rely on social media influencers (SMIs) to
reach and engage with target audiences, with the market
reaching a record of 24 billion U.S. dollars in 2024 (Statista 2023).
Despite the positive impact of SMIs on marketing outcomes

(Gurrieri et al. 2023; Leung et al. 2022), their prominence also
introduces new risks, particularly when controversial or mis-
leading content sparks toxic reactions directed at brands. While
recent studies have started to examine the role of SMIs in
spreading false or inflammatory material (Ekinci et al. 2025;
Harff et al. 2022; Stewart et al. 2023, the mechanisms linking
misinformation and online toxicity remain underexplored.

Understanding whether toxicity unfolds differently when mis-
information originates from regular users versus SMIs is vital,
given the distinct levels of influence, credibility, and audience
engagement they command, with influencers strategically using
platform features and personal branding to amplify credibility
and engagement (Gurrieri et al. 2023; Scholz 2021). The
financial incentives and engagement-driven nature of social
media further increase the likelihood that SMIs contribute to
misinformation and toxicity: content forms that are, ironically,
among the most rewarding in terms of visibility and reach
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(Avalle et al. 2024; Cinelli et al. 2021; Vosoughi et al. 2018). This
dynamic is particularly salient in the context of brand-related
misinformation, where influencer marketing and symbolic
consumption intersect. Influencer collaborations represent a
major source of marketing revenue, while brands embody
symbolic, identity, and experiential value that extend beyond
their functional attributes (Cova and Dalli 2009; Holt and
Cameron 2010). Consequently, misinformation involving
brands not only distorts factual information but also threatens
consumers' identity-related meanings, often intensifying emo-
tional and polarized reactions online (Visentin et al. 2019).

While prior research has primarily examined the content of
misinformation (Di Domenico et al. 2022; Pennycook and
Rand 2021; Johar 2022), less attention has been paid to its source.
Social psychology research indicates that engagement with mis-
information is often driven more by social identity and influence
processes than by accuracy motives (Van Bavel et al. 2024).
Within this context, influencers occupy a unique position: their
perceived expertise and authenticity (Ohanian 1990) encourage
followers to process information with trust and emotional
involvement (Bovet and Makse 2019). Through parasocial re-
lationships (Horton and Richard Wohl 1956), audiences often
experience a sense of intimacy and reciprocity that makes in-
fluencers' opinions feel personally meaningful (Lou 2022). When
these figures share misleading or controversial claims, followers
may internalize and defend such content as part of their identity
expression. These dynamics reflect classic social influence
mechanisms (Kelman 1958) and suggest that misinformation
spread by influencers may evoke more intense, belief-consistent,
and polarized reactions than similar content originating from
regular users, who lack comparable credibility or relational
depth. Over time, these influence processes can sustain and
amplify a toxic spiral, as misinformation and emotionally
charged engagement become mutually reinforcing within online
communities.

To examine this dynamic, we adopted an empirics-first approach
(Golder et al. 2023), compiling a multiplatform dataset of brand-
related misinformation posts and associated user comments
spanning 47 brands across nine industries over a 3-year period
(2020-2023). We then implemented a sequential mixed-method
design that integrated exploratory and explanatory techniques,
including top-down automated textual analysis for toxicity
detection (Humphreys and Wang 2018), bottom-up topic
modeling, and theory-building thematic analysis.

Our findings show that influencers spreading brand-related
misinformation generate markedly higher toxicity than regular
users, exhibiting distinct behavioral patterns. Five categories of
toxicity emerge: anti-brand reactions, consumer-to-consumer
conflict, flame-bait firestorms, toxic debunking, and trolling or
flaming. Regular users elicit more heterogeneous out-group
hostility and corrective aggression, whereas influencers pri-
marily trigger flame-bait firestorms that consolidate echo
chambers. Two mechanisms underpin this process: brand-
related misinformation legitimation, through which influencers
amplify and defend misinformation, and community enmesh-
ment, through which they deepen follower identification and
emotional alignment, sustaining toxic engagement over time.

This study advances theory at the intersection of mis-
information, influencer marketing, and online incivility in three

ways. First, it expands prior work on harmful influencer prac-
tices (Bahar and Hasan 2024; Ekinci et al. 2025; Karagiir
et al. 2022), showing that misinformation disseminated by SMIs
generates more frequent and qualitatively distinct toxicity than
identical content from regular users. Rather than locating harm
in message content alone, the findings theorize toxicity as a
source-amplified outcome, whereby influencer credibility
legitimizes misinformation and lowers normative barriers to
incivility (Di Domenico et al. 2022). In this way, credibility
shifts from a persuasive asset to an infrastructural mechanism
through which toxicity is normalized. Second, the study re-
conceptualises online toxicity as a relational and performative
outcome of influencer-led misinformation. It extends existing
typologies (Fombelle et al. 2020; Martel et al. 2024) by distin-
guishing established forms of incivility from emergent
patterns—such as flame-bait firestorms and toxic debunking—
that arise specifically in influencer contexts where authority
and audience alignment shape the targets and moral framing of
aggression. Third, the findings challenge cognition-centric ac-
counts of misinformation processing by showing that compli-
ance, identification, and internalization operate as collective
alignment mechanisms (Kelman 1958; Van Bavel et al. 2024).
Misinformation persistence and toxicity thus emerge from
social reinforcement and identity dynamics rather than infor-
mational deficits alone.

Managerially, this study provides actionable guidance for mi-
tigating influencer-driven toxicity by focusing on ecosystem-
level interventions. Specifically, we outline strategies for early
detection and containment through platform-level monitoring,
brand response protocols, and community-oriented approaches
that address relational dynamics and prevent escalation.

2 | The Phenomenon: The Spread and
Consequences of Brand-Related Misinformation

2.1 | Misinformation Spread

The spread of misinformation on social media poses a major
challenge for brands and consumers. False or misleading content
shapes attitudes, distorts brand narratives, and provokes toxic
exchanges between users (Guldemond et al. 2022). Extensive
research shows that misinformation spreads faster, farther, and
more broadly than factual information, fueled by emotional
content, novelty, and algorithmic amplification (Vosoughi
et al. 2018; Del Vicario et al. 2016). This diffusion is reinforced by
social endorsement cues, repetition, and identity-consistent
sharing, which strengthen perceived accuracy and encourage
re-posting (Pennycook and Rand 2021; Brady et al. 2023).

While misinformation has been extensively studied in political
and health domains (Di Domenico et al. 2022; Vosoughi
et al. 2018), brand-related misinformation represents a distinct
context shaped by the symbolic and relational nature of brands.
Brands differ from political or institutional targets because
consumers often experience them as extensions of personal
identity, moral stance, and group belonging (Cova and
Dalli 2009; Gensler et al. 2013). This participatory and com-
mercial dimension creates a sense of symbolic ownership,
meaning that false or misleading information about a brand can
evoke not only opinion disagreement but feelings of personal
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affront and collective defence. As consumers emotionally invest
in brands, they can become divided into vocal supporters and
critics, particularly in reactive social media environments
(Ammann et al. 2025).

Misinformation campaigns exploit this symbolic attachment. By
distorting brand meanings, they provoke emotional responses,
reinforce in-group bonds, and fuel engagement: dynamics
intensified by algorithms that reward controversy (Bahar and
Hasan 2024). In algorithmically governed environments, en-
gagement metrics serve as implicit credibility signals, enabling
misinformation to gain visibility through likes, shares, and
comments regardless of its truth value (Cinelli et al. 2021). Such
dynamics transform social platforms into self-reinforcing eco-
systems where emotionally charged falsehoods thrive.

For a better understanding of how misinformation spreads, it is
equally important to consider who produces and circulates it
first (Di Domenico et al. 2021). Misinformation often originates
from elite or high-visibility sources such as politicians or media
figures (Grinberg et al. 2019) and is later amplified by regular
users (Aral 2020) or automated networks of bots (Shao
et al. 2018). In social media ecosystems, these visible actors act
as credibility gateways, legitimizing misleading narratives
through status (Bovet and Makse 2019) and perceived expertise
(Di Domenico et al. 2022). While ordinary users can perpetuate
false information, SMIs occupy a distinct communicative posi-
tion, as they blur the boundary between peer and celebrity.
Their reach, visibility, and perceived authenticity make them
powerful intermediaries between brands and audiences
(Shehzala et al. 2024). When misinformation originates from an
influencer rather than a regular user, it can provoke stronger
emotional reactions and higher levels of toxic commentary
because audiences perceive the influencer as more credible and
personally relevant.

To contextualize these dynamics, Table 1 summarizes prior
research examining influencers’ role in misinformation, moral
manipulation, and toxicity. The table outlines each study's
focus, theoretical lens, and contribution to understanding in-
fluencer behavior, highlighting how the present study extends
this body of work.

2.2 | Toxicity as a Consequence

Online toxicity refers to hostile, aggressive, or derogatory
communication that disrupts constructive interaction. Prior
research links toxic behavior to factors such as anonymity,
deindividuation, emotional contagion, and moral outrage
(Brady et al. 2023; Suler 2004). However, little attention has
been paid to how the credibility or relational position of a
message source shapes such responses. Toxicity is increasingly
recognized as a by-product of misinformation, particularly
when it targets emotionally charged or symbolic entities such as
brands (Papakyriakopoulos and Goodman 2022). In these con-
texts, false or misleading claims not only distort perception but
also provoke strong affective reactions and reputational harm
(Mills and Robson 2020).

Building on this view, this study focuses on interactive toxicity:
reciprocal, often public exchanges that amplify visibility and
emotional contagion. Such interactions include trolling,
harassment, and coordinated attacks that thrive on engagement

mechanics such as likes, shares, and algorithmic promotion
(Walker et al. 2019; Vogels 2021; Dineva 2023). Unlike isolated
abusive comments, interactive toxicity evolves relationally: it
circulates within communities, reinforcing group boundaries
and escalating misinformation through social validation
(Colliander 2019). Understanding these interactive patterns is
crucial to explain how influencer-driven misinformation trans-
forms digital conversations into sustained toxic engagement.

Research has identified multiple forms of online toxicity and
their linguistic characteristics, including insults, swearing,
and aggression (Dineva et al. 2020). These behaviors manifest
both interpersonally and toward brands. Interpersonal toxic-
ity involves exchanges such as trolling (Golf-Papez and
Veer 2022), flaming (Cho and Kwon 2015), harassment
(Vogels 2021), and consumer-to-consumer conflict (Dineva
et al. 2020), which often arise within brand communities or
between rival consumer groups (Ewing et al. 2013; Husemann
et al. 2015; Dineva and Daunt 2023). Brand-directed toxicity,
by contrast, targets the organization itself, typically in
response to perceived misconduct, unsatisfactory service, or
competition, and takes the form of malicious word-of-mouth
(Hornik et al. 2019), firestorms (Herhausen et al. 2019), anti-
brand activism (Romani et al. 2015), or brand trolling (Dineva
and Breitsohl 2022).

While this body of work has advanced understanding of how
toxicity emerges and spreads, it largely centers on user-
generated behavior rather than the influence of message sour-
ces. Studies have begun to consider user typologies and patterns
that drive hostility (Bacile et al. 2025; Golf-Papez and Veer 2022;
Kim et al. 2021), yet the role of social media influencers in
triggering or amplifying toxicity remains underexplored. Influ-
encers differ from ordinary users in their visibility, credibility,
and ability to shape discourse through parasocial relationships.
Some research links them to polarization and conflict (Koorank
Beheshti et al. 2023) or to the use of controversy and aggression
as self-branding strategies (Abidin 2019).

3 | Theoretical Foundations

Although research on misinformation and online toxicity has
advanced (Di Domenico et al. 2022; Cinelli et al. 2021), mar-
keting scholarship still lacks an integrated framework con-
necting cognitive, relational, and collective dimensions of
influence. To address this gap, we draw on source credibility
theory (Hovland and Weiss 1951; Ohanian 1990), parasocial
interaction theory (Horton and Richard Wohl 1956), and social
influence theory (Kelman 1958) to explain how influencers'
perceived expertise, emotional closeness, and group-based
reinforcement transform persuasive communication into toxic,
polarized exchanges. These lenses guide our three-stage inves-
tigation: Study 1 documents the phenomenon using large-scale
automated text analysis, Study 2 explains its drivers through
topic modeling and regression, and Study 3 uncovers sustaining
mechanisms via thematic analysis. This synthesis responds to
calls for greater theoretical precision (Golder et al. 2023) by
showing how credibility, attachment, and social alignment
jointly shape reactions to influencer-driven misinformation.

Given the study's exploratory orientation, the research proceeds
through theory-driven research questions (RQs) rather than
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formal hypotheses. This approach aligns with established
guidance on conceptual and mixed-method inquiry in market-
ing, which recommends research questions as a means of
articulating theoretically grounded expectations while preserv-
ing analytical flexibility (Edmondson and McManus 2007).

3.1 | Source Credibility and the Magnitude of
Toxic Responses to Misinformation

Influencers actively contribute to misinformation spread
through strategic credibility signaling and self-presentation
(Bovet and Makse 2019; Bahar and Hasan 2024). The COVID-19
pandemic emphasized this issue: a small number of highly
visible influencers were responsible for a disproportionate share
of vaccine-related misinformation (CCDH 2021). Even before
the pandemic, influencers had used perceived expertise to
promote misleading claims in areas such as health and wellness
(Di Domenico et al. 2022).

Source credibility theory (Hovland and Weiss 1951; Ohanian 1990)
posits that a communicator's perceived expertise, trustworthiness,
and attractiveness shape how audiences interpret messages. In
digital contexts, influencers’ credibility is a primary driver of
audience attachment and engagement (Shehzala et al. 2024).
Perceived expertise and authenticity not only enhance persuasive
effectiveness but also encourage followers to interact more fre-
quently, emotionally, and publicly with influencer content
(Audrezet et al. 2020). High credibility thus functions as both a
persuasive cue and a relational amplifier, strengthening followers'
psychological investment and visibility within the influencer's
community (Yuan and Lou 2020).

This intensified engagement can, however, magnify the emo-
tional consequences of misinformation. When trusted influen-
cers share misleading or controversial content, their credibility
heightens followers' motivated responses, from loyal defence
and mimicry to moral outrage and toxic confrontation
(Abidin 2019; Campbell and Farrell 2020; Koorank Beheshti
et al. 2023). In such contexts, credibility transforms from a
mechanism of persuasion into one of polarization, as audiences’
strong identification with credible influencers fuels algorith-
mically amplified toxic exchanges (Garibay et al. 2019; Mulcahy
et al. 2024).

Communication studies consistently show that source char-
acteristics shape persuasion and emotional response (Hovland
and Weiss 1951; Metzger et al. 2021), yet marketing research
has seldom examined how different message sources activate
toxicity in brand-related misinformation contexts. This context
is relevant as brand-related misinformation offers influencers
symbolic and engagement value. Engaging with brands
(positively or negatively) enables influencers to amplify their
visibility and relevance. Because social media algorithms
reward polarizing and emotionally charged content, mis-
information becomes both a visibility tactic and a discursive
resource (Koorank Beheshti et al. 2023; Garibay et al. 2019). In
these environments, SMIs occupy a hybrid position: they are
simultaneously peers, endorsers, and opinion leaders (Audrezet
et al. 2020; Han and Balabanis 2024). Their perceived credibility
and relational closeness grant them persuasive power that may
not simply persuade but also polarize (Abidin 2019; Koorank
Beheshti et al. 2023).
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Collectively, these insights suggest that credibility may not
merely facilitate persuasion but also intensify toxicity when
misinformation originates from influential rather than ordinary
users. Yet, empirical research has not systematically compared
how misinformation from these different sources shapes audi-
ence reactions. This leads to our first research question.

RQ1. How does the source of brand-related misinformation
(influencers vs. regular users) influence the intensity and nature
of toxic audience responses on social media?

3.2 | Parasocial Relationships and the Type of
Toxic Responses to Misinformation

Parasocial interaction theory (Horton and Richard Wohl 1956)
explains how audiences form one-sided, affective relationships
with media figures. These imagined yet emotionally significant
relationships create a sense of intimacy, familiarity, and reci-
procity, even in the absence of direct interaction. In digital
environments, influencers have become paradigmatic examples
of this process. Through consistent self-disclosure, interactive
communication, and everyday visibility, they foster a perception
of authentic connection that encourages followers to engage as
if participating in a mutual relationship (Lou 2022).

Influencers further occupy a central position in marketing
communication, shaping attitudes, behaviors, and brand per-
ceptions through their perceived authenticity, accessibility, and
visibility (Han and Balabanis 2024). Their effectiveness depends
on cultivating parasocial ties that foster emotional closeness and
trust (Reinikainen et al. 2020; Thomas et al. 2024), embedding
them within their audiences' online communities (Mardon
et al. 2018; Mardon et al. 2023; Scholz and Smith 2019).

While most research emphasizes the positive outcomes of such
relationships, such as persuasion, loyalty, and engagement
(Leung et al. 2022), these same dynamics can also intensify
harmful reactions. As group belonging is a powerful driver of
adoption of toxic behaviors on social media (Zoizner and
Levy 2025), when misinformation circulates parasocial close-
ness may amplify emotional defensiveness, leading to toxic or
polarized exchanges. Influencers who deliberately court con-
troversy or moral outrage to maintain visibility can further
accelerate these dynamics (Coates et al. 2019; Barari 2023;
Stewart et al. 2023). In extreme cases, parasocial identification
has been linked to the diffusion of misogynistic or extremist
narratives with offline consequences (Baele et al. 2024).

Because of parasocial relationships, influencers also occupy a
different social and psychological status than regular social
media users. Their audiences form cohesive, affective commu-
nities organized around admiration, trust, and shared values
(Han and Balabanis 2024; Mardon et al. 2023). Within these
communities, followers often internalize the influencer's per-
spectives, treating them as reliable authorities (Lou 2022).
When misinformation originates from such figures, followers
are not merely exposed to false content, but they are socially
and emotionally invested in endorsing and defending it. This
means that toxicity surrounding influencer-driven mis-
information might frequently reflect belief alignment, as fol-
lowers use hostile language to protect or promote the
influencer's narrative against perceived outsiders or critics
(Marwick and Boyd 2011).

By contrast, misinformation originating from regular users, who
lack comparable credibility or parasocial influence, might elicit
more fragmented and situational toxicity, often emerging from
disagreement, ideological polarization, or anonymity rather
than shared belief. In this sense, influencers do not simply
attract more attention; they structure the emotional coherence
of toxicity, transforming dispersed individual reactions into
collective, belief-driven antagonism. Because parasocial ties
transform passive audiences into emotionally engaged com-
munities, misinformation introduced within these relationships
is likely to generate toxicity that is more cohesive and belief-
driven (Ekinci et al. 2025). Understanding whether such rela-
tional depth produces distinct forms of toxicity, compared with
misinformation from regular users, is therefore central to
the second research question.

RQ2. What forms of toxicity emerge in response to brand-
related misinformation originating from influencers compared
with regular users?

3.3 | Social Influence in Sustaining Toxic Echo
Chambers

Social influence theory (Kelman 1958, 2006) provides an addi-
tional framework for understanding how influencer-audience
dynamics evolve within online environments. Research has
shown that influencer impact operates through three mecha-
nisms of social influence: compliance (to gain approval), iden-
tification (to align self-concept), and internalization (when
influencer values match personal beliefs) (Kelman 2006).
Internalization, in particular, is driven by perceived credibility
and expertise (McCormick 2016), allowing influencers to shape
not only consumption decisions but also attitudes, values, and
identity-related beliefs (Kapitan and Silvera 2016). These
mechanisms explain why individuals adjust their attitudes and
behaviors in response to others' expectations, relational bonds,
or shared values, extending beyond persuasion to encompass
how social belonging and identity maintenance shape reactions
to communication.

In marketing, social influence has been widely applied to ex-
plain how opinion leaders and influencers drive attitude for-
mation and behavioral conformity (Belanche et al. 2021).
Influencers often elicit compliance through social approval cues
such as likes or public endorsements, identification through
aspirational self-presentation, and internalization when their
messages align with followers' values and self-concept. While
existing work acknowledges the emotional and identity-laden
nature of brand interactions (Escalas and Bettman 2005;
Monahan et al. 2023), little is known about how misinformation
within these spaces is sustained and escalates to toxicity. Cur-
rent studies largely examine individual-level effects such as
trust erosion or reputational damage (Harrison-Walker and
Jiang 2023; Lunardo et al. 2023), overlooking the social mech-
anisms through which toxic discourse spreads and reinforces
itself.

These same mechanisms can also be at play at the intersection
of misinformation and toxicity. When misinformation is dis-
seminated by an admired or credible influencer, compliance
may appear as mimicry or toxic defence to maintain group
belonging (Mulcahy et al. 2024), identification may heighten
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emotional sensitivity to perceived criticism, and internalization
may entrench belief in misleading claims. As these mechanisms
unfold in online environments, they may not only sustain
persuasive influence but also enable the escalation and nor-
malization of toxicity. Compliance, identification, and inter-
nalization can collectively transform isolated reactions into
patterns of collective antagonism, particularly when followers
mirror, defend, or embody an influencer's stance. Yet, little
empirical attention has been given to how these mechanisms
interact to perpetuate toxic discourse in brand-related mis-
information contexts.

RQ3. How do social influence mechanisms such as compliance,
identification, and internalization drive the creation and
amplification of toxicity surrounding brand-related misinformation
shared by influencers?

4 | Methods

To investigate how brand-related misinformation leads to tox-
icity in social media environments, we followed a multimethod
empirical protocol combining top-down and bottom-up auto-
mated text analysis (Humphreys and Wang 2018) with quali-
tative thematic analysis. This approach was applied to a large-
scale, cross-platform dataset derived from naturalistic, un-
moderated social media environments where misinformation
and hostile engagement are particularly prevalent (Cinelli
et al. 2021; Schmidt et al. 2020).

We began by building a novel dataset focused on brand-related
misinformation. Between 2020 and 2023, the fact-checking site
Snopes published an estimated 5000-6000 verified mis-
information items. From this large pool, we conducted a sys-
tematic keyword-based search using terms such as “consumer,”
“brand,” “marketing,” and “business” following keyword con-
struction guidelines by Erdmann et al. (2022). The temporal
scope (2020-2023) reflects both practical and theoretical con-
siderations. Data collection was conducted in 2023, and the
timeframe was defined to capture the 3 preceding years when
misinformation activity and influencer engagement were at
their peak. This period spans the COVID-19 pandemic and its
aftermath with empirical evidence indicating that mis-
information increased sharply during this time (Brennen
et al. 2021), while influencer marketing activity and digital
advertising investment also accelerated (Influencer Marketing
Hub 2023). The inclusion of this timeframe also allowed the
analysis to encompass the most active and relevant phase of
misinformation circulation affecting brands.

The dataset primarily comprises content verified a US-based but
internationally recognized fact-checking organization: Snopes.
As such, the sample predominantly reflects Western digital
environments, including English-language social media spaces
where influencer marketing practices, platform affordances,
and misinformation dynamics share strong commonalities.
Prior studies show that influencer cultures in Western contexts
operate through similar mechanisms of authenticity signaling
and parasocial engagement (Zhu and Wang 2025), while mis-
information circulates in comparable ways due to shared plat-
form architectures and algorithmic amplification (Cinelli
et al. 2021). Although some included brands have global reach,
these shared communicative norms and digital infrastructures

support the conceptual comparability of misinformation and
toxicity dynamics across cases. A trained research assistant then
manually screened these items to isolate those referencing
identifiable brands in a consumer or marketing context. This
process yielded 128 distinct misinformation cases referencing 47
brands across nine industries.

To verify the real-world circulation of these misinformation
cases, we located the original misinformation post shared on
social media, whether textual, visual, or video-based, and
scraped the full postcontent, metadata, engagement statistics
(e.g., likes, shares), and all associated audience comments. This
allowed us to build a naturalistic, user-generated data corpus
anchored in verified misinformation events.

The raw dataset initially included 128 posts, with over 105,453
associated audience comments. Following standard corpus pre-
processing and data cleaning (Denny and Spirling 2018), we re-
moved duplicate entries as well as non-English comments
(Ooms 2023), replaced paralinguistic content, slang and word
elongations (Rinker 2018). Also, to make sure that our comment
corpus was not affected by potential trolls or social bots' activi-
ties, we conducted a thorough bot-detection analysis based on
content, time, and account-based measures (Varol et al. 2017).
The final dataset comprised 101 brand-related social media posts
containing misinformation, originating from either SMIs or reg-
ular users, and 48,821 associated audience comments.

We employed a three-stage analytical protocol to address the
research questions. First, to examine whether the source of
misinformation (influencers vs. regular users) influences the
intensity of toxic audience responses (RQ1), we conducted a
comment-level logistic regression analysis. This model esti-
mated the odds of a comment being classified as toxic while
controlling for 15 post-, brand-, platform-, and comment-level
variables. This was followed by post hoc analyses to determine
conditions under which the source type shapes toxicity. Second,
to explore how the forms and expressions of toxicity differ
depending on post source (RQ2), we combined topic modeling
with regression analysis. This stage identified five distinct dis-
cursive categories of toxic comments, capturing variation in
emotional tone, target, and intent across influencer- and user-
generated misinformation.

Finally, to understand how influencers contribute to the creation
and amplification of toxicity through social influence mecha-
nisms (RQ3), we conducted an in-depth thematic analysis of
1800 representative toxic comments and a subsample of SMI-
generated posts (n=45). Using a hybrid coding approach that
integrated theory-informed and inductive procedures (Braun and
Clarke 2006; Fereday and Muir-Cochrane 2006), we traced how
misinformation narratives are discursively constructed, en-
dorsed, and sustained within influencer-led interactions. The
overall analytical process is summarized in Figure 1.

5 | Top-Down Automated Text Analysis
5.1 | Procedure

To identify toxic responses within the data set, we used Google's
Perspective API (Perspective Al 2024) to analyse audience com-
ments associated with each brand-related misinformation post.
Given the dataset's size, the API offered an efficient and scalable
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Research question

RQI: How does the source
of brand-related
misinformation (influencers
vs. regular users) influence
the intensity and nature of
toxic audience responses on
social media?

RQ2: What forms of
toxicity emerge in response
to brand-
related misinformation originating
from influencers compared with
regular users?

Dataset

101 brand-related
misinformation posts

48,821 UG comments

News and brand characteristics
(controls)

Y

11,871 toxic comments I—-

Data
preparation

Perspective API

Toxicity > Q3

Pre-processing
Normalization
Paralinguistic content
detection
Collocation analysis

« POS tagging &
Jiltering
Stopwords removal

«  Lowercasing

Regression analysis

Topic Modeling

Effects of source (SMI vs
regular user) on toxicity

Post-hoc analyses on
engagement, issue domain,
and social media platforms

Different categories of
toxicity

Effects of source (SMI vs

RQ3: How do social influence
mechanisms such as compliance,
identification, and internalisation

drive the creation and mplification

A4

«Zoom in» on SMI’s

Sl bait firestorms —————

regular user) on the
prevalence of different
categories of toxicity

Regression analysis

Mechanisms SMIs use to

of toxicity surrounding brand- \ 1,800 toxic comments
related misinformation shared by B .

influencers? ~ TTTTTTTTTTTTTTTTOOT

FIGURE 1 | Analytical process.

TABLE 2 | Summary of validity checks.

fuel disinformation-
generated toxicity .

ic Analysis

Type of validity

Description

Following Humphreys and Wang (2018), for the toxicity score (RQ1), we used a top-down method

employing the state-of-the-art deep learning toxicity detection algorithm Perspective API. For the
categories of toxicity (RQ2), we employed a bottom-up approach, combining topic modeling and thematic

The automated toxicity score shows substantial concurrence with human ratings (average pairwise

The toxicity measure shows a strong, positive correlation with Detoxify (r=0.75, p < 0.001; Hanu and

Unitary team 2020), and a moderate, positive correlation with Hurtlex (r = 0.34, p < 0.001; Bassignana

Construct
analysis.
Concurrent
percentage agreement = 0.83).
Convergent
et al. 2018).
Discriminant
model (see Table SA2, Column 1).
Causal
Predictive
robustness checks.
Face

The toxicity measure does not show strong, significant correlations with other constructs included in the

We included 15 control variables to account for alternative explanations (see Table 3).
The theoretically derived relationship between toxicity and source type was replicated across multiple

The automated classification aligns with intuitive human judgments. For instance, a toxic comment such

as “F**k you @brand once a racist company always one!” contrasts clearly with a civil comment such as
“So sad that people feel they have a right to say how another person should love and feel. Thank God
things are starting to change. Love is love < 3.”

method for detecting toxicity in user-generated text. The tool
defines toxicity as “a rude, disrespectful, or unreasonable comment
that is likely to make someone leave a discussion” (Perspective
AT 2024). This operationalisation aligns closely with this study's
focus on hostile and exclusionary discourse, capturing the broader
contours of user toxicity in social media environments.

The Perspective model has demonstrated high reliability, with
accuracy rates above 90% (Lin et al. 2024), and has been vali-
dated across domains including news, gaming, and marketing
(e.g., Avalle et al. 2024; Nepomuceno et al. 2023). We ran the

Perspective “AnalyzeComment” API directly on our corpus of
audience comments, which assigns each text a toxicity score
ranging from 0 (nontoxic) to 1 (highly toxic). For example, a
score of 0.6 indicates that six out of ten human coders would
classify the comment as toxic. Following prior research (Avalle
et al. 2024), we adopted a 0.6 threshold to generate a binary
dependent variable coded as toxic (1) if the score exceeded this
threshold and nontoxic (0) otherwise. Several validation checks
confirmed the robustness of this text-based toxicity measure
(see Table 2 and Appendix S1A for more details).
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To address RQ1, we examined whether the source of mis-
information, specifically, whether a post was authored by an
influencer or a regular user, affects the odds of eliciting toxic
audience responses. Our main explanatory variable, source,
was constructed using a hybrid classification approach that
combined profile-level and content-based analysis. First, we
assessed account-level indicators such as bio descriptions,
follower counts, engagement metrics, and thematic con-
sistency to determine whether a user projected an influencer
identity. We then analyzed the linguistic and visual char-
acteristics of users' posts, focusing on tone, imagery, and
self-presentation strategies. Intercoder reliability was high
across multiple rounds (x = 0.89; ¥ = 0.97), following estab-
lished influencer classification frameworks (Bonini
et al. 2016; Caliandro and Gandini 2016).

We also controlled for 15 post-, brand-, platform-, and comment-
level variables that may influence toxicity (see Table 3). Given
the binary outcome variable (toxic vs. nontoxic), we employed
logistic regression models to estimate the probability of a toxic
response as a function of source type and control variables. This
model enabled a systematic test of whether influencer-generated
misinformation is more likely to trigger toxic engagement than
misinformation shared by regular users (Miranda et al. 2022;
Schmidt et al. 2020).

5.2 | Results

Table 4 presents the results of our logistic regression analyses.
For clarity, we report exponentiated coefficients (odds ratios).
Model 1 includes only control variables and establishes the
baseline likelihood of toxic comments across the dataset. Model
2 adds our key predictor, post source, to test whether toxicity
levels differ depending on whether the misinformation was
shared by a SMI or a regular user.

Results show that, holding all the other variables constant, posts
authored by regular users are significantly less likely to generate
toxic comments than those posted by SMIs. Specifically, the
odds of toxicity below user-generated content is 44% lower than
those of SMI (odds ratio=0.56, p <0.001). Marginal effects
indicate that the predicted probability of toxicity is approxi-
mately 3.8% for SMI posts and 2.2% for user posts, a difference
of 1.6 percentage points, reflecting a substantively meaningful
reduction (Schmidt et al. 2020). In other words, misinformation
coming from SMIs is more likely to spark toxicity in the com-
ment sections.

The negative effect of source on toxicity is robust and ex-
tends beyond correlational evidence. Across a series of
modeling and measurement robustness checks (Table 5), the
effect remains stable in magnitude and significance after
accounting for selection bias, endogeneity, and alternative
measures of both the dependent and independent variables.
This consistency across specifications supports that the
source effect reflects a substantive, not spurious, relation-
ship. Robustness analyses confirmed that results were stable
across variations in corpus size, model specification,
and controls for selection bias and endogeneity. More
details about the robustness analyses can be found in
Appendix S1C-S11.

5.3 | Post Hoc Analyses

To better understand how and when source type shapes toxic-
ity, we conducted a set of follow-up analyses (illustrated in
Figure 2). We first considered engagement as a boundary con-
dition. Engagement is central to influencer economies (Leung
et al. 2022), where visibility depends on audience reactions. It
can also reward emotionally charged or morally provocative
content (Avalle et al. 2024). Because influencers actively man-
age these content-reaction loops, engagement may shape tox-
icity differently for them than for ordinary users.

The interaction between source type (SMI vs. user) and en-
gagement was significant (OR=0.81, 95% CI [0.76, 0.86],
p <0.001; see Figure 2). For SMIs, engagement increased with
toxicity (OR =1.07, 95% CI [1.05, 1.09], p <0.001), while for
users it declined (OR = 0.87, 95% CI [0.85, 0.89], p < 0.001). This
crossover indicates a toxicity-engagement spiral unique to in-
fluencers: their more toxic posts attract stronger reactions,
reinforcing incentives to post such content. Regular users show
the reverse pattern, where engagement aligns with more civil
exchanges.

We next examined whether this pattern varies by issue domain.
Although all posts contained brand-related misinformation,
they addressed different topics—commercial, sociopolitical, or
health and safety—which differ in salience and psychological
distance (Trope and Liberman 2010). The interaction between
source type and issue category was significant. Pairwise con-
trasts (FDR-adjusted) revealed that influencers triggered more
toxicity than users only in sociopolitical discussions (OR = 1.87,
95% CI [1.53, 2.28], p < 0.001). Differences were nonsignificant
for commercial (p=0.085) and health and safety (p=0.85)
content. Influencers thus appear to amplify toxicity particularly
when misinformation concerns socially charged issues.

Finally, we tested whether the platform environment moderates
this relationship. Platforms vary in affordances and norms that
shape communicative behavior (Literat and Kligler-Vilenchik 2021).
We grouped them by pseudonymity: low (Meta), medium
(YouTube, TikTok), and high (Reddit, X). A significant interaction
emerged. Influencers were more toxic than users on all platform
types (Low: OR=2.10, 95% CI [1.75, 2.52]; Medium: OR =1.97,
95% CI [1.36, 2.86]; High: OR =4.81, 95% CI [2.56, 9.02]; all ps <
0.001). Among influencers, toxicity peaked on low-pseudonymity
platforms (OR =1.36, 95% CI [1.11, 1.68], p =0.003). User differ-
ences across platforms were smaller, with only the low-medium
contrast significant (OR = 1.62, 95% CI [1.05, 2.51], p < 0.05). These
results suggest that influencer toxicity is not confined to anonymous
or unregulated environments but may be most visible where
identity and reputation are salient.

6 | Bottom-Up Automated Text Analysis
6.1 | Topic Modeling

We began this stage by identifying and characterizing key forms
of toxicity through a dimensionalisation process (Miranda
et al. 2022). Focusing on the most extreme cases, we analyzed
the top quartile of comments by toxicity score (n=11,871) to
capture the diverse expressions toxicity assumes in online
exchanges.
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TABLE 4 | Logistic regressions: Effect of source on toxicity.
DV: Toxicity @ @
Predictors Odds ratios Standard error Odds ratios Standard error
SOURCE [user] 0.56%** 0.06
Controls
News truthfulness [TRUE] 0.85 0.11 0.72* 0.10
Issue [Health and safety] 1.26* 0.12 1.15 0.12
Issue [Other] 0.13%** 0.03 0.09%** 0.02
Issue [Sociopolitical] 0.55%+* 0.05 0.52%%* 0.05
Posting year [2021] 0.28%** 0.02 0.23%%* 0.02
Posting year [2022] 0.76%** 0.06 0.83* 0.07
Posting year [2023] 0.33%** 0.03 0.30%** 0.03
Engagement effect 1.00 0.02 1.00 0.02
Anger 1.21 0.54 4.80** 2.49
Fear 0.84 0.39 0.26* 0.14
Trust 0.48%* 0.11 0.32%** 0.07
Anticipation 0.02%** 0.01 0.02%** 0.01
Disgust 182.86%** 72.88 137.59%** 56.34
Sadness 0.02%** 0.01 0.04++* 0.02
Joy 0.48* 0.15 0.317%** 0.10
Political affiliation [Liberal] 1.08 0.10 1.16 0.11
Political affiliation [Unknown] 0.48%** 0.06 0.64++* 0.09
Industry [Big Tech] 1.04 0.11 1.44%* 0.18
Industry [Food and Beverages] 0.65%+* 0.06 0.73%* 0.07
Industry [Financial] 0.00 0.01 0.00 0.01
Industry 1.13 0.20 1.70** 0.33
[Luxury and fashion]
Industry [News] 1.62 0.93 1.20 0.70
Industry [Retail] 1.02 0.09 1.12 0.11
Industry [Tech] 0.66%* 0.10 0.93 0.15
Industry [Telcom] 1.85* 0.48 1.82* 0.48
SM platform [Instagram]| 2.63%** 0.22 1.88%** 0.19
SM platform [Reddit] 9.20%** 2.78 12.99%+* 4.02
SM platform [TikTok] 1.10 0.15 0.85 0.12
SM platform [Twitter] 1.08 0.07 0.82* 0.07
SM platform [YouTube] 0.34%%* 0.05 0.33%%* 0.05
Comment thread's length 1.00%#* 0.00 1.00%** 0.00
(Intercept) 0.55* 0.13 0.78 0.18
Observations 48,821 48,821
LR ¥ (df) 34.30 (1)
R? Tjur 0.038 0.039

*p <0.05; **p <0.01; ***p <0.001.

To uncover recurring discursive patterns within these highly
toxic comments, we applied the Biterm Topic Model (BTM), a
version of Latent Dirichlet Allocation optimized for short
texts (Yan et al. 2013). The dataset was preprocessed
(tokenisation, collocation analysis, part-of-speech tagging,
stop-word removal, stemming), and model parameters were
iteratively tuned to maximize coherence. The final model
produced 48 topics (o =1.04, 3 =0.01). To ensure conceptual

precision, all topics underwent human verification: each was
independently reviewed and labeled by the research team
based on top keywords and representative comments. Fol-
lowing established validation procedures (Aranda et al. 2021;
Greve et al. 2022), topics were assessed for semantic coher-
ence and distinctiveness, with thematically weak outputs
excluded. This process yielded 41 coherent topics, 36 of
which reflected 5 distinct toxic discourses.
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TABLE 5 | Summary of the modeling and measurement robustness checks.
Category Robustness check Method and outcome
Modeling 1. Size vs. spurious statistical Coefficient/p value/sample-size (CPS) chart (Lin et al. 2024). CPS chart for
significance the primary explanatory variable shows little sensitivity of coefficient and
p value as sample size increases (Appendix S1B).
2. Selection bias and Propensity score matching. Odds of a comment being toxic are ~39% lower
correlational evidence for regular user posts than influencers (OR =0.61, 95% CI [0.54, 0.69]).
3. Endogeneity of source Gaussian copula. Not significant copula term (GC: 0.16, SE: 0.08, p > 0.05)
4. Alternative DV Using “insult” and “threat” as DVs; OR = 0.58, p < 0.001—Model A3;
OR =0.17, p < 0.05—Model A4.
Measurement 1. Alternative IV Replacing source with SMI taxonomy (Campbell and Farrell 2020): nano

and micro SMIs show higher toxicity than macro SMIs; OR micro = 1.27,
p <0.05; OR macro = 0.70, p < 0.05; OR mega = 1.93, p < 0.001—Model A6.

2. Sensitivity analysis for
toxicity

Using perspective API continuous score: OLS regression: § source = —0.27,
p <0.001—Model A5.

a) Interaction Effect: SOURCE x Engagement Effect

b) Interaction Effect: SOURCE x Issue
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FIGURE 2 | Conditional effects of source type on toxicity across engagement (a), issue domain (b), and platform (c). (a) Engagement effect was

centralized before modeling; shaded area indicates where 95% of the observations lie. Panel b) Issue category “other” was removed from this analysis

(N = 47,663).

From these 36 validated topics, we developed a higher-order
taxonomy capturing the main modes of interactive toxicity in
audience responses to brand-related misinformation. Building on
prior research, topics were categorized by discursive focus
(brand- vs. consumer-directed), behavioral intent (venting,
retaliation, provocation, or deliberate harm), and relational target
(brands, other consumers, or wider audiences). This synthesis
incorporated established forms of online toxicity, including

malicious negative word-of-mouth (Hornik et al. 2019; Liao
et al. 2024), firestorms (Herhausen et al. 2019), anti-brand
activism (Romani et al. 2015), trolling and flaming (Dineva and
Breitsohl 2022), harassment (Vogels 2021), and consumer-to-
consumer conflict or brand bullying (Dineva and Daunt 2023).
These classifications formed the analytical framework for coding
and interpreting toxicity in the dataset (see Appendix S17J for the
bottom-up analysis summary table).
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6.2 | Regression Analyses

To examine how toxicity categories vary depending on the
source of social media content, we conducted a category pre-
diction task (Miranda et al. 2022). Specifically, we ran 5 separate
ordinary least squares (OLS) regressions with robust standard
errors and FDR adjustments, one for each category of toxicity
identified through our earlier modeling. In each model, the log-
transformed prevalence of the category served as the dependent
variable, with content source (SMI vs. regular user) as the key
independent variable, alongside relevant controls.

This approach allowed us to systematically estimate how the
presence and intensity of specific toxic categories differed by
source type. By modeling category prevalence as a function of
source, we were able to assess the extent to which influencer-
generated content is associated with distinct patterns of toxic
audience responses, compared to those emerging from regular
users.

6.3 | Results

We identified five distinct categories of toxic interactive
behaviors enacted by users in response to brand-related mis-
information on social media: “anti-brand reactions,” “C2C
conflicts,” “flame-bait firestorms,” “toxic debunking,” and
“trolling and flaming.”

The first category, termed “anti-brand reactions,” encompasses
toxic comments that specifically target a brand, its activities, or
its supporters. These reactions vary in severity, from mild
cynicism about a brand's consumer choices (e.g., topic 35) or
schadenfreude towards failed brand innovations (e.g., topic 2)
to more intense forms of toxicity such as calls for boycotts (e.g.,
topic 38) and outright brand-bullying (e.g., topic 41). The pri-
mary targets of these comments are either the brand in question
or other consumers, particularly those defending or supporting
the brand with an emphasis on creating attacks directed at a
brand (Dessart et al. 2020).

The second category, labeled “C2C conflicts,” refers to violent
exchanges between consumers who hold opposing views on
contentious consumption-related issues, such as minority rep-
resentation (e.g., topic 3) or food safety (e.g., topic 11). Unlike
anti-brand reactions, which are often directed at the brand itself
or other users, C2C conflicts involve direct confrontations
between users. These interactions are characterized by a dia-
logical yet antagonistic exchange of accusations, leading to a
vindictive form of toxicity (Garimella et al. 2017). This toxicity
category is concerned with interpersonal disputes and polar-
ization, rather than the involved brand or the content of the
misinformation news (Dineva and Daunt 2023; Luedicke
et al. 2010).

The third category, “flame-bait firestorms,” consists of highly
emotional and unified reactions against the brand or news itself
rather than against individual users. This category is marked by
intense backlash or firestorms aimed directly at the news' focal
point, such as the brand implicated in the controversy
(Herhausen et al. 2019; Scholz and Smith 2019). Unlike ex-
changes in C2C conflicts, which are characterized by multi-
directional and polarized interactions involving a wide range of
perspectives, flame-bait firestorms create a very different kind

of discourse. In flame-bait firestorms, the discussions tend to
become highly homogeneous and monologic. This means that
the conversations often reinforce a singular viewpoint and are
resistant to incorporating or even acknowledging opposing
perspectives. Hence, this toxicity category entails discourse that
creates a reinforcing loop where only similar opinions are cir-
culated and amplified, making it difficult for dissenting voices
or alternative viewpoints to penetrate the discussion (Cinelli
et al. 2021).

The fourth category, “toxic debunking,” aggregates comments
that aim to discredit or ridicule problematic news content
through verbal aggression. This category features two main
debunking strategies: low-involvement debunking, characterized
by direct insults and personal attacks without substantive evi-
dence (e.g., topic 21), and high-involvement debunking, where
users provide logical counterarguments supported by personal
experience or external sources (e.g., topic 20). Both forms of
debunking target the source of misinformation (i.e., SMIs or
regular users), whether through personal attacks or reasoned
refutations. This category of toxicity differs significantly from
C2C conflicts. In this context, the focus is on debunking mis-
information and verifying its authenticity. In contrast, C2C
conflicts are primarily concerned with sustaining polarization
and do not prioritize reaching a consensus on the alleged
validity of the information.

The fifth category, “trolling and flaming,” includes a range of
toxic behaviors designed to provoke reactions for the troll's
amusement or emotional release (Cho and Kwon 2015; Golf-
Papez and Veer 2022). This category encompasses both subtle
provocations aimed at mocking users or brands (e.g., topic 43)
and more overtly offensive insults conveyed through aggressive
language (e.g., topic 25). Trolling and flaming are often marked
by their superficial nature and lack of a specific target, revealing
a broader intent to provoke reactions rather than engage in
content verification, as seen in toxic debunking. Unlike C2C
conflicts, where the goal is to sustain existing polarization,
trolling and flaming aim to create polarization from the outset.
Furthermore, instead of adhering to a consistent “echo-
chamber” viewpoint, as in flame-bait firestorms, trolling and
flaming adopt whichever stance is most likely to generate
toxicity.

Our category-level regression analyses (Figure 3) reveal a com-
pelling pattern: comments on regular users' accounts display a
greater diversity of toxic behaviors and targets compared to those
on SMIs' posts, visually represented i by the larger number of
bubbles, each with distinct colors and targets (y-axis). Notably,
regular users' posts tend to provoke more out-group toxic
behaviors, particularly in anti-brand controversies (Std
coefficient: 0.94, p <0.001), where negative word-of-mouth,
rivalries, and boycott intentions dominate the discussions.
Moreover, regular user comments show a higher prevalence of
toxic debunking instances (standard coefficient: 0.61, p < 0.001),
suggesting more dialogic forms of toxicity (Scheibenzuber
et al. 2023). In contrast, the comment sections of SMIs are more
homogeneous, largely dominated by toxic reactions that fit
within the “flame-bait firestorms” category (standard coefficient:
—1.13, p<0.001), where collective consumer animosity is
directed at a target (i.e., the brand victim of misinformation)
unrelated to the influencer themselves. These findings suggest a
marked difference in the types of toxicity provoked by regular
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Toxic Behaviors Across Sources and Targets

Source -

News target -

Toxic Behavior

g Anti-brand reactions
-
= C2C conflicts
Mixed target- Flame-bzit firestorms
Toxic debunking
Trolling & flaming
Consumers -
Social media influencer | Regul%r user
- - 0 1
Standardized Coefficient
FIGURE 3 | Consumer toxic categories by source and target. The x-axis displays the standardized coefficients from category-level regressions of

source type on log-transformed category prevalence, controlling for political affiliation, issue domain, social media platform, and posting year

(see Appendix S1K). Categories that appear significantly more often in comment sections under influencers’ posts are positioned on the left, whereas

those more prevalent under regular users' posts appear on the right. The y-axis indicates each topic's primary target. Bubble size reflects category

prevalence, and colors represent the specific toxic discursive behavior each category embodies.

users versus SMIs, with regular users facing a broader spectrum
of harmful online behavior.

Interpreted through parasocial interaction theory, this pattern
suggests that followers form one-sided emotional bonds with
influencers (Horton and Richard Wohl 1956), which shape
how they react to misinformation content. Because these
parasocial relationships foster perceived intimacy, authentic-
ity, and loyalty (Labrecque 2014), audiences tend to protect the
influencer rather than challenge them. As a result, toxic en-
gagement is redirected toward a safer external target—the
brand implicated in the misinformation—rather than toward
the influencer who initiated or amplified it. In contrast, when
misinformation originates from regular users, no parasocial
buffer exists to shield them from scrutiny or backlash, making
them more vulnerable to a broader range of harmful interac-
tions, including direct attacks and credibility questioning
(Chung and Cho 2017).

7 | Mechanisms of Influencer-Driven Toxicity

To investigate how brand-related misinformation gives rise to
toxic audience behaviors and the role of SMIs in shaping these
dynamics, we conducted a thematic analysis (Braun and
Clarke 2006) of a purposive subsample of user-generated content.
In doing so, we adopted a hybrid coding strategy that combined
theory-driven and inductive approaches (Fereday and Muir-
Cochrane 2006). We first applied a predefined coding template
based on existing research on SMI engagement strategies (see
Section 2.2). These included: “credibility signalling” (Kapitan and
Silvera 2016; McCormick 2016), “parasocial bonding” (Thomas
et al. 2024; Reinikainen et al. 2020), “strategic controversy
amplification” (Barari 2023; Stewart et al. 2023), “algorithmic
manipulation” such as comment pinning and thread boosting
(Feng and Kim 2024), and “populist narrative framing” using “us

vs. them” discourse (Holt and Cameron 2010; Fong et al. 2021).
Irrelevant codes were excluded based on dataset fit.

Next, we conducted inductive coding to identify context-specific
patterns that existing frameworks did not capture. This allowed
us to surface SMI discursive strategies unique to brand-related
misinformation including emergent behaviors such as “pinning
to reinforce narrative salience,” “rehashing past controversies,”
“strategic silence,” “emotional self-disclosure.” and “follower
commending.” Throughout, we iteratively refined both theory-
based and emergent codes, clustering them into broader the-
matic categories (Fereday and Muir-Cochrane 2006). Finally,
we synthesized the coding structure into a cohesive thematic
framework. This included an interpretive layer focused on
identifying the underlying mechanisms SMIs used to provoke
and sustain engagement. In analyzing SMI posts and comment
sections, we paid close attention to how influencers presented
themselves, framed misinformation, and interacted with their
audiences (Cocker and Cronin 2017).

Throughout the process, coding was conducted iteratively by
multiple researchers. Agreement was calculated across three
rounds (x = 0.87; x = 0.91; x = 0.96), with discrepancies resolved
through discussion and refinement of the coding approach
(Milne and Adler 1999). The results provided a framework for
identifying the influencer strategies that shape patterns of toxic
behaviors among social media users.

7.1 | Results

Our qualitative analysis uncovered the mechanisms that SMIs
adopt to cultivate toxic echo chambers in response to brand-
related misinformation on social media through two distinct
mechanisms, as illustrated in Figure 4.

The first mechanism, brand-related misinformation legitimation,
captures how influencers validate and protect misinformation
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Author: [Post]
Author: [Pinned comment] “It's scary how accurate this is as well once you actually do research.”

Focused codes

Strategies

Mechanisms

Author: [Post]

Author: [Pinned comment] “I signed myself up during pandemic for everything going online and now it's been 3 years [...] The sign up bonus is amazing!”

Amplifying

Author: [Comment] “@user Remember the BRAND cup. SHE got involved, demanded they up their “donation” and BRAND pulled out.”

and when the cameras were rolling!

Author: [Comment] “Never forget how HE treated family members of veterans who wanted a photo with him ... but he would happily pose for squaddies

User: "All of this is false. He did not have a daughter”

Author: “@user you're one of those people who argue but are never right. lol First response and it's already inaccurate and you'e telling people this isn’t.”

BM
legitimation

User: "User: It’s a fake picture, it was announced on the web site, it was just a joke™

Author: It does not mater if the picture is false or not....the message is clear : the world is suffering and nobody cares... they wait their time to control
populations to make it worst because they are incompetents.... But WE LET THEM DO THAT TO US AND THE PLANET ....... WAKEUP...!"""

Responding

Sheltering

User2: “@user You are fake news!!”

User: “Sitting on the board does not make HIM his boss. The CEO reports to the board, not the other way around. @Author, this is false.

User: “@Author this has been factchecked, google it”
User2: “Sheep be like "Do a simple GOOGLE SEARCH, you'll find this to be false. @user y'all are gullible as'f.”

Silence
probing

Author [Comment]: “#fyp #explorepage #igetit #conspiracy #brand #virus #antivirus #depopulation #aganda #nwo #crazy #creepy #jesussaves”

Semantic

Author: [Comment] “#thingsthatmakeyouthink#wakeup.”

framing

Bonding

Author: "Honestly this country isn’t about Democrats vs Republicans it’s about us the people vs the government no matter what party takes over they don’t
do anything for us. They all just promise promise and give us little crumbs to make us think they doing soemthing good for us.”

Populist

Author: “America - WAKE UP!!!! These Brand New BRAND Diesels are heading to Ukraine - Sending fleets of vehicles without emissions to another framing
country while hitting the citizens here with the extra cost & burdens?!! If this doesn’t infuriate you - I don’t know what will. This is NOT ok, this is worse” BM

over from what little boy has done for Invictus since meeting his wife.”

Author: [Comment] “The athletes deserve better than being used as a "pet charity" for positive publicity for them. I'd love to see someone worthy take

community

enmeshment

me sick to my stomach. I see it all day long on and I just want to scream!”

Self-disclosing
Author: [Comment]): OMG # And now excuse me... I am so goddamn fucking tired of the bullshit that is being slayed and levied against this man it makes

Author: “@user I am so glad you two kept track of that mess! <3 Now that’s just clothing expense.”

User: “We didn’t include her wedding rings, the Cartier watch & bracelets from Charles’s, “Diana’s” bracelets nor Trevor’s Love bracelet”.

Commending

User: Beautifully written as always! [...] Do you have other ones?
Author: Thanks @user, I'll also send you this one as a bonus

FIGURE 4 | Mechanisms through which social media influencers foster toxic echo chambers around brand-related misinformation.

central to their campaigns (Di Domenico et al. 2022). This
mechanism reflects compliance-based influence (Cialdini and
Goldstein 2004; Kelman 2006): followers are prompted to pub-
licly endorse misinformation to preserve group belonging and
avoid backlash. Two main strategies underpin this process.

Amplifying increases misinformation's reach and perceived
legitimacy by exploiting engagement affordances. Influencers
strategically interact in comment threads to highlight support-
ive remarks and create an illusion of consensus (Feng and
Kim 2024). For instance, under a false claim that a multi-
national's skincare products “secretly contain banned chemi-
cals,” one influencer replied, “Exactly - people have no idea
what's really in this stuff,” which drew hundreds of affirming
responses and extended the conversation over several days.
Influencers also rehash misinformation by adding details or
reviving old controversies, for example, revisiting a debunked
rumor that a celebrity boycott had forced a brand recall, to
sustain outrage and maintain visibility.

Sheltering focuses on defending misinformation from scrutiny.
When challenged, influencers reframe criticism as hostility,
often mobilizing followers to respond on their behalf (Timothy
Coombs and Jean Holladay 2014; Stieglitz et al. 2019). In one
thread, after a user questioned a post's accuracy, the influencer
replied, “@user you clearly work for them-stop gaslighting
people,” prompting numerous supporters to attack the critic.
Others employ “strategic silence,” allowing followers to defend
the influencer without direct engagement. Across cases, these
behaviors transform informational credibility into social
power, reinforcing the influencer's authority and discouraging
dissent.

The second mechanism, community enmeshment, reflects how in-
fluencers cultivate emotionally bonded, homogeneous communities

that act as self-reinforcing echo chambers (Rao and
Greve 2024). This mechanism operates through identification
and internalization processes (Kelman 1958). Bonding aligns
followers with the influencer's worldview through in-group
rhetoric and moral framing. Influencers regularly use populist
and conspiratorial language (e.g., “#wakeup,” “they're hiding
the truth”) to reinforce shared identity and collective purpose
(Fong et al. 2021; Marwick and Boyd 2011). When one influ-
encer wrote, “It's not about left or right pp it's about us versus
the corporations,” followers echoed the sentiment, generating
a long thread of agreement and anti-brand hostility.

Endearing strengthens parasocial attachment through emotional
self-disclosure and personalized recognition (Labrecque 2014).
Influencers share vulnerable or affective posts, such as ex-
pressing exhaustion over being “attacked for telling the truth,”
to evoke empathy and solidarity. They also publicly praise
supportive users (“@user You've been here since day one -
thank you for fighting with me”), reinforcing intimacy and
loyalty. These displays foster perceived closeness and mutual
defence, embedding misinformation within a shared emo-
tional and moral narrative.

Combined, brand-related misinformation legitimation and
community enmeshment explain how influencers convert
misinformation into collective toxicity. The first mechanism
reinforces misinformation through visibility and defence,
leveraging compliance and social proof; the second embeds it
through emotional resonance and identity alignment, driving
internalization of misinformation as group truth. The two
strategies illustrate how relational authority and networked
influence transform misinformation from isolated content into
a socially sustained, toxic dynamic that amplifies hostility and
discourages correction.
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8 | Discussion

This paper addresses the largely overlooked role of SMIs in the
spread of misinformation and online toxicity. Our analysis
shows that brand-related misinformation shared by SMIs,
compared with regular users, provokes significantly more toxic
audience reactions. This pattern aligns with source credibility
theory, as influencers' perceived authority and trustworthiness
heighten responsiveness and lower scepticism, increasing the
likelihood of hostile engagement. Post hoc analyses reveal that
influencers not only generate more toxicity but amplify it under
the same conditions that enhance their visibility and influence.
Toxicity escalates with engagement, producing a self-
reinforcing toxicity-engagement spiral; it peaks when influen-
cers discuss socio-political issues, where public stakes are
higher; and it is most pronounced on low-pseudonymity,
identity-based platforms that reward visibility and reputation.

Viewed through parasocial interaction theory, these effects
reflect qualitative differences in how toxicity unfolds. Followers’
one-sided emotional bonds with influencers (Horton and
Richard Wohl 1956; Labrecque 2014) foster loyalty and per-
ceived intimacy, prompting defence rather than critique, even
when misinformation is apparent. This loyalty redirects hostil-
ity toward external targets, typically the brand implicated in
misinformation, generating homogeneous flame-bait firestorms
aligned with the influencer's narrative. In contrast, mis-
information from regular users lacks such relational protection,
exposing them to direct attacks and credibility challenges
(Chung and Cho 2017). Toxicity in influencer-initiated con-
versations is therefore not only greater in magnitude but also
shaped by relational dynamics that shield influencers and dis-
place aggression. Finally, our thematic analysis shows that SMIs
employ discursive and technical tactics that activate compli-
ance, identification, and internalization, core social influence
processes, sustaining toxic echo chambers around mis-
information. Influencers thus become catalysts of online toxic-
ity, shaping both its intensity and its direction.

8.1 | Theoretical Contributions

This research advances understanding at the intersection of
misinformation, influencer marketing, and online incivility in
three ways. First, this research advances the influencer mar-
keting literature by demonstrating that misinformation dis-
seminated by SMIs produces more, and qualitatively different,
toxicity than identical content from regular users. Rather than
attributing harm solely to message content, the findings theo-
rize toxicity as an outcome of source-based amplification. Drawing
from source credibility theory (Hovland and Weiss 1951), we find
that SMI's perceived expertise, visibility, and platform positioning
activate credibility cues that legitimize misinformation (Di Do-
menico et al. 2022) and lower normative barriers to incivility. In
this respect, the study extends prior discussion of problematic
influencer conduct (Coates et al. 2019; Karagiir et al. 2022) by
showing how credibility itself becomes an infrastructural mecha-
nism through which toxicity is normalized. Practices such as
content pinning or selective interaction function not only as
engagement-maximizing tactics, but as symbolic endorsements
that stabilize misinformation narratives and atmospheres (Bahar
and Hasan 2024; Mangio and Di Domenico 2022). The identified

boundary conditions—issue salience, engagement incentives, and
low pseudonymity—further support this original stance where
credibility shifts from a persuasive resource into a catalyst
for harm.

Second, the study reconceptualises online toxicity as a relational
and performative outcome of misinformation, expanding dom-
inant marketing perspectives that focus primarily on attitudinal
or trust-based effects (Di Domenico and Ding 2023). Drawing
on parasocial interaction and social influence perspectives, the
findings show that influencer-led misinformation does not
simply intensify incivility but reorganizes its expression. The
proposed typology distinguishes between established forms of
toxicity—such as consumer conflict, trolling, flaming, and an-
tibrand activism—and emergent patterns that are specific to
influencer-centered contexts. While the former align with ex-
isting conceptualizations of interpersonal incivility and mali-
cious word-of-mouth (Cho and Kwon 2015; Golf-Papez and
Veer 2022; Hornik et al. 2019), flame-bait firestorms and toxic
debunking capture hybrid dynamics in which influencers
actively shape both the targets and moral framing of aggression.
This distinction extends current typologies by highlighting how
authority and audience alignment reconfigure the social
meaning of toxic participation.

Relatedly, the mechanisms of misinformation legitimation and
community enmeshment advance conceptual work on influ-
encer self-presentation and audience bonding. Existing research
frames credibility signaling and controversy management as
strategies for sustaining engagement and visibility (Cocker and
Cronin 2017; Abidin 2019). The present findings theorize a
critical escalation of these practices: credibility labor (Bahar and
Hasan 2024) becomes a vehicle for institutionalizing mis-
information, while parasocial intimacy (Reinikainen et al. 2020;
Mardon et al. 2023) evolves into dense, inward-facing commu-
nity structures that reward conformity and sanction dissent. In
this way, influencer—follower relationships shift from dyadic
attachment to collective enclosure, enabling the persistence of
toxic echo chambers.

Third, the study contributes to theories of misinformation pro-
cessing by challenging cognition-centric explanations of belief
formation. Building on Kelman (1958) social influence frame-
work, the findings show that compliance, identification, and
internalization operate as collective alighment mechanisms,
rather than as individual persuasion outcomes. Influencers'
relational authority and homophilic audience composition create
social pressures that prioritize loyalty and identity affirmation
over factual evaluation. This insight reframes misinformation as
a socially sustained practice, aligning with recent evidence that
group identity and social belonging outweigh accuracy consid-
erations in shaping engagement and belief (Van Bavel
et al. 2024). Consequently, the persistence of toxicity, even fol-
lowing correction or debunking, can be understood as a function
of social reinforcement rather than informational deficit.

8.2 | Managerial Implications

This research provides actionable guidance for managing
influencer-driven misinformation and toxic engagement by
organizing interventions around the three main actors operat-
ing in the misinformation ecosystem (Table 6): Publishers
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(influencers), Platforms (social media platforms and brands),
and People (social media users) (Johar 2025). Our findings show
that misinformation originating from influencers generates
more intense and qualitatively different toxicity than mis-
information shared by regular users, highlighting the need for
targeted, actor-specific responses.

Publishers. Because influencers function as high-credibility
publishers whose parasocial bonds accelerate toxic escalation,
early intervention at the source is critical. Brands should pri-
oritize monitoring high-engagement influencer content on
controversial topics and implement governance mechanisms to
manage risk. When misinformation occurs, influencer-led cor-
rections can be more effective than external condemnation, as
they leverage parasocial trust and reduce follower backlash.

Platforms. Platforms shape the visibility and velocity of toxic
engagement. Brands and platforms should collaborate on early-
warning systems that detect engagement spikes tied to influ-
encer misinformation and brand mentions. Given that
engagement-based monetization often rewards outrage, algo-
rithmic and incentive-level adjustments, such as deprioritizing
high-velocity toxic content and favoring verified reach or
credibility signals, can help contain amplification. Differenti-
ated response infrastructures are necessary to address distinct
toxicity forms.

People. Users actively drive escalation through flame-bait fire-
storms, toxic debunking, and C2C conflict, often reinforced by
parasocial identification. Effective interventions should there-
fore target relational dynamics rather than individual posts.
Dialogic, nonconfrontational communication and the use of
credible intermediaries (e.g., experts or micro-influencers) can
diffuse polarization and weaken echo-chamber effects.

Overall, coordinated action across the three Ps enables brands
to mitigate reputational harm and reduce toxic engagement by
investing in credibility capital, relational governance, and sys-
temic collaboration.

9 | Limitations and Future Research Directions

This study has several limitations that also point to opportu-
nities for future research. First, the dataset may be incomplete.
Although collection procedures were systematic, they depended
on content that remained publicly accessible at the time of
retrieval. As platforms expand moderation policies to restrict
harmful material, future access to such content may narrow,
limiting visibility into the full scope of online toxicity and its
dynamics.

Second, our focus on heterogeneity and breadth meant that we
did not examine the underlying psychological mechanisms or
broader social factors that drive toxic reactions to brand-related
misinformation. Future research could explore these processes
through experimental designs investigating users' disinhibition,
perceived intent to deceive, or identity threat when exposed to
controversial content. Likewise, the motivations behind influ-
encers' own misinformation-sharing behavior remain an
important but unexamined question, best addressed through
qualitative approaches.

Our design captures toxicity as it unfolds in authentic online
settings (Van Heerde et al. 2021), yet causal mechanisms could

be tested under controlled conditions. Experimental or vignette-
based studies might manipulate source type (influencer vs.
user), misinformation strength, or topic focus (brand vs. non-
brand) to isolate effects on credibility, emotion, and toxic en-
gagement. Relatedly, future work could examine how
susceptibility to group opinions (Cascio et al. 2015) or resistance
to peer influence moderates these effects, clarifying why some
users escalate toxicity whereas others disengage.

Although our typology distinguishes toxicity by form rather
than intensity, some categories (e.g., flame-bait firestorms and
toxic debunking) appear qualitatively more escalatory or co-
ordinated. Subsequent research could measure intensity as a
separate dimension to capture variation in magnitude and
impact. Finally, the study analyzed interactions between in-
fluencers and users at a single point in time, leaving the evo-
lution of influencer behavior unexamined. Longitudinal
analyses could trace how influencers' toxic practices develop
and identify factors that shape these behavioral trajectories
over time.
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