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ABSTRACT: Various so-called anomalies have been found in both the WMAP and Planck
cosmic microwave background (CMB) temperature data that exert a mild tension against
the highly successful best-fit 6 parameter cosmological model, potentially providing hints of
new physics to be explored. That these are real features on the sky is uncontested. However,
given their modest significance, whether they are indicative of true departures from the
standard cosmology or simply statistical excursions due to a mildly unusual configuration
of temperature anisotropies on the sky which we refer to as the “fluke hypothesis” cannot
be addressed further without new information.

No theoretical model of primordial perturbations has to date been constructed that can
explain all of the temperature anomalies. Therefore, we focus in this paper on testing the
fluke hypothesis, based on the partial correlation between the temperature and E-mode
CMB polarisation signal. In particular, we compare the properties of specific statistics in
polarisation, built from unconstrained realisations of the ACDM cosmological model as might
be observed by the Lite BIRD satellite, with those determined from constrained simulations,
where the part of the F-mode anisotropy correlated with temperature is constrained by
observations of the latter. Specifically, we use inpainted Planck 2018 SMICA temperature data
to constrain the F-mode realisations. Subsequent analysis makes use of masks defined to
minimise the impact of the inpainting procedure on the E-mode map statistics.

We find that statistical assessments of the F-mode data alone do not provide any
evidence for or against the fluke hypothesis. However, tests based on cross-statistical
measures determined from temperature and £ modes can allow this hypothesis to be rejected
with a moderate level of probability.
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1 Introduction

LiteBIRD (the Lite spacecraft for the study of B-mode polarization and Inflation from cosmic
background Radiation Detection) is a strategic large-class mission selected by the Japan
Aerospace Exploration Agency (JAXA) to be launched in the 2030s. This work is part of a
series of papers that present the science achievable by the Lite BIRD space mission, expanding
on the overview published in ref. [1].

Observations of the cosmic microwave background (CMB) are remarkably consistent with
the ACDM cosmological model, which is defined by only six parameters [2]. However, some
features in the data are in mild tension with the best-fit model, and could hint at new physics
to be explored. These features, often referred to as “anomalies”, have been found in both the
WMAP and Planck temperature maps, albeit at modest levels of statistical significance (i.e.,



2-30), as described in refs. [3-5] and references therein. The most important anomalous
statistical signatures are generally identified as: a low-¢ power deficit (low variance); a lack
of correlation on large angular scales in the angular 2-point correlation function; alignment
between the quadrupole and octopole moments; a hemispherical asymmetry (or dipolar
modulation) of power; a parity asymmetry defined by the spherical harmonic modes with
even and odd ¢ values respectively; and an anomalous “Cold Spot” on angular scales of
approximately 10°.

The simplest explanation for the anomalies, given their claimed levels of significance,
is that they are simply statistical excursions, caused by mildly unusual patterns in the
temperature anisotropies arising in the standard cosmological model; we refer to this as the
“fluke hypothesis.” However, since the temperature fluctuations are almost cosmic-variance
limited, new observations must be sought in order to assess whether this is the case or there
is a more interesting explanation. Fortunately, maps of the polarised CMB anisotropies
independently probe the fluctuations that source the temperature field, thus providing exactly
such information, and it is expected that much progress will be possible using Lite BIRD
data. Additional strong motivation for undertaking such studies with the Lite BIRD data
is that the “a posteriori statistics” issue with the anomalies is avoided. Since many tests
could be applied to the data to search for anomalous behaviour, we expect some outliers
at the approximately 3o level. Deciding how to interpret such levels of significance will
then exhibit a degree of subjectivity. However, if a fixed set of statistical tests that indicate
potential anomalies in temperature are applied to independent polarisation data, then the
problem of a posteriori or data-driven choices being made in the analyses is avoided. Of
course, given the modest significance of the temperature features, high significance detections
of anomalies in polarisation will still prove difficult.

Indeed, no definitive evidence was found in the Planck 2018 polarisation data [5] for
any anomalous features corresponding to those observed in the temperature data. However,
the various tests of isotropy were clearly limited by the presence of instrumental noise as
well as residual systematics, even if these did not dominate the signal as was the case for
the 2015 data set [4]. This was clearly evident from the variation in results found with the
four component separated maps studied, presumably related to their different responses to
noise and systematic residuals, and an incomplete understanding of the noise properties
of the data. In the case of LiteBIRD, the E-mode signal in particular is expected to be
measured at close to the cosmic variance level, and the final sensitivity defined almost entirely
by the sky fraction available for analysis.

However, no theoretical model of primordial perturbations has yet been constructed
that can explain all of the temperature anomalies. Moreover, making inferences about the
amplitude of anomalous features that might be observed in the Lite BIRD polarisation data
based on what is seen in temperature is non-trivial. Specifically, predictions must be based
on models constructed in 3D position space then propagated to spherical harmonic space.
This mapping is different for temperature and polarisation.

An economical approach then, followed in this paper, is to address the key question: are
the observed anomalies consistent with the fluke hypothesis, or do they signal a failure of
the ACDM model itself? Our goal is to use CMB polarisation anisotropies to test whether



the temperature pattern is incompatible with a rare realisation of the standard cosmological
model. In this approach, we accept that the ACDM model is correct and simply test if
the statistical properties of the observed CMB temperature fluctuations, while unusual,
are consistent with it. We follow the methodology outlined in ref. [6]. First, we choose a
suitable estimator based on CMB polarisation and build its distribution using unconstrained
ACDM simulations. We then compute the equivalent distribution of constrained ACDM
polarisation simulations, where the part of the E-mode anisotropy correlated with temperature
is constrained by current observations of the latter. This second distribution, which can be
seen as a deformation of the one obtained with unconstrained simulations, represents what we
would expect to see in polarisation if the observed temperature map is a rare but compatible
ACDM realisation. The core idea is straightforward: if future CMB polarisation observations
are found to be inconsistent with the constrained distribution, the fluke hypothesis is ruled
out. Conversely, if future polarisation observations are compatible, the observed temperature
pattern is consistent with the fluke hypothesis and no definitive conclusion can be drawn.
Similar studies have previously been presented in refs. [7-9].

The intent of this paper is to optimise our ability to address the fluke hypothesis. There-
fore, we work with simulations of the sky uncompromised by instrumental noise or residual
foreground emission, and study their statistical properties over the largest sky fraction possible.
Indeed, an important consideration in the search for anomalies is to ensure that the sky frac-
tion under investigation provides a fair and unbiased sample of the CMB signal, thus minimal
masking is preferred. Since many of the anomalous features seen in the CMB temperature
data are on large angular scales, we generally study low-resolution simulations, such that our
conclusions are not specific to Lite BIRD in detail. We also adopt a direct template of the
CMB temperature anisotropy. The Planck 2018 component-separation study [10] provided
four estimates of the CMB temperature anisotropy — Commander, NILC, SEVEM, and SMICA

— and here we use the latter. Preliminary tests indicated that the explicit choice of template

did not affect our results significantly. Interestingly, the analysis is then actually limited
by the properties of that data, in particular, the impact of residual foreground emission
predominantly towards the Galactic plane. Therefore, a so-called “inpainting” method is
used to replace the high-foreground regions with a Gaussian constrained realisation. Given
that such data are then propagated into the constrained E-mode simulations, we test which
analyses are sensitive to this processing and apply suitable masks where necessary. For
each applied test, we also verify that the temperature-correlated £ modes generated from
the SMICA map exhibit statistical excursions. This need not be the case, since they are
produced by a scale-dependent, non-local transformation of the temperature data. Obviously,
in the absence of such behaviour, a given test will have no statistical power to evaluate
the fluke hypothesis.

The paper is organized as follows. Section 2 provides a brief introduction to the study of
polarised CMB data. Section 3 describes the characteristics of the simulations that constitute
our reference set of Gaussian sky maps, while section 4 provides a prescription for generating
inpainted realisations of the temperature data based on Planck observations that are then used
to constrain the F-mode simulations. Sections 5 through 9 address specific statistical tests
of the simulated polarisation data, motivated by previously observed anomalous statistical
features of the microwave sky. Finally, section 10 details the main conclusions of the paper.



2 Polarisation analysis preamble

The measured quantities describing the linear polarisation state of the CMB are the standard
Q@ and U Stokes parameters [11]. However, since these form the components of a rank-2
polarisation tensor in a specific coordinate basis associated with the map, they are not
rotationally invariant. Alternatively, a global analysis of CMB data can be undertaken using
the rotationally invariant £ and B modes, defined as follows.

The quantities @) + iU, defined relative to the direction vectors 7 can be expanded as
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In this paper, we focus on the E-mode signal given its partial correlation with the temperature
anisotropies that have demonstrated interesting anomalous statistical features.

In addition, the quantities @), and U,., corresponding to a local rotation of the Stokes
parameters, are employed in section 9. In this case, a local frame is defined with respect
to a reference point f.ef. The new quantities are then calculated as [5]

Qr (N, Nief) | [ —cos(2¢) —sin(2¢) Q(7)
(Ur(ﬁ, ref)) B ( sin(2¢) —cos(2¢)> (U(ﬁ)) ’ (2.4)
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where ¢ is the angle between the axis aligned along a meridian in the local coordinate system
centred on the reference point and the great circle connecting this point to a position 7.

3 Simulations

The results presented in this paper are derived using Monte Carlo (MC) simulations of the
polarised CMB sky. We make extensive use of both random isotropic (or unconstrained) real-
isations of a fiducial cosmological model, and constrained simulations where the temperature
map is based on the Planck SMICA PR3 data, available on the Planck Legacy Archive (PLA%).

'http://pla.esac.esa.int
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The fiducial cosmological model corresponds to the Planck 2018 baseline marginalised
results [2], with the six ACDM parameters Hy (Hubble constant), Q,h? (baryon density), Q.h?
(dark matter density), 7 (reionisation optical depth), ng (scalar spectral index), and Ag (scalar
amplitude) corresponding to values of 67.36 kms™? Mpc™!, 0.0224, 0.1202, 0.0544, 0.9649,
and 2.099 x 10~ respectively, including cosmological lensing but no tensor perturbations,
ie, r = 0.

The SMICA sky map corresponds to one of the four estimates of the CMB sky derived from
the component-separation algorithms applied to the Planck 2018 data [10]. These algorithms
combine the Planck frequency maps to yield data with minimal Galactic foreground residuals.
However, some residuals do remain, predominantly in the Galactic plane, and we make use of
an inpainting technique, described in section 4, to replace all high-foreground regions with
a Gaussian constrained realisation. Since this method is not deterministic, 1200 inpainted
SMICA realisations are used as constraints for the F-mode simulations. For consistency, the
unconstrained temperature simulations are also inpainted, although only a single inpainting
realisation is used for each simulated sky.

For further consistency between the temperature simulations and data, SMICA noise
realisations are added to the former before inpainting. 300 so-called FFP10 full focal-
plane noise simulations that capture the complex instrumental noise properties and residual
systematic effects of the Planck detectors are available from the PLA. These are extensions
of the simulations described in ref. [12]. The noise simulations are permuted with 1200 signal
realisations to generate the final simulated data set.

The inpainting of the SMICA data, and the need to treat the unconstrained simulations
consistently, necessarily has implications for the corresponding F-mode signal realisations,
which comprise a part that is correlated with the temperature anisotropy, and an uncorrelated
part. This can be written in terms of spherical harmonic coefficients as [13]

CTE CTTCEE _ CTE 2
E 4 T \l 4 l ( 4 ) Gom » (31)

Apry, = W@gm + C’ETT
where the gy, are values sampled from a complex standard normal distribution and, CZTT,
C’fE , and C’;‘FE are defined by the fiducial CMB power spectra. An E-mode realisation is
then constructed by setting the temperature anisotropy coefficients to the values obtained
from the inpainted temperature map.

Note that eq. (3.1) indicates why, in part, we use inpainted rather than masked temper-
ature sky maps. Specifically, part of the F-mode signal is based on a non-local and scale-
dependent transformation of the temperature signal, and masking may introduce artefacts.

In particular, we generate and analyse sky maps in HEALPix? format [14], with a pixel size
defined by the Nggqe parameter.? Although we anticipate that the typical CMB product from
LiteBIRD after component separation will likely correspond to a full width at half maximum
(FWHM) angular resolution of 30" and Ngqe = 512, in this work we analyse low-resolution
simulations generated at Ngqe = 64 with a corresponding FWHM angular resolution of 160’

2http://healpix.sourceforge.net
3In HEALPix the sphere is divided into 12 N34, equal area pixels. At Ngiqe = (512, 64), the mean pixel size
is (6.9',55').
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Since the SMICA sky map and FFP10 noise simulations are provided at high resolution, they
are first degraded to lower resolution as follows. The full-sky maps are decomposed into
spherical harmonics at the input HEALPix resolution. These coefficients are then effectively
convolved to the new resolution by rescaling them using the appropriate ratio of output
and input beam and pixel window functions, then the modified coefficients are used to
synthesise a map directly at the output HEALPix resolution. Section 5 also describes a study
of lower resolution simulations and data at Nggqe € {8, 16,32} with a corresponding FWHM
angular resolution of {1280/, 640, 320'}, respectively, generated following this approach. These
Nsige and FWHM choices correspond to those adopted for low-resolution studies in ref. [5].
Exceptionally, the analyses presented in section 9 need to be undertaken at a higher resolution,
and independently generated simulations are utilised, see section 9.1.

4 Inpainting

As noted previously, we use the Planck SMICA data as a template for the CMB temperature
field, but since highly foreground-contaminated regions that are usually masked for analysis
are present, and we require a full sky temperature map to constrain the E-mode polarisation
simulations, an inpainting approach, CMB-PAInT [15], is applied to replace the masked areas
by a Gaussian constrained realisation (GCR). In particular, masked pixels are filled by
sampling from a conditional probability distribution defined by a fiducial sky model and
the values of the unmasked pixels.

The Planck 2018 component-separation study [10] defined a common mask for the
analysis of the four estimates of the CMB temperature anisotropy (Commander, NILC, SEVEM,
and SMICA) at Ngige = 2048 and 5’ resolution. Lower resolution versions were generated in a
conservative manner by appropriately smoothing, degrading, and thresholding the mask. We
consider the Ngqe = 64 common mask as one option to mask the low resolution SMICA data
before inpainting. However, since the full-sky information after inpainting will depend on the
mask, it is potentially advantageous to consider one that retains a larger sky fraction. An
inpainting mask was also defined in ref. [10], but not rigorously derived and the resulting
inpainted data intended only for visualisation purposes. Since the GCR approach is very
sensitive to any mismatch between the fiducial model and the values of the unmasked pixels,
and given the possibility that residual foregrounds are still present in the data when masked
on such a small sky fraction, a dedicated low-resolution inpainting mask is derived here based
on the four Planck 2018 component-separated maps.

Initially, for each of the component-separated temperature maps at high resolution, the
best-fit dipole and monopole computed when applying the original inpainting mask is removed.
Then, following the methodology used to define the common mask at high resolution, the
four maps are smoothed to 80’ resolution and the standard deviation is computed for each
pixel. Figure 1 shows the standard deviation map. The original Planck 2018 inpainting mask
is then extended by rejecting all pixels with a standard deviation value larger than 20 uK.
This is then smoothed to an effective resolution of 160’, and an Ngq, = 64 mask generated
by applying a threshold of 0.9, such that low-resolution pixels below this value are rejected,
and the remainder reset to unity, resulting in a binary mask with 93.9% usable sky coverage.
Hereafter, this is referred to as the inpainting mask.
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Figure 1. Left: map of the standard deviation per pixel determined from the four component-
separation methods after monopole and dipole subtraction and smoothing to 80" resolution. The
yellow area corresponds to the original inpainting mask, while the red region shows the extension
defined by applying a threshold of 20 uK. Right: histogram of the standard deviation map. The
solid black vertical line indicates the 380 uK threshold defining the original Planck 2018 inpainting
mask, while the black dashed vertical line corresponds to the 20 uK threshold defining the inpainting
mask used here. The same colours from the left panel are used to identify the original Planck 2018
inpainting mask and the extended version. The region below the 20 pK threshold corresponds to the
final unmasked sky fraction of 96.9%.

Lower resolution common masks at Ngqe = {8,16,32,64} are derived similarly, af-
ter smoothing the original common mask at Ngge = 2048 to an effective resolution of
FWHM = {1280/,640’,320’,160'} respectively, then applying a 0.9 threshold to allow
the creation of a binary mask. The resulting usable sky coverage at each resolution is
foky = {55.2%,64.5%,68.8%,71.3%}.

The SMICA data are then inpainted at Ngge = 64 using two different masks, the Planck
common mask and the inpainting mask described above, shown in figure 2. Since the
inpainting process is stochastic, 1200 realisations are generated and used to constrain F-mode
simulations. Figure 3 presents one inpainted realisation of the data for each mask. Note that,
to be fully consistent with this processing, the unconstrained simulations also utilise inpainted
realisations of temperature, although only one per simulated sky. The data and simulations
at lower resolutions are directly inpainted at these resolutions using the appropriate common
masks. No analyses were undertaken with lower resolution inpainting masks.

In the analyses that follow, we remain cognisant of the fact that inpainting is not a
remedy for contaminated data, and that the resulting full-sky maps are dependent on method
assumptions and the applied mask. Under the fluke hypothesis, the CMB temperature sky is
considered to be consistent with the ACDM cosmological model. However, it is statistically
unusual, so that when the inpainted regions are filled with values from an arbitrary realisation
of the standard cosmological model, the process could potentially dilute the significance of
anomalies computed from full sky data. We therefore test whether the full sky inpainted
SMICA temperature maps, and the temperature-correlated part of the F-mode data derived
therefrom, are anomalous on the full sky, and otherwise apply appropriate masking. In fact,
we find that only the alignment statistic presented in section 7 is sufficiently insensitive to
the inpainting process to allow full sky analysis. This is consistent with previous studies



Figure 2. Masks used to inpaint the Planck PR3 SMICA data at Ngjqe = 64. Left: common confidence
mask for temperature. Right: inpainting mask for temperature. Both are downgraded to Ngq. = 64,
leaving 71.3% and 93.9% of the sky available for analysis, respectively.

Common Mask

Inpainting Mask

| —— ] [ aaa—— |
-180 Temperature [uK] 180 -180 Temperature [uK] 180

L —— | _______  — |
-0.4 T-correlated E modes [uK] 0.4 -0.4 T-correlated E modes [uK] 0.4

Figure 3. Top: example realisations of the SMICA temperature data inpainted on the common and
inpainting masks. Bottom: the corresponding temperature-correlated part of the F-mode sky map.

using this statistic that have applied inpainting methods of various types to different sky
cuts [3, 16, 17]. It should also be noted that some anomalies become increasingly significant
with decreasing sky coverage, and in such cases the use of masks is again preferred.

We therefore derive masks for the analysis of the E-mode sky maps by consideration of the
properties of the temperature-correlated part of the polarised signal in our 1200 unconstrained
simulations. Specifically, we determine the difference between the F-mode polarisation map
constrained to the original and inpainted versions of the temperature sky for each realisation,
Aj(7) = Eorg i(N) — Einp (1), then define the dispersion introduced by the inpainting as

2
i (Ai(R) - A(n))
_ 2°
Zi (Eorg,i(ﬁ) - Eorg(ﬁ)>

SE(R) = (4.1)
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Figure 4. Extension of Planck’s temperature common mask to F-mode polarisation. Left: dispersion

that the inpainting of Ngg4e = 64 temperature maps introduces on E-mode maps through the TE

correlation. Right: maximum dispersion as a function of the sky coverage allowed by Planck’s

temperature common mask at different resolutions. In this work, we define E-mode masks by reducing

by 10% the sky coverage of the initial temperature mask. Pixels with 6 E above that threshold will
be masked.

Figure 5. Planck common temperature mask (black) and its extension to E-mode polarisation
(grey). From left to right, top to bottom, we show Ngge = 64,32,16,8 resolutions. The corre-
sponding sky fractions are, respectively, foa, = 71.3%,68.8%,64.5%,55.2% for temperature and
foxy = 61.3%, 58.8%, 54.5%, 45.2% for polarisation.

Figure 4 shows the § F dispersion outside the common mask at Ngge = 64 resolution. The
common mask is then extended by masking an additional 10% fraction of the pixels with the
largest 0FE. We adopt a 10% extension of the temperature mask as a compromise between
preserving the anomalous nature of the SMICA temperature data and retaining sufficient
sky coverage. The E-mode common masks at Nggqe = 8,16,32,64 are shown in figure 5.
The same procedure is applied to produce the F-mode version of the inpainting mask at
Nsige = 64 resolution, shown in figure 6.



Figure 6. Inpainting temperature mask (black) and its extension to E-mode polarisation (grey)
at Ngige = 64 resolution. The corresponding sky fractions are foy = 93.9% for temperature and
fsky = 83.9% for polarisation.

5 Tests of non-Gaussianity: one-dimensional moments

The standard cosmological model predicts that an early phase of accelerated expansion
gave rise to density perturbations distributed as a statistically homogeneous and isotropic
Gaussian random field. The same statistical properties were imprinted on the primordial
CMB according to linear theory. In this section, we look for signs of non-Gaussianity and
deviations from ACDM in the anisotropies of the F-mode polarisation using estimators of
its second-, third-, and fourth-order moments.

We use the following definitions for the variance, skewness, and kurtosis of any w, z,y, z
variables:

Oy = 77 Z(xl - :E)(yz - Zj), (51)
N

1

Szyz = N(Uz:vayyUZZ)_l zzj(xz —Z)(yi — Y)(zi — 2); (5.2)
T %(awwamayyazz)*l S (wi — ) (2 — B) (i — 5) (21 — 7). (5.3)

7
Here Z = N~' 3", z;. A normal distribution has null skewness according to eq. (5.2). Eq. (5.3)
describes the standardised fourth-order moment, for which a normal distribution would
give k = 3. However, for a Gaussian field as strongly correlated as the CMB, a very large
number of samples is needed to overcome the correlation between second- and fourth-order
moments and recover this value. Such an ergodicity condition is not fully satisfied with the
reduced number of pixels contained in any of the low-resolution maps studied in this section.
Therefore, we de-bias our kurtosis statistic by subtracting the average value determined
from the unconstrained ACDM realisations,

meyz = szyz - <kw:vyz>unconstrained' (54)

Analyses of WMAP [18, 19] and Planck [3-5] temperature data report an anomalously low
variance as compared to ACDM at larger angular scales. Thus, we perform a multi-resolution
analysis of the SMICA-constrained simulations to progressively isolate the effect of the lack
of power observed at the lowest multipoles. Moreover, previous work has shown that this

,10,



anomalous behaviour is very mask dependent, and increases in significance with decreasing sky
fraction [4, 19, 20].* Therefore we mask the E-mode maps before calculating their real-space
n-order moments to ensure that the anomalous nature of the SMICA temperature anisotropies
is retained in the correlated part of the F-mode anisotropies. For that purpose, we extend the
Planck common mask defined in temperature following the procedure described in section 4.
When analysed with a 10% extension of the common mask, the temperature-correlated part of
the E-mode maps constrained to the inpainted SMICA temperature data show an anomalously
low variance at a >2.40 level for all resolutions.

In figure 7, we compare the distribution of the n-order moments from unconstrained and
constrained simulations. The left panel shows the results obtained at Ngq. = 64 resolution,
while the right panel extends the results to lower resolutions. As the top panel of figure 7 shows,
the pull towards lower 0%, values that SMICA’s low variance in temperature induces through
the T'E correlation is not enough to distinguish between constrained and unconstrained
simulations: for all of the resolutions considered, there is no significant difference between
the variances of constrained and unconstrained simulations. Therefore, in the context of our
null hypothesis, that the fluke hypothesis is correct, EF-mode anisotropies alone do not have
enough sensitivity to either confirm or reject it. Conversely, finding an anomalously low or
high F-mode variance in LiteBIRD data would provide independent evidence against ACDM,
since the anomalously low variance found in temperature does not significantly influence
the statistics of E-mode anisotropies. The skewness (central panel) and kurtosis (bottom
panel) distributions of constrained simulations do not show any anomalous behaviour when
compared to that of unconstrained realisations.

We can also perform a joint analysis of temperature and E-mode polarisation. In this
case, we apply the 10% extension of the common mask to both 7" and E maps. Figure 8 shows
the 025, covariance obtained from constrained and unconstrained simulations at different
resolutions. Now that temperature anisotropies are explicitly considered in the statistics,
the anomalous properties of the SMICA temperature data have an appreciable impact on the
distribution of recovered values. Specifically, the low variance of the temperature anisotropy
pulls the T'E covariance of constrained realisations towards lower values and reduces the
width of the distribution in comparison to that of unconstrained simulations. As a result,
at a resolution of Ngqe = 64, finding a TE covariance above 4.62 uK? would allow us to
reject the fluke hypothesis at a 99% confidence level (or greater) with a probability to exceed
(PTE) of 48.7% (or lower). A similar 46 to 51% fraction of unconstrained simulations is
found to have a larger TE covariance than 99% of constrained realisation for all resolutions.
Therefore, there is a limited range of a% g Vvalues in which future F-mode measurements will
be compatible with Planck temperature data.

Similarly, higher-order moments combining temperature and F-mode polarisation provide
moderate sensitivity to ruling out the fluke hypothesis, as shown in figure 9 for the different
permutations of skewness and kurtosis statistics. In particular, the sensitivity to the fluke
hypothesis of the Kprpre, Krreg, and Krpgpge permutations of the fourth-order moment is,
qualitatively, comparable to that of a% 5, With constrained realisations favouring negative

4As a reference, we find that the significance of the low-variance anomaly decreases, with a p-value of 1.75%
increasing to 8.42% and 11.42% when the SMICA temperature map at Ngige = 64 is analysed with, respectively,
the Planck common mask, our inpainting mask, and the original SMICA inpainting mask from ref. [10].
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Figure 7. Distribution of the variance (top), skewness (centre), and kurtosis (bottom) of E-mode
maps from constrained (orange) and unconstrained (blue) simulations after masking with the E-mode
common mask, with the overlap shown in red. Left: distribution of n-order moments from simulations
at Ngge = 64 resolution. Right: box-and-whisker plots comparing the distribution of moments at
different resolutions. In these plots, boxes encompass the interquartile range IQR = Q.75 — Qo.25,
with a solid horizontal line to indicate the median (Qg.50), and whiskers extending to 1.5IQR. Outliers
beyond that range are represented by open circles.

values. This suggests that, compared to the unconstrained pure ACDM simulations, SMICA-
constrained realisations have fewer and less extreme outliers. In comparison, the Sy and
Ster skewness permutations have less statistical power to rule out the fluke hypothesis.
Nevertheless, the general behaviour is consistent with the kurtosis statistic: the presence of
fewer and less extreme outliers in constrained realisations compared to ACDM simulations
leads to a more symmetric distribution of values, with the skewness closer to zero.
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indicates the value for which only 1% of the constrained realisations and 48.7% of the unconstrained
realisations have a larger TE covariance. Finding 02, > 4.62 uK? would allow us to reject the fluke
hypothesis at a 99% confidence level or greater.

These results afford evidence that a joint analysis of temperature and E-mode polarisation
improves the power to reject the fluke hypothesis. Sensitivity to the fluke hypothesis could
be maximised through a linear discriminant analysis combining different permutations of
temperature and E-mode polarisation nth-order moments, a possibility that we leave for
future work.

6 Dipole modulation and directionality: variance asymmetry

A hemispherical asymmetry, or dipolar modulation, of power was first discovered in the
WMAP first-year temperature data in refs. [21-23]. This anomaly, which indicates a deviation
from the statistical isotropy of the standard cosmological model, was later confirmed through
analyses of Planck temperature data [3-5]. In particular, several methods that are sensitive
to either the amplitude or directionality of the modulation, or both, have been applied to
Planck temperature data [4, 5], yielding results consistent with a modulation of power of
around 7% between two hemispheres defined by a preferred direction (I,b) = (209°, —15°)
and extending over scales up to fihax &~ 60 with a significance approaching 3 o. However, note
that, in the absence of a theoretical model, there are debates on how to include corrections for
a posteriori effects, as discussed, for example, in refs. [4, 24]. The study was then extended
to Planck polarisation data in ref. [5], and hints of an alignment between the preferred
dipole modulation directions of the temperature and E-mode maps were found at modest
significance. Recently, similar results have been determined using the latest Planck PR4 data
set [25]. However, it was apparent that the various tests of isotropy applied to polarisation
data were still limited by residual systematics.

Here, to test the fluke hypothesis, we will focus on a test sensitive to the dipolar modulation
amplitude. In particular, we will look for a dipolar modulation of the pixel-to-pixel variance
of the E-mode map, adopting the methodology presented in refs. [4, 5, 26]. Following this
approach, a local-variance map is built by computing the variance of those pixels in a map of
resolution Ngqe that fall within discs of a given angular radius R, the centres of which are
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Figure 9. Skewness (left) and kurtosis (right) of different permutations of temperature and E-mode
polarisation maps from constrained (orange) and unconstrained (blue) simulations at Ngge = 64
resolution after masking with the E-mode common mask, with the overlap shown in red.

defined to be the pixel centroids of a lower resolution, N,,,, map. The dipolar modulation is
then characterised by fitting a dipole, 7, to the local-variance map, d(7), from a weighted x?,

- o2() |

where d(#2) and o(f) are the mean and standard deviation of local-variance maps computed
from random isotropic simulations, respectively. The best-fit value for the monopole (pp)
and dipole components (ps, py,p.) are calculated by minimising —21In £ = x2. Note that
the amplitude of this dipole, P = ||, is a positive definite quantity, and, despite being

proportional to it, is not a direct measurement of the amplitude of the dipolar modulation.
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We analyse the unconstrained and constrained simulation sets described in section 3,
specifically those where the temperature data are inpainted on the inpainting mask. For this
analysis, we work at resolutions Ngge = 64 and Ns’ide = 16, and adopt R = 6° discs as a
compromise between the higher sensitivity to the dipole amplitude seen for smaller radii in
ref. [5], and having at least 100 pixels per disc to determine the variance effectively.

Initially, we consider the temperature-correlated part of the F-mode maps to determine
whether the SMICA-constrained realisations are anomalous. We find that, for a full sky
analysis, the significance of the anomaly is diluted due to the inpainting effect. Specifically,
if we define a p-value as the fraction of unconstrained realisations with dipole amplitudes
equal to or larger than those observed in the constrained realisations, we find a value of
around 3.7%. Therefore, we repeat the analysis after applying the F-mode inpainting mask
(see figure 6). Note that the estimator is also slightly modified in this case such that only
those discs in which more than 10% of the selected pixels are unmasked are included when
computing eq. (6.1). The corresponding p-value is now reduced to 0.8%. We then proceed
to analyse maps of the full F-mode signal. The results can be seen in figure 10, where Prg
refers to the amplitude of the dipole in the local variance map of the F-modes.

The distributions of the dipole amplitude (top left panel) derived from the constrained
and unconstrained realisations are essentially indiscernible. Therefore, the dipolar modulation
found in the SMICA map is not sufficient to induce a modulation of measurable amplitude in
the E-mode polarisation signal. Nevertheless, in comparison with the random realisations,
constrained simulations do show a modest excess of dipoles pointing roughly in the same
direction as the modulation in the SMICA temperature data (bottom panels). This small
alignment is better seen in the distribution of the cosine of the angle o (r gy between the
dipoles found in the temperature and FE-mode local-variance maps for each realisation (top
right panel).

A possible approach to enhance the sensitivity to very weak modulations would be to
exploit the TE correlation. We therefore repeat the previous analysis, and determine the
best-fit dipoles to maps of the local T E covariance. The results are shown in figure 11, where
Prg refers to the amplitude of the dipole in the local covariance maps of the 7" and E modes.

The distribution of constrained realisations is now seen to peak at a slightly higher
amplitude than that of the unconstrained realisations (top left panel), although the shift
remains too small to claim a clear distinction between them. In particular, only 5.6% of the
unconstrained simulations are above 99% of the constrained ones. The dipoles fitted to the TE
local-covariance of the constrained realisations are clearly concentrated around the direction
of the modulation in SMICA temperature (bottom panels). However, random realisations also
indicate a substantial alignment between the dipoles found in temperature and in the TFE
covariance (top right panel). Hence, finding a good alignment, cos a(r7g) = 1, between the
preferred directions of the SMICA temperature and LiteBIRD E-mode polarisation maps is
not sufficient to test the fluke hypothesis. However, we note that only 1% of the constrained
realisations yield cos a(r gy < —0.23, whereas 13.6% of the unconstrained simulations fall
below this threshold. Therefore, if cos a7y < —0.23, then we can reject the fluke hypothesis
at 99% confidence level with a probability of 13.6%. This defines the lower tail probability
(LTP), indicated in the top right panel of the figure.
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Figure 10. Histograms of the distributions of the dipole amplitude and direction obtained when
fitting a dipole to maps of the local E-mode variance for unconstrained (blue) or constrained (orange)
realisations, with the overlap shown in red. The E-mode inpainting mask, shown in grey in figure 6,
is used in the analysis. For each realisation, o(r g is the angle between the dipoles found in the
temperature and E-mode local-variance maps. In the bottom panels, the direction of the dipolar
modulation found in the SMICA temperature map using the inpainting mask is indicated with a vertical
black dashed line.

We conclude that, since the temperature dipolar modulation found in the SMICA data
is insufficient to result in a statistically significant detection of modulation in the E-mode
polarisation, any statistically significant dipolar modulation found therein by Lite BIRD,
with an amplitude exceeding 0.005 K2 would be independent evidence against the ACDM
cosmological model, whereas significant anti-alignment of the dipolar modulation directions
for temperature and TFE would argue against the fluke hypothesis.

7 Low-£ alignment

A significant alignment between the orientation of the quadrupole (¢ = 2) and octopole
(¢ = 3) of the WMAP first year temperature data, unexpected if the CMB is an isotropic
random field, was first noted by refs. [27-29]. The presence of this feature of the CMB sky
in the Planck first year data was later confirmed in refs. [3, 17].
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Figure 11. As in figure 10, but for the local T'E covariance. In the top left panel, the vertical black
dashed line indicates the value above which only 1% of the unconstrained realisations and 5.6% of
the constrained realisations have a larger dipole amplitude in the local TE covariance. In the top
right panel, the vertical black dashed line indicates the value below which only 1% of the constrained
realisations and 13.6% of the unconstrained realisations show less alignment between the dipolar
modulation directions for temperature and T'E. A value of cos a7 rgy < —0.23 would reject the fluke
hypothesis at a 99% confidence level or greater, with a probability of 13.6%. The vertical black dashed
lines in the bottom panels indicate the same quantity as those in figure 10.

By considering the spherical harmonic coefficients, agfn (7), of an X-mode CMB map,
where X corresponds to either 7', E or B, in a rotated coordinate system such that the z-axis
lies in the n-direction, ref. [28] determines a preferred axis when maximising the angular
momentum dispersion for a given £

> m?|ag, (7). (7.1)

Note that this quantity does not distinguish between 7 and —n. The angular separation
between the preferred axes for the temperature quadrupole, 722, and octopole, 71, is then
determined from the quantity |72 - 71|. We refer to this as the alignment statistic.

Here, we compare the alignment statistics for all permutations of the temperature and E-
mode quadrupole and octopole data drawn from two sets of 1200 unconstrained or constrained
simulations, as described in section 3. In order to examine whether the inpainting process
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biases the results of a full sky analysis, we test whether each of the 1200 inpainted SMICA
temperature realisations are anomalous by defining a p-value with reference to the inpainted
unconstrained simulations. This is defined as the fraction of unconstrained simulations with
an alignment statistic (angular separation) at least as large (small) as the inpainted SMICA
realisation. For data inpainted on the inpainting mask, all realisations return p-values of
0.01 or below, with a median of 0.008. In the case of the common mask, the median remains
at 0.008 but with a larger scatter, and increasing to a maximum of around 0.1. However,
99% of the realisations return p-values below 0.05. We conclude that the significance of the
anomaly is maintained when performing a full-sky analysis of the inpainted maps. Then, for
this particular statistic, we will use maps inpainted on the inpainting mask due to the lower
scatter of their p-values. Since the / = 2 and ¢ = 3 temperature-correlated F-mode spherical
harmonics are derived by a simple scaling of the corresponding temperature modes, their
preferred directions and alignment statistics are identical and also anomalous.

Figure 12 presents the results from our analysis of the realisations where the temperature
maps are inpainted using the inpainting mask. In the top left panel, the blue histogram
shows the expected behaviour for the unconstrained temperature simulations. Since the
quadrupole and octopole are statistically independent quantities for an isotropic random field,
the alignment statistic follows a uniform distribution on the unit interval. The black dashed
line corresponds to the median value of 0.988 computed from all of the inpainted SMICA
realisations, a misalignment between the quadrupole and octopole of 9°, with a p-value of
0.008. This is in good agreement with the values reported in ref. [3]. The top right panel shows
the equivalent result for the £ modes. Both the unconstrained and constrained distributions
seem to be consistent with a uniform distribution. This might be considered unexpected
in the latter case, since the temperature-correlated parts of the F-mode quadrupole and
octopole must reflect the alignment of the SMICA temperature modes. However, it has long
been observed that the CMB quadrupole amplitude in temperature is unusually low [30, 31],
so that the part of the F-mode quadrupole signal that is uncorrelated with the temperature
quadrupole dominates the variance of the statistical distribution, and the behaviour of the
alignment statistic approximates an isotropic field.

The middle panels show the alignment statistic computed between the temperature
quadrupole and E-mode quadrupole (left) and octopole (right). In the case of |Ad - A%, the
unconstrained simulations show a modest preference for alignment that reflects the intrinsic
correlation between the temperature and E-mode quadrupoles. However, this behaviour is not
seen for the constrained realisations, which is again related to the low amplitude of the SMICA
quadrupole. For |Ad - 7%|, the unconstrained simulations are consistent with statistically
independent quantities, whereas the constrained realisations do show a modest preference for
alignment. This is a consequence of the observed correlation between the SMICA temperature
quadrupole and octopole, and the fact that the latter constrains the temperature-correlated
part of the F-mode octopole. The SMICA temperature octopole has an amplitude consistent
with that expected for the Planck 2018 cosmological model.

The bottom panels present the results for the temperature octopole and FE-mode
quadrupole (left) and octopole (right) alignment statistics. In the former case, the dis-
tributions for both unconstrained and constrained realisations are consistent with that
expected for statistically independent quantities, where the potential alignment in the con-
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Figure 12. Alignment statistics computed between all possible pairs of preferred directions for
temperature and F-mode maps at £ = 2,3. The histograms show the expected distributions of
the statistics for 1200 unconstrained (blue) or constrained (orange) realisations, with the overlap of
the distributions in red. Each of the E-mode maps is constrained by a separate realisation of the
Planck SMICA temperature map inpainted using the inpainting mask. The top left panel indicates the
temperature alignment statistic, where the observed value is determined from the mean of the values
computed from the inpainted SMICA maps and indicated by a black dashed line.
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strained simulations are again suppressed by the effect of the low SMICA quadrupole. In the
latter case, both sets of simulations show a modest preference for alignment as expected.
It should be apparent that there are no values of the alignment statistics presented here
that can provide insight into the fluke hypothesis.

8 Harmonic-based estimators

In this section, we consider harmonic-based estimators designed to study anomalies detected
in the CMB temperature maps of WMAP [24] and Planck data [3-5] at low multipoles. In
particular, we focus on the point-parity or even-odd asymmetry [32-35], as well as the lack
of signal on large angular scales in the two-point angular correlation function [36-42]. These
features are clearly present in the CMB temperature data; however, their statistical significance
is generally low, around 2-3 0. Therefore, incorporating the information contained in the
polarised CMB anisotropy pattern may help to determine whether these features are merely
statistical flukes or traces of deviations from the standard ACDM cosmological model. For
this reason, we use the information contained in the EF and T E CMB angular power spectra
and build estimators for the even-odd asymmetry in section 8.1, and the lack-of-correlation
anomaly in section 8.2. To construct these harmonic-based estimators, we first compute
the CMB power spectra from the constrained and unconstrained realisations described
in section 3. This computation was performed using ECLIPSE [43], an implementation of
a quadratic maximum likelihood estimator [44]. The analysis was conducted at Ngge =
64, employing the common and the inpainting mask for temperature, while applying the
corresponding extended polarisation masks derived in section 4 to the @) and U sky maps.

8.1 Even-odd asymmetry

An estimator for the point-parity symmetry of the large angular-scale anisotropy of the
CMB was defined in ref. [32] based on the properties of the even and odd C; power spectra,
and proposed as a practical tool for detecting foreground residuals. However, contrary to
expectations, they found that the WMAP data exhibited an odd-parity preference, though
only at a modest 95% confidence level. Later, ref. [33] identified an anomaly in the parity
symmetry of the WMAP 3-year and 5-year temperature maps, with a significance level of 4
in 1000 at large angular scales. This finding was later confirmed in the WMAP 7-year data
in refs. [34, 35, 45] at a similar level of significance. These analyses were further extended
to Planck data from the 2013 [3], 2015 [4], and 2018 [5] data releases, consistently finding
an anomaly at the percent level or below, with a maximum significance reaching 0.2-0.4%.
In the latter case, it was shown that, when accounting for the look-elsewhere effect, such
an anomaly decreases to approximately 1.6-2%.

By generalising to £ modes the estimator used to study the even-odd asymmetry [33, 34]
in temperature, one can write

Chi(max)

REE(émaX) = C- (€ ) )
EE\fmax

(8.1)
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Figure 13. Histograms of Rpg(fmax) computed with ¢, = 24 from the unconstrained simulations
(blue) and the constrained simulations (orange), with the overlap shown in red. Similar plots are
obtained for other values of £,x from 3 to 50. The left panel presents results derived using the
common mask, and the right panel for the inpainted mask.

where

L
1 max 1
@CEE , (8.2)
2m

ey
CEE (frnaX) - N+/_ e otonodd

with N, being the number of even/odd multipoles present in the considered harmonic range
(i.e., from 2 to fpax), where the sum is taken over the even/odd multipoles. However, it can be
shown that Rgg is unable to rule out the fluke hypothesis, since the histograms constructed for
the constrained and unconstrained total E-mode signal are practically indistinguishable (see
figure 13 for Rpp(fmax = 24), where the left panel corresponds to the common mask and the
right panel to the inpainted mask). The choice of £ = 24 serves as a representative example
of the behaviour of this estimator, with very similar results observed for other values of £ ..

We then consider an analysis based on the T'E spectrum. Although this is not connected
to the point-parity of a map, it is not unreasonable to study the relative behaviour of the
even and odd modes of the spectrum. In this case, we observe a noticeable shift between the
histograms of Rrg(max) constructed from the constrained and unconstrained simulations,
where Rrp is built as in eq. (8.1) with EE replaced by TE. For {p.x = 27, this shift is
most pronounced in the case of the common mask, where the probability of ruling out the
fluke hypothesis is approximately 24.6%, while the average probability for £p.x € [17,31]
is 19.9%. Similarly, for the inpainting mask, the probability peaks at 30.5% for fp.x = 22,
with an average of 27.5% over the range fmax € [19,30]. These probabilities are computed by
evaluating the area of the histogram of the unconstrained simulations to the right of the 99th
percentile value of the constrained distribution. Note that, although the T'E spectrum is on
average positive within the harmonic considered range, some realisations, particularly at low
¢, may take on negative values. This can result in a negative Rrp estimator, especially at
very low £max, when the denominator becomes much smaller than the numerator, approaching
zero from below. Although this behavior is traced by the simulations, it suggests that Rrg
may not be ideal for this type of analysis, particularly at low fiax.
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For the above reasons, we also consider an alternative approach based on the analysis
of the even and odd C;*¥ separately, see e.g. ref. [46]. This can be achieved by considering
the mean fluctuations of the even or odd multipoles with respect to the fiducial spectrum
CKXX’ﬁd, ie. (5C’}é{, where XX denotes TT', EE, or TE, defined as follows,

1 fmax g0+ 1)

o (CX o), (8.3)

50)—%(_ (max) = N
/= e even/odd
where the factor £(¢ + 1)/27 ensures that each term in the sum has (almost) equal weight in
TT. In appendix A, we show that 6C7.. is anomalous in the Planck data with pay € [20, 30],
while 6C7p is compatible with the ACDM expectation.” Moreover, in the same appendix
we verify that (5CEE is able to detect the anomaly with a significance comparable to that
found in 7T, if built with the temperature-correlated E-mode data. We then compute the
5C§E and 0Cy, statistics for the full F-mode signal, as shown in the left and right panels
of figure 14. The upper panels correspond to results derived with the common mask, while
the lower panels correspond to the inpainting mask. The histograms are derived from both
the unconstrained simulations (in blue) and the constrained simulations (in orange), with
lmax = 27. Unfortunately, it turns out that eq. (8.3) with X = E'F is insufficient to construct
a suitable estimator for the even-odd asymmetry, since the difference between the constrained
and unconstrained histograms is minimal. The behaviour of 50}51/5,_ shown in figure 14 for
lmax = 27 remains consistent across the range of £,y values considered (from 3 to 50).
Finally, we consider the estimators (50;}/3_. Figure 15 presents the results for 50;]{3_
derived from the constrained and unconstrained simulations with £, = 25 for the common
mask (upper panels) and with £,.x = 27 for the inpainting mask (lower panels). Moreover,
the left panels are for 6Cf, and the right panels for §C ., While the right panels do not
show any displacement between the two histograms, a clear shift is instead observed in the
left panels which is based on even multipoles. Similar histograms are obtained for £y
values ranging from 3 to 50, where dC; does not exhibit any measurable shift between the
two histograms, while the amplitude of the shift in 50}“E varies. The highest probability
of rejecting the fluke hypothesis is found to be 51.0% for the common mask at £y = 25
whereas it is 48.1% for the inpainting mask at £y, = 27. These probabilities are computed
by evaluating the right tail of the histogram obtained from the unconstrained simulations,
starting from the value corresponding to the 99th percentile of the constrained simulations.
Figure 16 shows the probability of rejecting the fluke hypothesis as a function of #,,x, based
on §Cf 5 (blue line for the common mask and orange line for the inpainting mask).

8.2 Lack of correlation

The measured two-point angular correlation function of the CMB temperature anisotropies
has been found to exhibit a lack of large-angle correlations as compared to the standard
cosmological model. Initially observed in the COBE-DMR data in the 1990s [36, 47],
subsequent studies based on the WMAP data characterised the anomaly as a surprising
deficit in correlation power on angular scales larger than 60° [31, 39]. This effect has persisted
through multiple data releases of the Planck mission [5], remaining robust across various
analysis methods, sky masks, and component-separation techniques.

5Therefore in this approach the even-odd asymmetry is interpreted as a lack of power in the even multipoles.
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Figure 14. Histograms of §C . (left panels) and 6C, (right panels) computed with £yax = 27 from
the unconstrained (blue) and constrained simulations (orange), with the overlap in the distributions
shown in red. The upper panels correspond to results for the common mask, while the lower panels
are for the inpainting mask.

To quantify this deficit, the WMAP team defined the S/, statistic [37] as the integral
of the square of the two-point angular correlation function C(6) over the angular range
from 60° to 180°. This statistic was later generalised in ref. [6] as the SXY statistic, which
measures correlations between any combination of temperature (T") and polarisation (Q,U)
maps; see also ref. [48] for a recent analysis on Planck data. While the observed value
of STT for temperature correlations has consistently been shown to be low, with p-values
typically less than 1% for ACDM simulations, polarisation data may provide a crucial test to
distinguish between a mere statistical fluke and genuine new physics. If the lack of large-angle
temperature correlations is simply a statistical fluctuation within the ACDM framework,
then the temperature-polarisation cross-correlation should also exhibit suppression at large
angles, at a level consistent with the intrinsic correlation between the temperature and
FE-mode polarisation signals. In this section, we present an analysis to address the fluke
hypothesis and explore its implications.

The estimator which quantifies the distance of the two-point angular correlation function
from zero over the range [0, 0] is given by

cos 01

SXY (9,,6,) = / (XY (0)]" d(cos ). (8.4)

cos Oy
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Figure 15. Histograms of §Cf, (left panels) and §C, (right panel), computed from both the
unconstrained (blue) and constrained (orange) simulations, with the overlap between the distributions
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inpainting mask would allow us to reject the fluke hypothesis at a 99% confidence level or greater.
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where C*Y () is the two-point correlation function of the XY spectrum. Often, we set
01 = 60° and 0y = 180°, consistent with the earlier WMAP analysis, and refer to the statistic
in this case as Sf%/ Here, we study SXY estimators based on E modes (section 8.2.1), TQ
(section 8.2.2) and T'E (section 8.2.3).

8.2.1 Estimators based on E modes

We focus now on XY = EFE. The two-point correlation function, C¥¥(9), is defined as
EE Zmax 26 + 1 E
C Z Py(cos?), (8.5)

where the Py(x) are the Legendre polynomials. Then, following ref. [40], eq. (8.4) can be

written as
max max 2€+1 2€/+1
Sty = CrP Ly CF7 (8.6)
=2 0=
where
1/2
Igg/ = Pg(x)Pgl({L') dx . (8.7)

Note that Iy is computed following appendix A of ref. [40].

We then compute histograms from the Sl 7 values determined from the constrained
and unconstrained simulations described in section 3, for the common and inpainting masks
presented in section 4. Here, we report on results derived for £,,x = 32, since these are largely
insensitive to variations in ., across the range of 10 to 50. We then calculate the 99%
PTE from the fraction of unconstrained simulations that yield a value of 51 /2 above a given
threshold, defined as the value of S1 /2 such that 99% of the constrained simulations have
lower values. The results are presented in the top row of figure 17, with the threshold shown
as a dashed vertical line, together with the corresponding PTE value. This can be interpreted
as the probability of obtaining a realisation which is not compatible with that expected from
the SMICA temperature observations. The low PTE values (up to 2.5%) indicate considerable
overlap of the two histograms computed from the constrained and unconstrained simulations,
implying that the S1 /2 estimator is not suitable for testing the fluke hypothesis.

Subsequently, we seek an optimised SZ¥ (6, 6) statistic by considering a grid of angles
for 612 € [0°,180°] in steps of 1°. We then compute the 99% PTE value for each (61, 62)
pair and present the results in the form of a matrix in the top (common mask) and bottom
(inpainting mask) left panels of figure 18. The maximum PTE value is highlighted in the
matrix with red circles, since multiple pairs of angles yield the same maximum. We report in
table 1 the 99% maximum PTE values determined from simulations that adopt the E-mode
common or inpainting masks, together with one pair of (61, 6;) angles that maximises the
constraining power of the SE¥ estimator. We find a maximum PTE value of 4.3% for both
the common and inpainting masks, occurring at relatively small angular scales of (8°,9°) and
(5°,35°), respectively. We conclude that, even after a broad exploration of the behaviour of
the statistic over the (61,62) parameter space, the maximum PTE value remains low and
the estimator is not suitable for testing the fluke hypothesis.
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Figure 17. Histograms of SlE/g (top row), SIT/CQ2 (middle row), and S;‘F/g (bottom row), for the
unconstrained simulations (blue) and the constrained simulations (orange), with the overlap of the
distributions shown in red, for ¢,.x = 32. The black dashed vertical lines in the panels indicate
the values for which only 1% of the constrained realisations and the fraction of the unconstrained
realisations corresponding to the stated PTE have a larger integral correlation statistic. Larger
values would allow us to reject the fluke hypothesis at a 99% confidence level or greater. The results
computed for the common mask are shown in the left column, and those for the inpainting mask in
the right column.
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Figure 18. 99% PTE values for different (61,602) angles for the SE#(0;,0) (left panels), ST?(0y,65)
(middle panels) and ST¥(6;,602) (right panels) estimators with fp,x = 32, determined from the
common mask (top row) and inpainting mask (bottom row) simulations. The red circles indicate
the maximum PTE value within each matrix. The location of the maximum PTE value is consistent
across both masks. However, for the S¥¥ estimator, the situation is more nuanced, likely because
this estimator is not well-suited to test the anomaly. Interestingly, for the ST¥ estimator using the
common mask (top right panel), more than one point was found to have the maximum PTE value.

8.2.2 Estimators based on TQ

We now perform the analysis based on the 2-point cross-correlation function between T" and Q,

204+1 (£ —2)!
creo)=>" CIE P2 (cost), (8.8)
= 4r | (e+2)

where P?(cos#) are the associated Legendre polynomials of order 2. Then following ref. [6],

L l
max ‘max 2€+12€/+1 (6 2)'(6/ )
§TQ _
i zzwz: A ¢(£+2)!(£/+ )C I #CH" (8.9)

with
o
MQ—/ P2(z)P2(z)dw, (8.10)
where Igtz,Q is computed following appendix B of ref. [6].
The results of the analysis for these quantities are presented in the second row of

figure 17. In contrast to the SlE/2 estimator, the histograms corresponding to the constrained
and unconstrained simulations exhibit considerably reduced overlap. The PTE is thus larger,
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99% PTE SEE STe STE

o 4.3% 38.4% 35.8%
ommon
(8°,9°)  (68°,126°) (62°,105°)
- 4.3% 39.9% 37.1%
Inpainting

(5°,35°)  (71°,120°) (66°,113°)

Table 1. 99% maximum PTE values (in percentage) for the SXX (6, f3) estimators found by exploring
the (61,02) parameter space, in steps of 1°, for the simulations using the common and inpainting
masks. The (01, 02) values that maximise the PTE can be read below the PTE value. The results
have been obtained with £, = 32.

meaning that there is a larger probability to obtain a realisation which is not compatible
with expectations when constrained by temperature observations. Therefore, Sir/g is an
improved estimator for testing the fluke hypothesis and should be considered for future
studies of the lack of correlation anomaly.

Results from the optimisation study for the 99% PTE are shown in the top (common
mask) and bottom (inpainting mask) middle panels of figure 18 and summarised in table 1.
The maximum PTE value is observed on the EF-mode inpainting mask, reaching 39.9%
(71°,120°). However, the optimisation study consistently reveals higher PTEs for the E-mode
common mask, as illustrated in figure 18. It is also worth noting that, although the PTE
is only slightly higher than in the standard (60°,180°) case, the maximum values for both
masks occur at a similar location in the parameter space and correspond to large angular
scales, in contrast to the EF'E case.

8.2.3 Estimators based on TE
We finally consider the estimator based on the cross-correlation between 1" and E:

CTE (g Z ﬂq, P By(cosb) (8.11)

Equation (8.4) with XX = TFE then becomes
Qe G ¢ + 120 + 1

CZTEIg oCLE. (8.12)

S1 /2
(=2 l'=

Results from this analysis are presented in the third row of figure 17. As for the 51 /3
estimator, the histograms corresponding to the constrained and unconstrained simulations
do not fully overlap, and the PTE is higher compared to that of the 51 /2 estimator. The
51 /3 estimator can also be considered suitable for testing the fluke hypothesis.

As before, we attempt to optimise the statistic for the 99% PTE, shown in the top
(common mask) and bottom (inpainting mask) right panels of figure 18, and summarised in
table 1. Similar to the T'Q) case, the maximum PTE value occurs for the F-mode inpainting
mask, reaching 37.1% (66°,113°). However, the optimisation study consistently reveals larger
PTEs for the E-mode common mask, as shown in figure 18. It is also worth noting that,
similar to the T'Q) case, the maximum PTE values occur at large angular scales, in contrast
to the E'FE case, and are located in a similar region of the parameter space for both masks.
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Figure 19. SMICA’s normalised v (left) and  (right) maps. Maps are smoothed to scale R = 10° and
R = 5° respectively. The grey area corresponds to the pixels masked by the Planck PR3 inpainting
mask. The peaks studied in ref. [5] are highlighted as black points.

9 The Cold Spot and other large-scale peaks in polarisation

The Cold Spot (CS), initially detected in the WMAP temperature data [49, 50] and sub-
sequently confirmed by the Planck mission [3], is an atypical cold region situated in the
southern hemisphere. This phenomenon deviates from the expectations established by the
conventional ACDM cosmological model, with an apparent p-value <0.01 [4], primarily
due to its pronounced large-scale curvature deviation, approaching approximately 4 stan-
dard deviations at a resolution of R = 5° [51, 52]. The underlying physical cause of this
temperature decrement remains unresolved.

The Planck collaboration additionally conducted an extensive analysis of the () and U
polarisation patterns within the CS and four other large-scale features evident in the Planck
CMB temperature data [5]. The additional peaks were selected as the most anomalous
structures on large angular scales (R = 10°) [51]. The central coordinates of the peaks are
visually represented in figure 19, which displays the normalised amplitude (v) and curvature
(k) maps, obtained from the SMICA data at two distinct resolutions, namely R = 10° and
R = 5°. Detailed procedures for calculating the normalised v and s values can be found in
ref. [53]. However, due to Planck’s limited sensitivity to polarisation, no discernible patterns
were identified at these locations.

Nevertheless, if the temperature decrement around the CS were a statistical fluke in the
context of the ACDM model, there would be a polarised counterpart signal of predictable
amplitude, since T" and F are weakly correlated. Because Lite BIRD is expected to detect
FE modes close to the cosmic-variance limit, here we investigate if such features can be
detected in ideal circumstances.

As indicated by the analysis in appendix B, improved results can be obtained from
data and simulations at a higher resolution than used previously in this paper. Therefore,
independent simulations are generated at Ngqe = 512, as described in section 9.1. For the
constrained realisations, we make use of the inpainted SMICA map provided in the PR3

SR denotes the width of the Gaussian filter applied in ref. [51], where the filter function is given by
we(R) = exp [—( t+1)/ 2R2]. In this context, R corresponds to the standard deviation of a two-dimensional
Gaussian function in Euclidean space.
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release and described in ref. [10]. The inpainting mask is shown in figure 19. A limitation of
working at this resolution is that only one inpainted realisation of the SMICA data is available.
Therefore, we focus here on those large-scale peaks that are centred far from the Galactic
plane, i.e., Peaks 4 and 5 (the CS), where the effects related to foreground residuals and
inpainting are expected to be less pronounced. We leave to a future study the effect of the
stochasticity of the inpainting process on the results from this analysis.

The remainder of the section is structured as follows. First, section 9.1 presents the
simulations used in this analysis. In section 9.2, a comprehensive description is provided
regarding the methodology employed for the computation of polarised angular profiles and
their associated amplitudes. Finally, section 9.3 is dedicated to presenting the primary
forecasts of LiteBIRD’s potential to detect the polarised signal in cases where its origin
may be attributed to a statistical fluke.

9.1 Simulations

As in the previous analyses, we test the fluke hypothesis using sets of unconstrained and
constrained realisations, where the latter correspond to the case where the fluke hypothesis is
correct, and the temperature-correlated part of the E-mode signal will also be statistically
anomalous. These simulations are generated as follows.

1. We obtain the temperature spherical harmonics of the inpainted SMICA temperature
map and deconvolve a Gaussian beam of 5’ from them.

2. Then, we generate constrained F-mode spherical harmonic coefficients using eq. (3.1),
where ag’m are the temperature spherical harmonic coefficients obtained in the previ-

ous step.

3. The B-mode spherical harmonic coefficients are generated as Gaussian random realisa-
tions from the C’fB fiducial power spectrum described in section 3.

4. @ and U maps are then generated from these spherical harmonics at Ngqe = 512,
convolved with a Gaussian beam of FWHM = 30/.

We follow this procedure to generate 10000 constrained simulations.

We then generate 1000 unconstrained realisations from the fiducial power spectra at
Ngige = 512 and convolved with a Gaussian beam of FWHM = 30’. In this case, although
the temperature and F modes are still correlated, a polarised signal may not be detected
around the locations of the SMICA peaks since the temperature realisations might not have
peaks there. Of course, polarisation peaks could arise from the F-mode contribution that
is not correlated with temperature. Note that these simulations differ from the equivalent
lower-resolution simulations as the latter have been inpainted.

9.2 Polarised angular profile

To calculate the polarised angular profile, we use the magnitudes @, and U,., given by eq. (2.4),
evaluated at the central coordinates of the respective peak, instead of the traditional Stokes
parameters () and U. The magnitude ), characterises the radial or tangential polarisation
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patterns surrounding the observation point, while U, represents polarisation that is rotated
by an angle of 45° with respect to @,. If the peak eccentricity is negligible, as shown in
ref. [52], the polarisation field is expected to have rotational symmetry. As a consequence
of this symmetry, @, and U, remain independent of the azimuthal angle ¢, in contrast to
the traditional ) and U parameters.

@, exhibits a direct proportionality to the angular power spectrum C;‘FE , while U, is
associated with CZTB. Within the framework of the ACDM model, the T'B power spectrum
is expected to be zero.” Therefore, for this analysis, our primary focus will be exclusively
on the parameter Q.

The angular profile is computed as the average, <QT (9)>, taken over the azimuthal
angles within a specified annulus (A(7iyef, Omin, Omax))- Here, fief corresponds to the direction
aligned with the centre of the annulus, which is also the centre of the corresponding peak.
The parameters O,;, and 6, represent the radial distances that define the inner and outer
radii of the annulus, respectively. Furthermore, 0 = Omin + (Omax — Omin)/2 is the midpoint
of the annular region.

With the angular profile, <QT (é)>, we can quantify the strength of the polarisation
signal associated with the peaks using an amplitude A, which is determined by rescaling a
model profile. If the profiles follow a Gaussian distribution, the amplitude is also Gaussian
and its mean can be calculated as

A= R — . (9.1)
>3 (Qr(0)) (1], (Qr(67))
i j
The associated uncertainty in the amplitude is given by
1
(9.2)

oA = )
\/;2 (Q:(6)) [0 (Q.(6)))
where <QT (él)> and <QT(6A,)> are the observed and model angular profiles at the annulus
A(Turef s Omin i, Omax,i) respectively, and C is the covariance matrix encompassing the angular
profiles of the various annuli.

To construct a model for each peak’s angular profile, <QT(§)>, and its associated co-
variance matrix, C, we rely on 9000 constrained simulations. It is important to emphasise
that the model generated by averaging the profile from simulations does not represent the
ensemble-averaged theoretical angular profile as defined in eq. (C.10). Instead, it constitutes a
specific realisation of the theoretical profile, in particular, the inpainted SMICA map realisation.

Once an angular profile model of the peak is established, we use 1000 different simulations
to calculate the angular profiles of the most extreme peaks. For the constrained realisations,
these are identified as peaks 4 and 5. However, for the unconstrained simulations, such
extrema may not be found at the corresponding locations. Therefore, for each simulation,
we identify the most extreme temperature peaks based on their amplitude or curvature at

"Notice that recent observations have hinted at the potential detection of isotropic birefringence, which
could provide evidence for the existence of parity violations and result in a non-zero CZ 2 [54].
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Figure 20. Distribution of A obtained from the 1000 unconstrained (blue) and constrained (orange)
simulations, with the overlap shown in red. The black dashed vertical lines indicate the expected
values of the distributions: unity when a polarised counterpart peak is present, and zero when it is not,
at the location of the most extreme temperature peak. The constrained simulations were generated
from the inpainted SMICA temperature map at Ngqge = 512, using the inpainting mask provided in the
PR3 data release, as shown in figure 19.

Constrained Unconstrained
Peak 4 5 4 5

(A) 101 101 001  0.00
o 024 021 030 026
(A) /o 410 476 0.02  0.00

Table 2. Summary statistics of the peak amplitude distribution calculated with 1000 simulations
of constrained and unconstrained simulations. From top to bottom: the mean (A), the standard
deviation of the distribution o, the signal-to-noise ratio of the peak detection defined as (A) /o.

resolutions of R = 10° and R = 5°, respectively. These new Peaks are then considered
equivalent to peaks 4 and 5 in the constrained realisations. The @, angular profiles are
then calculated at these identified locations. This allows us to obtain the distribution of the
amplitude, A, by fitting them to the model angular profiles of Peaks 4 and 5.

9.3 Large-scale peak detection forecasts for Lite BIRD

Figure 20 illustrates the distribution of A from 1000 constrained and unconstrained realisations
for these specific peaks. Additionally, table 2 presents a summary of the statistics derived
from these distributions, including the mean amplitude (A), the standard deviation o of the
distribution, and the signal-to-noise ratio of the peak detection, defined as (A) /o.

The distributions of the peak amplitude are clearly distinguishable, with Peaks 4 and 5
being detectable at significance levels exceeding 4 0. However, there is a small overlap around
A ~ 0.5. To assess the statistical significance of an A value belonging to either distribution,
we calculate the probabilities of false positives and false negatives for different A thresholds.
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Peak A False Negatives (o) False Positives ()

0.451 0.01 0.062

4 0.604 0.05 0.021
0.753,% 0.151 0.006

0.534 0.01 0.019

5(CS) 0.615,* 0.025 0.008
0.660 0.05 0.005

“Minimum A that could be detected with more than 3o4.

Table 3. Probability of getting a false negative (), or a false positive () for different A values.

A false positive occurs when a constrained simulation has a very low A value and is mistakenly
assigned to the distribution for the unconstrained simulations. Conversely, a false negative
happens when an unconstrained simulation has a high A value and is incorrectly assigned
to the distribution for the constrained simulations, represented by the orange distribution
in figure 20. The results of these calculations are shown in table 3.

In the case of the CS, the probability of not detecting its polarised counterpart (A/o4 < 3)
if the fluke hypothesis is correct is 0.025. In other words, if we do not detect the polarised
signal, we can reasonably reject the fluke hypothesis with a p-value of 0.025. However, in the
case of Peak 4, the non-detection is less conclusive with a p-value of 0.151. Conversely, if
LiteBIRD detects the amplitude of a peak at a significance level greater than 3o, we can
confidently dismiss an origin different from the fluke hypothesis, with a p-value of 0.008
and 0.006 for Peaks 5 and 4, respectively.

In this ideal case, Lite BIRD possesses the capacity to either rule out the fluke hypothesis
or confirm an origin consistent with it. It is essential to note that this analysis will need to
be repeated in a more realistic scenario, encompassing residuals after component separation
and the inpainting stochasticity effect in future work.

10 Conclusions

The presence of large angular scale features in the CMB temperature anisotropies that
appear anomalous in the context of the best-fitting ACDM model is well established from
both WMAP and Planck data. Evaluating whether these anomalies, of modest statistical
significance, represent a true challenge to cosmology or are simply the consequence of a random
realisation within the standard model requires additional, independent, information, since
the temperature measurements on these scales are at the cosmic-variance limit. Polarisation
observations can provide this information, but current data remain limited by residual
systematic artefacts. In this paper, we consider whether the future CMB satellite, Lite BIRD,
could specifically address the fluke hypothesis.

We therefore compare the properties of a number of statistical tests derived from
simulations of the polarised CMB sky where the temperature-correlated part of the E-mode
signal is constrained by current observations to those from unconstrained realisations. In
particular, we consider the SMICA temperature map from the 2018 Planck analysis as a
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template for generating this temperature-correlated polarisation anisotropy. However, since
Galactic foreground residuals are likely to remain in the component-separated data, we use
an inpainting technique to replace the high-foreground regions with a Gaussian constrained
realisation. These regions are defined by the Planck 2018 common mask, and a dedicated
low resolution inpainting mask derived here. Since the inpainting approach is stochastic, in
practice, 1200 inpainted SMICA realisations are used as constraints for one set of E-mode
simulations. A second set of 1200 unconstrained realisations for a fiducial cosmological model
provide the basis for comparison. We also inpaint the corresponding temperature realisations
for consistency, but use only one inpainting realisation per sky. Note that no foreground
residuals after component separation or systematics are included in the simulations in order
to optimise the possibility of detecting anomalous behaviour.

In sections 5 through 9 we apply well-known statistical tests that have previously indicated
anomalies in the CMB temperature sky to the simulations, inpainted either with the common
or inpainting masks. Ideally, such tests would be applied to the full sky to provide an unbiased
sample of the CMB signal. However, since the SMICA map is statistically unusual, yet inpainted
with values from arbitrary realisations of the standard cosmological model, in almost all
cases the full-sky tests are sensitive to this inpainting process. We have therefore derived
masks for the analysis of the polarised simulations. In addition, since the transformation
to temperature-correlated E-mode signal is non-local and scale-dependent, the masks are
determined from the properties of this component of the polarised sky in the unconstrained
realisations. The analysis of masked data is also motivated by previous studies that have
demonstrated that certain anomalies become more significant with decreasing sky coverage.

We find that no evidence for or against the fluke hypothesis can be obtained by an
examination of the EF-mode data alone. This implies that the anomalous features observed
in temperature do not significantly impact the properties of the EF-mode data. Thus any
anomalous statistical properties seen in polarisation directly provide independent evidence
against the standard cosmological model. However, for several of the applied statistical
tests, TE (or T'Q) results show sufficiently distinct properties between the constrained and
unconstrained realisations that we can reach stronger conclusions about the fluke hypothesis.

In section 5, we find that if the observed T'FE covariance measured at Ngge = 64 with
the common mask applied exceeds 4.62 K2, then we can reject the fluke hypothesis at the
99% confidence level with a probability of 48.7%. In addition, we note that qualitatively
comparable sensitivity to the fluke hypothesis is afforded by various temperature and F-mode
permutations of the skewness and kurtosis statistics.

We test for evidence of dipolar modulation in the simulated data in section 6 by fitting
dipoles to maps of the local variance. Although results for the dipole modulation amplitudes
do not have sufficient statistical power to assess the fluke hypothesis, we find that the anti-
alignment of the dipole directions in temperature and T'F, as measured by the separation
angle o (r gy, does allow rejection with 13.6% probability at the 99% confidence level for
cosarre) < —0.23.

For completeness, we note that the alignment statistics presented in section 7 can not be
generalised to the TE case, so no conclusions about the fluke hypothesis can be reached.

In section 8, we consider statistics constructed from a harmonic analysis of the data and
utilising optimal QML estimates of the angular power spectra. The point-parity asymmetry
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can be quantified from the properties of the even and odd power spectra of the data. In
particular, the quantity 5(3’;  indicates that the fluke hypothesis can be rejected at the 99%
confidence level for the common mask with £, = 25 at a probability of 51.0%, and 48.1% for
the inpainting mask with £, = 27. Then, we test for a lack of correlation on large-angular
scales based on the estimator SXY (01,02). For XY =TQ and fry,x = 32, an optimal statistic
is found for the range (71°,120°) when applying the extended inpainting mask, yielding a
99% PTE of 39.9%. For the case XY = TFE, a 37.1% PTE is determined over the range
(66°,113°). Similar results are found with the application of the common mask.

Finally, section 9 considers the radial polarisation patterns in @, (directly proportional
to the TE power spectrum) that are associated with two anomalous peaks in the SMICA
temperature maps, both at high latitude and including the well-known Cold Spot. If LiteBIRD
detects the amplitudes of these patterns at a significance larger than 3 o, then alternatives
to the fluke hypothesis are strongly disfavoured. Conversely, the non-detection of these
amplitudes at that confidence level would imply the rejection of the fluke hypothesis with
at least a probability of 99.2%.

A full confirmation of these claims would require an assessment of more realistic data,
which will be addressed in future work. In due course, tests applied to the Lite BIRD data itself
should also benefit from the use of temperature anisotropy data improved by the application
of component-separation techniques to a larger number of observational frequencies. The
resulting reduced levels of residual foreground contamination would then allow a larger sky
fraction to be considered.
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A Even-odd asymmetry as a lack of power of the even multipoles

Here, we consider the estimators 60;%_, as defined in eq. (8.3), to measure the even-odd
asymmetry in the Planck temperature anisotropy pattern. For each /., we compute the
LTP of obtaining a value smaller than that observed by Planck. These LTPs are shown in
figure 21, where it is evident that 6C7. is anomalously low in the harmonic range [20, 31]. In
the case of the common mask (see the dashed lines of figure 21), since no simulated values
are lower than the observed ones in this range, we set them to half the resolution of the
Monte Carlo for plotting purposes. In contrast, the corresponding odd part, 6C7.p, does not
exhibit any anomalous behavior. A very similar trend is observed for the inpainting mask
results (see the solid lines of figure 21), where, in the same harmonic range, the LTP can
be as low as 0.7%. This suggests that the even-odd asymmetry, i.e., the imbalance between
even and odd multipoles, can be interpreted as a lack of power in the even multipoles, while
odd multipoles remain well within expectations, see, e.g., ref. [46].

If we now construct the estimators (50;51/{ considering only the temperature-correlated
part of the E mode signal, we observe a behaviour similar to that shown in figure 21.
Specifically, for the common mask, the LTP for 5C’EE is below 1% within the harmonic
range [22,31] and drops as low as 0.5% for fmax € [26,31], while §C, does not exhibit any
anomaly, i.e., its LTP remains above 63% in the same range. Similarly, for the inpainting
mask, we find that the LTP for §C7, is around 1% in the harmonic range [22,29] and can be
as low as 0.7% for lmax € [26,27], while the LTP for §C, remains above 69.8% in the same
harmonic range. This demonstrates that 50;52_ does capture the even-odd parity asymmetry
when constructed using the temperature-correlated part of the E mode signal.

B Angular profile binning of peaks

We investigate various binning schemes to minimise the uncertainty in the peak amplitude.
We consider eight distinct binning schemes, in which the angular profile is determined
within annuli that cover the range from 0 to 60°, each having a uniform width denoted as
A0 = Omax — Omin. To assess the uncertainty in the peak amplitude, we employ the ensemble-
averaged angular profile of eq. (C.10) and its corresponding covariance matrix, eq. (C.10), to
calculate 04 in eq. (9.2) for the various binning schemes under consideration. We perform this
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Figure 21. Lower tail probabilities obtained from SMICA Planck data in T'T. Blue lines are obtained
from 6C ;. and orange lines from 5C’;§T. Dashed lines present results derived using the common mask,
solid lines for the inpainting mask. The shaded area corresponds to the resolution of the Monte Carlo
simulations, due to the number of simulations.

study using the peak characteristics of the CS, i.e., the normalised amplitude and curvature
are v = —1.45 and kK = —4.26 respectively. The results are illustrated in figure 22.

Figure 22 shows that the uncertainty in the amplitude A can be reduced by opting for
a binning scheme comprising more smaller rings as opposed to one with fewer larger rings.
Nonetheless, the choice of ring size cannot be arbitrarily small, since a sufficient number of
pixels within the ring is required for the computation of the angular profile from the maps.
Figure 23 presents the number of pixels V,ix within each annulus as a function of f. The values
of Npix are illustrated for the various binning configurations considered, and this information is
provided for two different map resolutions, specifically Ngjge = 512 (solid lines) and Ngjqe = 64
(dashed lines). For the Nggeo = 64 resolution, it becomes evident that there are insufficient
pixels in the rings situated closer to the peak centre for binning schemes characterised by
small Af. Therefore, we choose to proceed with a map resolution of Ngge = 512 for this
analysis, even though only one inpainted map is then available. Consequently, while results
for all peaks are presented, our primary focus is directed toward Peaks 4 and 5, which are the
peaks furthest from the Galactic plane and hence less impacted by the inpainting realisation.

C Theoretical Q,o angular profile

In this appendix, we present the theoretical equations used to calculate the Q¢ angular profile
and covariance matrix used in section 9. We follow the equations derived from refs. [51, 53].
The @Q,¢ theoretical angular profile is given as

(@) == F T gy [ by bR, ()
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where Pg is the Legendre polynomial of order 2 and degree /¢, by is the effective window
function of the map, p = cos 6 where 0 is the angle subtended from the peak’s centre to the
direction where the angular profile is calculated, and wy(R) is the window function used to
emphasise a specific map scale, parametrised by R. It is derived from the Fourier coefficients
of the stereographic projection of a two-dimensional Euclidean Gaussian distribution:

).

T (C.2)

we(R) = exp [—

In this context, R represents the standard deviation of a two-dimensional Gaussian function
in Euclidean space. b, and b, are the bias parameters and are given as

()= ()

where v and « are the amplitude and the curvature of the peak calculated from the temperature

(C.3)

map smoothed with wy(R) and

2N _—w(R)?*CIT, (C.4)
7 47
2
=Y (ot witreer. (©3)
R (CL P o
. @

Since we are calculating the Q¢ in angular rings (A(Aref, Omin, Imax)) We need to integrate
eq. (C.1) between Oy and Opax. Reference [52] provides analytic formulae of the integral of
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Legendre polynomials, which we can use to obtain an analytic equation of the angular profile

(@0 (6)) = z T b bl [ b RCTEAR o) . ()

where [i(0) = cosf and @ is the average angle in a given angular ring A(fref, min, Omax -
AT7 ((0)) is given as

1 Hmax (6 + 2)' I ,Uzmax) 1[2 (,Umin)
_ P? .
Hmax — Hmin /min de E \/26 + 1 \/(Z 2)' Hmax — Mmin ’ (C 9)

B A (0 +2) —
_\/2“1\/( )'AIZ( i), (C.10)

1 _ /2041
I () = N DI {—2I?(M)+(€+3)MPM)—(€+1) 2£+3Pe+1( )} )

(C.11)

1 _ 1 _
1) = JRI+ )20+ YRR TS  ToTA YR (C12)
Py = | 2L P (C.13)

As shown in ref. [53], the covariance matrix has two contributions: an intrinsic contribution
that accounts for the inherent correlations between multipolar profiles independently of the
existence of a peak; and a peak contribution that modifies the intrinsic covariance to account
for the fact that a peak is present in the field. The intrinsic Q)¢ covariance matrix is

- : 20+1 (¢ —2)!
i (9,,0,) = Cinr = 3
J = 4Am ((+2)!

biCEEPE (1(6:)) P (1(65)) (C.14)

where 6; is the angle subtended from the peak’s centre to the direction where the angular
profile is calculated. After integrating over the 6 in the rings Aj;(fivef, Omin,i, Omax,i), and
Aj(7ret, Omin,j; Omax,j) We obtain

@?“—Zbecf%ﬂ( )AL (75) (C.15)

The peak contribution to the covariance matrix is

204+120 +1 (e—=2)! [(¢r—2)!
pgak _ , TE . TE 2 . 2/ .
Ci] % A7 A \/(g + ) (f’ + 2) BM bfwf(R)Cé berwy (R)CZ P (Nz) P (MJ) )

(C.16)
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where,

=Ly [ PR DY) G D] (o

o2 0,0 o?

After integrating over the angles in the ¢ and j rings we recover

o 20+1 (200 +1 T
CZI; k = Z ir \/ o Ba/bgwg(R)CéTEbglwg/(R)C;EAIez (,U,Z) AIZQ, (/.LJ) . (018)
o
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