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2 R. Plume et al.

ABSTRACT
We present observations of HCN and HCO+ J = 3 → 2 in the central 424′′ × 424′′ region of
the W40 massive star forming region. The observations were taken as part of a pilot project
for the MAJORS large program at the JCMT telescope. By incorporating prior knowledge of
N( H2) and 𝑇𝐾 , assuming a constant density, and using the RADEX radiative transfer code
we found that the HCN and HCO+ abundances range from 𝑋(HCN) = 0.4 − 7.0 × 10−8

and 𝑋( HCO+) = 0.4 − 7.3 × 10−9. Additional modelling using the NAUTILUS chemical
evolution code, that takes H2 density variations into account, however, suggests the HCN and
HCO+ abundances may be fairly constant. Careful modelling of three different positions finds
𝑋(HCN) = 1.3−1.7×10−8, 𝑋( HCO+) = 1.3−3.1×10−9. Cross-comparison of the two models
also provides a crude estimate of the gas density producing the HCN and HCO+ emission,
with H2 densities in the range 5 × 104–5 × 105 cm−3– suggesting that the HCN and HCO+

emission does indeed arise from dense gas. High UV intensity (e.g. 𝐺𝑜 > a few thousand) has
no effect on the abundances in regions where the visual extinction is large enough to effectively
shield the gas from the UV field. In regions where 𝐴V < 6, however, the abundance of both
species is lowered due to destructive reactions with species that are directly affected by the
radiation field.
Key words:
surveys – stars: formation – ISM: clouds – ISM: abundances – ISM: molecules

1 INTRODUCTION

Stars form in the densest parts of molecular clouds (Lada et al.
2010) and, in high-mass star forming regions, the densities can
reach 106 cm−3 or higher (Plume et al. 1997). Typical molecular
tracers like CO and 13CO J = 1 → 0 measure the total H2 gas
mass in molecular clouds reasonably well. However, since the low
J transitions of CO can be easily excited in gas with densities < 100
cm−3, they primarily trace the low density ambient molecular gas
in Giant Molecular Clouds (GMCs), not specifically the gas that
will contribute to forming stars. In addition, CO is known to freeze
out onto dust grains in high-density, low-temperature environments
(e.g. Thomas & Fuller 2008; Fontani et al. 2012; Sabatini et al.
2019) and may, therefore, be an unreliable tracer of the gas under
such conditions.

Higher critical density molecular line tracers, such as HCN,
probe the behaviour of the dense gas most closely associated with
star formation very well (Onus et al. 2018). A survey of spiral galax-
ies and Ultra Luminous Infrared Galaxies (ULIRGS) in HCN J =
1 → 0 revealed a tight relationship between the infrared luminosity
( LIR), a tracer of the Star Formation Rate (SFR), and the HCN lu-
minosity (LHCN), a tracer of total dense molecular gas content (Gao
& Solomon 2004a; Gao & Solomon 2004b; Stephens et al. 2016).
When these results are extended down to nearby star-forming re-
gions, i.e. Galactic clumps, the linear relationship survives, covering
a luminosity range many orders of magnitude wide and scales from
parsec-sized clumps to entire ULIRGS (Wu et al. 2005; Mendigutía
et al. 2018). There are, however, some notable exceptions. For exam-
ple, Kauffmann et al. (2017) and Santa-Maria et al. (2023) showed
that HCN 𝐽 = 1 → 0 traces densities of < 104 cm−3 in cold re-
gions of Orion A and Orion B, respectively. Furthermore, Evans
et al. (2020) demonstrated that this transition can also arise in dif-
fuse gas (n < 100 cm−3) provided the column density is sufficiently
high (AV > 8).

While simulations have shown that the LIR - LHCN relation is
a result of the free-fall timescale of the gas and the average gas

★ E-mail: rplume@ucalgary.ca

density of molecular clouds (Krumholz et al. 2012), both Galactic
and extragalactic observations have pointed towards the presence of
a volume-density threshold (> 104 cm−3), with the amount of gas
above this density being the important factor in regulating the SFR
(Lada et al. 2012; Evans et al. 2014; Zhang et al. 2014; Heiderman
et al. 2010). It is, therefore, clear that dense gas is the important
fuel for star formation. Understanding its exact role, and how the
properties of molecular clouds impact the process, however, has
been elusive.

The Massive, Active, JCMT-Observed Regions of Star forma-
tion (MAJORS) survey is a large program at the 15m James Clerk
Maxwell Telescope (JCMT) on Maunakea, Hawaii. MAJORS was
awarded 976 hours of band 4 weather conditions (i.e. 4-6 mm of
precipitable water vapour) to simultaneously map HCO+ J = 3 → 2
(𝜈 = 267.5576259 GHz) and HCN J = 3 → 2 (𝜈 = 265.8864339
GHz) in a large mass-selected sample of dust-continuum traced
molecular clouds in the Milky Way. The sample includes clouds in
the Central Molecular Zone (CMZ), the Inner Galaxy, and the Outer
Galaxy. While full details of the MAJORS survey will be presented
in Eden et al. (2026, in prep), its primary goals are to:

(i) understand how Galactic environment influences the physics
of dense gas, enabling us to determine how dense gas is produced
and how it is intrinsically linked to star formation;

(ii) produce LIR–Lgas relationships for dense gas in Galactic
clumps and molecular clouds, allowing us to connect these results
to studies of extragalactic systems and ULIRGs and to assess the
universality of the star-formation process;

(iii) determine the origin of variations in the HCN and HCO+

abundances and HCN/HCO+ abundance ratio, and how these varia-
tions relate to the physical conditions imposed by different Galactic
environments.

HCN and HCO+ J = 3 → 2 are excellent tracers of dense gas.
In the optically thin limit, the critical densities of HCO+ and HCN J
= 3 → 2 are 1.4×106 cm−3 and 1.0×107 cm−3 respectively (Shirley
2015). However, since these lines are often optically thick, radiative
trapping effectively reduces their critical densities to 6.8×103 cm−3

and 7.3× 104 cm−3 respectively (Shirley 2015) in which case these
lines may not be tracing the innermost, densest regions of the clouds.
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HCO+ & HCN Abundances in W40 3

Figure 1. (Left) Public PACS-70 𝜇𝑚 observations and (middle) SPIRE-500 𝜇𝑚 observations from the Herschel Science Archive. (Right) H2 column density
maps from the Herschel Gould Belt Survey (HGBS; André et al. 2010; Bontemps et al. 2010; Könyves et al. 2015; Arzoumanian et al. 2019) (see Section 2).
The green box shows the region that we focus on in this paper (see e.g. Figure 2). A 1 parsec scalebar is shown at the upper left corner of each image, and a
circle indicating the observational beamsize appears in the lower right.

Object(s) 𝑋(HCN) 𝑋( HCO+) 𝑋(HCN)/𝑋( HCO+) Resolution Reference

Low-Mass Protostars 1.7 × 10−9 6.6 × 10−9 2.6 13-18′′ Jørgensen et al. (2004)
W51 2.0 × 10−9 1.5 × 10−10 13.3 1800′′ (40-50 pc) Watanabe et al. (2017)
YSO GL2591 2.0 × 10−8 10−8 2.0 13′′ van der Tak et al. (1999)
IRDCs - Quiescent – 2.4 × 10−8 – 38′′ Sanhueza et al. (2012)
IRDCs - Active – 5.7 × 10−8 – 38′′ Sanhueza et al. (2012)
ATLASGAL Clumps - Quiescent – 4.0 × 10−9 – 38′′ Hoq et al. (2013)
ATLASGAL Clumps - Protostellar – 6.4 × 10−9 – 38′′ Hoq et al. (2013)
ATLASGAL Clumps - HII/PDR – 7.5 × 10−9 – 38′′ Hoq et al. (2013)
70𝜇𝑚 Quiet Clumps – 2.5 × 10−10 – 27′′ Traficante et al. (2017)
Starburst Galaxies – – 2–7 50 pc Butterworth et al. (2025)
AGN – – 1–41 50 pc Butterworth et al. (2025)
ULIRGS – – 2–24 500 pc Butterworth et al. (2025)
LIRGS & ULIRGS 10−7 − 10−8 10−8 1–10 0.3′′ (50-500 pc) Nishimura et al. (2024)

Table 1. HCN and HCO+ abundances (relative to N( H2)) for various objects in the literature.

In either case, however, these transitions can probe gas with densities
associated with star formation activity rather than the low density
bulk envelopes of molecular clouds.

Given the high critical densities of these transitions, many
previous studies have simply correlated total HCN or HCO+ lumi-
nosity with total infrared luminosity to measure the star formation
rate in dense gas (see e.g. Stephens et al. (2016) and references
therein). However this interpretation is overly simplistic. In order
to be certain that a particular transition of these molecules is actu-
ally tracing gas above the 104 cm−3 threshold, one must know their
abundances; given by the quantity 𝑋 , where 𝑋 is calculated by divid-
ing the molecular column density by the column density of H2 (e.g.
𝑋(HCN) = N(HCN)/N( H2) and 𝑋( HCO+) = N( HCO+)/N( H2)).

The abundances of HCN and HCO+ (and other molecular
species) are not constant, however, and can vary from location to
location. Table 1 lists HCN and HCO+ abundances (and their ratios)
for a range of Galactic and extragalactic sources observed at differ-
ent resolutions. These values span nearly two orders of magnitude
between sources. Some of this variation may reflect differences in
beam size or in the methods used to derive molecular abundances;
however, Table 1 clearly demonstrates that intrinsic variations ex-
ist. In addition, beyond observational and methodological effects,
molecular abundances are fundamentally shaped by environmen-
tal factors such as gas and dust temperature, ultraviolet radiation

fields, opacity, and cosmic-ray ionization rate. To fully understand
the connection between dense gas, 𝐿IR, and star formation in the
Galaxy, it is therefore essential to measure HCN and HCO+ abun-
dances (and associated gas densities) across a large, diverse sample
of sources spanning many Galactic environments, using a consistent
methodology to minimize systematic uncertainties.

1.1 W40

As part of a pilot project for MAJORS, we mapped HCO+ and
HCN J = 3 → 2 in the central region of the well-known massive
star forming region W40. Recent astrometry observations from Gaia
(Comerón et al. 2022) place W40 at a distance of 502 ± 4 pc, which
makes it one of the nearest high-mass star forming regions; compa-
rable in distance to the Orion Molecular Cloud. W40 lies on the far
side of the Aquila Rift and so, in the visible, it is partially obscured
by foreground extinction (up to visual extinctions of AV ∼ 3 mag-
nitudes; Straižys et al. 2003). Thus, it is best observed at Infrared
(IR) and Far Infrared (FIR) wavelengths. Figure 1 shows a 70𝜇𝑚
(left) and a 500𝜇𝑚 (middle) image of the W40 complex using the
PACS (Poglitsch et al. 2010) and SPIRE (Griffin et al. 2010) instru-
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ments (respectively) aboard the ESA Herschel Space Observatory1

(Pilbratt et al. 2010). The data were obtained from the Herschel Sci-
ence Archive2. Figure 1 (right) shows the H2 column density maps
derived by the Herschel Gould Belt Survey (HGBS) (André et al.
2010; Bontemps et al. 2010; Könyves et al. 2015; Arzoumanian
et al. 2019) (see Section 2). The 500𝜇𝑚 (Figure 1: middle) and H2
column density (Figure 1: right) images shows that W40 is associ-
ated with an extended molecular cloud complex with an estimated
mass of ∼ 104 M⊙ (Rodney & Reipurth 2008). The 70𝜇𝑚 image
shows two cavities that form an hour-glass (bipolar) shape on large
scales (a few pc) with an HII region at the centre powered by an
OB association. The bright-rimmed clouds at the cavity walls show
clearly that dense clumps and pillars are illuminated from inside by
the cluster. The main cluster is located just northwest of the inter-
section of the two cavities seen in Figure 1 (left); near the tip of the
“hook” within the grey/green box in the H2 column density map
(Figure 1 - right). The cluster is more clearly seen in the zoomed-in
image of the 2MASS H-band data (Skrutskie et al. 2006) in Figure
2 (top right). The OB association is comprised of IRS/OS1a (O9.5),
IRS/OS2b (B4) and IRS/OS3a (B3) and an associated stellar clus-
ter of pre-main-sequence stars (Shuping et al. 2012). Chandra X-ray
observations (Kuhn et al. 2010) have revealed over 200 young stellar
objects in a 17′ × 17′ area centred on the cluster. Based on the Her-
schel fluxes at 70 and 160 𝜇𝑚, the average strength of the UV field
in W40 is 237 𝐺𝑜 (Schneider et al. 2020; and references therein)
where 𝐺𝑜 is the strength of the average interstellar radiation field
in Habing units (1.6× 10−3 erg cm−2 s−1; Habing 1968). However,
the same observations show that the UV field strength can reach
∼ 8200 𝐺𝑜 near the OB association.

In this paper we present observations and analysis of HCN and
HCO+ J = 3 → 2 in W40, taken as part of the MAJORS survey at
the JCMT. The main goals of this paper are to determine the HCN
and HCO+ abundances, examine the variations in abundance and
physical conditions across the entire region mapped, and to estimate
the gas density associated with the HCN and HCO+ emission. In
Section 2 we present the observations. In Section 3 we present ba-
sic analyses of the data including integrated intensity maps and the
observational relationship between the HCN and HCO+ integrated
intensities. In Section 4 we calculate the HCN and HCO+ abun-
dances based on an analysis of the data utilizing both the RADEX
1D radiative transfer code (van der Tak et al. 1999) and the NAU-
TILUS gas-grain chemical evolution code (Ruaud et al. 2016). In
Section 5 we present the main conclusions of the paper.

2 OBSERVATIONS

The HCO+ J = 3 → 2 line at 𝜈 = 267.5576259 GHz and HCN
J = 3 → 2 line at 𝜈 = 265.8864339 GHz were observed as part
of the MAJORS large program (Eden et al. 2026; in prep - ob-
serving program M22AL002) at the James Clerk Maxwell Tele-
scope (JCMT). Line frequencies were obtained from the Cologne
Database for Molecular Spectroscopy (CDMS)3 (Müller et al. 2001;
Müller et al. 2005; Endres et al. 2016). The data were taken using
the dual polarization, dual-sideband ′Ŭ′ŭ heterodyne receiver (Kerr
et al. 2014). Maps were centred at 𝛼(J2000) = 18ℎ 31𝑚 17𝑠 and 𝛿

1 Herschel was an ESA space observatory with science instruments pro-
vided by European-led Principal Investigator consortia and with important
participation from NASA.
2 http://archives.esac.esa.int/hsa/whsa/
3 https://cdms.astro.uni-koeln.de/classic/

(J2000) = −02◦ 05′ 00′′. Full Width at Half Maximum (FWHM)
beam sizes are 𝜃HCO+ 𝐽=3→2 = 18.3′′ and 𝜃HCN 𝐽=3→2 = 18.4′′.
Data were obtained on 2020 August 21 as part of director’s discre-
tionary time (observing program M20AD003) to test the MAJORS
observing strategy.

The atmospheric opacity at 225 GHz ranged from 0.225 to
0.315 over the course of the observations (as measured by the
JCMT’s in-cabin 183 GHz Water Vapour Monitor). Data were ob-
tained in raster scan, position switching mode with a scan speed
of 16′′/sec and an off position at 𝛼(J2000) = 18ℎ 31𝑚 53.7𝑠 and
𝛿(J2000) = −1◦ 59′ 35′′. Two scans in orthogonal directions (i.e.
“basket-weaved”) were used to produce a smoother output map.
Maps are 424′′×424′′ in size with a pixel/sampling size of 8′′×8′′.
The median system temperature during the observations was ∼300
K. The spectrometer, ACSIS, was used in the 250 MHz mode (8192
channels, 30.517578 kHz spacing) resulting in a native spectral
resolution of 0.034 km s−1.

Data reduction was performed with ORAC-DR (Jenness
et al. 2015), which is built on the STARLINK (Currie et al.
2014) packages KAPPA (Currie & Berry 2014), CUPID (Berry
et al. 2007), and SMURF (Chapin et al. 2013). We used the
REDUCE_SCIENCE_NARROWLINE recipe that creates a spatial cube
from the raw time-series data, removes a baseline from the data, and
trims the ends of the frequency range to remove high-noise regions.
The data cubes provided by the pipeline were subsequently con-
verted from NDF to FITS format using the STARLINK NDF2FITS
command to allow for further processing in CASA (McMullin et al.
2007) and PYTHON. Post-processing, the data were spectrally re-
binned in STARLINK by 15 channels to provide a spectral resolu-
tion of ∼ 0.5 km s−1. With this resolution, the average 1-𝜎 noise
is 0.33 K for the HCO+ J = 3 → 2 data and 0.29 K for the HCN
J = 3 → 2 data (𝑇∗

A). This noise was estimated using a robust
baseline-subtracted MAD method with Savitzky–Golay smoothing
of 3 km s−1, polyorder = 2, 𝜎-clipping at 2.5𝜎, and 3 iterations.

The HCO+ and HCN data in this paper are presented in the
corrected antenna temperature (𝑇∗

A) scale, but are converted to main
beam brightness (𝑇mb = 𝑇∗

A/𝜂mb) for column density calculations
(Section 4.1) using a main beam efficiency of 𝜂mb = 0.664. While
calibration errors for the ′Ŭ′ŭ receiver are not fully characterized,
the JCMT receiver webpage5 states that “typical uncertainties in
peak flux measurements tend to be in the range of 10-20%”. Based
on this, we adopted an average calibration uncertainty of 15%.

We note that HCN has hyperfine structure (e.g. Mullins et al.
2016; Loughnane et al. 2012) but for the J = 3 → 2 transition, the
inner four lines are only 0.35, 0.07, and –0.54 km s−1 from the
central strongest line and, given the width of our observed lines (> 1
km s−1; see Section 3), are blended, appear as a single component,
and cannot be distinguished from one another. The outer two lines
are 1.82 and –2.28 km s−1 from the central, strongest line but,
since these are each 25 times weaker than the central component
(and they are not detected), we ignore the hyperfine structure of
HCN in the remainder of this paper.

For subsequent analysis, we also obtained dust/kinetic temper-
ature and H2 column density maps from the Herschel Gould Belt
Survey (André et al. 2010; Bontemps et al. 2010; Könyves et al.
2015; Arzoumanian et al. 2019; hereafter HGBS). These maps were
produced by Könyves et al. (2015) by taking the Herschel SPIRE

4 https://www.eaobservatory.org/jcmt/instrumentation/heterodyne/namakanui/uu-
230ghz/
5 https://www.eaobservatory.org/jcmt/instrumentation/heterodyne/calibration/
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Figure 2. (Top left) HGBS H2 column density overlaid with contour levels of 1,2,3,4 ×1022 cm−2. These same contours are overlaid in all following plots.
The green, blue, and red boxes indicate regions selected for low H2 column density & high temperature, intermediate N(H2) & 𝑇K, and high N(H2) & low 𝑇K
respectively. The Green Circle, Blue Square, and Red Triangle denote positions for which we perform chemical modelling in Section 4.3. (Top middle) HGBS
dust temperature. (Top right) 2MASS H-band image. (Bottom left) Integrated intensity image for HCO+ J = 3 → 2. (Bottom middle) Integrated intensity
image for HCN J = 3 → 2. (Bottom right) Ratio of the HCN/ HCO+integrated intensity. Values for each quantity are given in the colour bars to the right of
each plot. A 0.1 parsec scalebar is shown at the upper left corner of the first image, and a circle indicating the observational beamsize appears in the lower right
of each image (except for the 2-MASS image).

data at 250, 350, and 500 𝜇𝑚, smoothing to the resolution of the
SPIRE 500 𝜇𝑚 observations (𝜃FWHM = 36.3′′) and fitting the data to
a modified blackbody of the form: 𝐼𝜈 = 𝐵𝜈 (𝑇𝑑) 𝜅𝜈 𝜇𝐻2 𝑚𝐻 𝑁 (𝐻2),
where 𝜅𝜈 is the dust mass opacity coefficient (given as 𝜅𝜆 =

0.1(𝜆/300𝜇m)−2 cm2/g), 𝜇𝐻2 is the mean molecular weight per
hydrogen molecule (2.8), and 𝑚𝐻 is the mass of atomic hydrogen.
In the fit, the dust temperature (𝑇d) and column density (N( H2))
were left as free parameters. The resulting images were sampled on
a 3′′ pixel grid. Details of the procedure to produce the dust/kinetic
temperature and H2 column density maps are provided in Könyves
et al. (2015). These maps were subsequently regridded to the same
grid and pixel size as our HCO+and HCN data (i.e. 8′′ × 8′′) using
the CASA (McMullin et al. 2007) imregrid command.

3 RESULTS

3.1 Integrated intensity comparisons

Figure 2 shows the H2 column density (N(H2) - top left) and
dust/kinetic temperature (𝑇dust = 𝑇K - top middle) from the HGBS,
as well as the location of young stars seen in the 2MASS H-band
image (top right) (Skrutskie et al. 2006). Note that we will continue
to use the dust temperature as a proxy for the gas kinetic tempera-
ture, but will explore the effects of this assumption on our analysis
in Section 4.1.2.

The figure also shows the integrated intensity maps for HCO+

J = 3 → 2 (bottom left) and HCN J = 3 → 2 (bottom middle),
and the ratio of the HCN/ HCO+ integrated maps (bottom right).

To derive the HCO+ and HCN integrated intensities, we fit a sin-
gle Gaussian to every pixel in the HCO+ and HCN cubes using
the Trust Region Reflective Least Squares fitter (TRFLSQFitter)
in Python/Astropy. This fitter allows upper and lower parameter
bounds and, in Astropy 5.3 and later, provides covariance-based
parameter uncertainties. The fits yield peak temperatures (𝑇∗

A; K),
line widths (Δ𝑉FWHM; km s−1, with Δ𝑉FWHM = 2

√
2 ln 2𝜎), line

centroids (𝑉LSR; km s−1), and integrated intensities (
∫
𝑇∗

A d𝑉 ;
K, km s−1, with

∫
𝑇∗

A d𝑉 = 𝑇∗
A 𝜎

√
2𝜋). Errors in the integrated

intensity were calculated from the errors in 𝑇∗
A and 𝜎 from the

equation
√︃
(𝜎 × 𝜎err)2 + (𝑇∗

A × 𝑇∗
A,err)2 ×

√
2𝜋, where 𝑇∗

A,err is cal-
culated by combining the 15% calibration error in quadrature with
the Gaussian fitting error. We retain only fits with Signal-to-Noise
(S/N)> 3 in both the peak and the integrated intensity; pixels failing
either criterion are set to NaN. Accepted fits were visually inspected
to reject spurious solutions. We adopt Gaussian-fit integrals rather
than moment maps because this enables simultaneous S/N cuts
on peak and area; tests with the moment command, however, pro-
duced consistent results. Blank regions in the integrated-intensity
maps mark pixels with S/N < 3. Per-pixel uncertainties depend on
the local noise but are, on average, ∼25 per cent of the integrated
intensity.

The green, blue, and red boxes in Figure 2 delineate regions
chosen for their locations relative to the OB association and for spe-
cific conditions. Figure 3 shows that points within the Green Region
generally have higher kinetic temperatures (< 𝑇K > = 30.2 K) and
lower H2 column densities (< N(H2) > = 1.26 × 1022 cm−2) than
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Figure 3. N( H2) versus 𝑇K (i.e. 𝑇dust) for every pixel within the coloured
boxes shown in Figure 2. The green points plot the values for pixels located
within the Green Region, the blue points plot the values for pixels located
within the Blue Region, and the red points plot the values for pixels located
within the Red Region. Error bars are 5 per cent in 𝑇K and 12 per cent in
N(H2) based on the analysis of uncertainties by Roy et al. 2014.

1

0

1

T A
 (K

)

Green CircleHCO+ spectrum
HCO+ Gaussian
HCN spectrum
HCN Gaussian

0

2

4

6

T A
 (K

)

Blue Square

5 0 5 10 15 20
VLSR km/s

1

0

1

2

3

T A
 (K

)

Red Triangle

Figure 4. HCN and HCO+ spectra and their Gaussian fits of three represen-
tative positions marked by the Green Circle, Blue Square, and Red Triangle
in Figure 2.

the rest of W40. In contrast, points within the Red Region have some
of the lowest kinetic temperatures (< 𝑇K > = 21.6 K) and highest
H2 column densities (< N(H2) > = 3.5 × 1022 cm−2). Points in
the Blue Region have intermediate mean values of 𝑇K and N(H2) of
27 K and 2.4 × 1022 cm−2 respectively. These regions will be uti-
lized more fully in later discussion (see Section 4). Figure 4 shows
example spectra and Gaussian fits at the positions marked by the
Green Circle, Blue Square, and Red Triangle in Figure 2 (top left).

These spectra also indicate that there is a velocity gradient across
the filament, which first moment maps reveal to be quite smooth.

As can be seen in Figure 2, the molecular gas is distributed
in a curved filament wrapping around the hottest gas which is co-
located with the central OB association. While the HCO+ and HCN
have similar morphologies and extent, the HCO+ is slightly more
extended than HCN in the low integrated intensity regions. This is
particularly noticeable to the left of the Green Region (where the
H2 column density is low and the dust temperature is high) and in
the Red Region (where the H2 column density is high but the dust
temperature is low). The lower number of HCN pixels in the Red
Region is due to weaker HCN emission lines (see e.g. Figure 4 -
bottom) that causes the integrated intensity to fall below the 3-𝜎
noise limit.

Figure 5 shows the relationship between the HCN J = 3 → 2
and HCO+ J = 3 → 2 integrated intensity (𝐼(HCN) and (𝐼( HCO+)
respectively) for the points displayed in Figure 2. Using the
stats.linregress function within SCIPY we found that, for the
entire data set (i.e. points both inside and outside the Red, Green, and
Blue Regions in Figure 2), 𝐼(HCN) (K km s−1) = 0.96 𝐼( HCO+)
(K km s−1) with a 𝑦-intercept of –0.70, a Pearson 𝑟-value of 0.83,
and a 𝑝-value of < 10−9. This suggests that there is a strong linear
correlation to the data and that the trend is statistically significant.
Over the entire region <𝐼(HCN)> = 4.9 K and <𝐼( HCO+)> = 4.8
K.

Breaking the data down into the regions displayed in Figure 2,
the coloured points show the relationship for each of the respective
coloured regions, with solid black lines showing the best linear fit.
In the Blue Region (left panel) 𝐼(HCN) = 0.89 𝐼( HCO+) with a 𝑦-
intercept of 0.23, a Pearson 𝑟-value = 0.75, and a 𝑝-value of < 10−9;
again suggesting strong evidence for a statistically significant linear
relationship. In this region <𝐼(HCN)> = 9.6 K and <𝐼( HCO+)> =
10.5 K. In the Red Region (middle panel) 𝐼(HCN) = 0.14 𝐼( HCO+)
with a 𝑦-intercept of 1.93, a Pearson 𝑟-value = 0.28, and a 𝑝-
value of 0.05; suggesting that there is only weak evidence for a
statistically significant, linear relationship. In this region <𝐼(HCN)>
= 2.6 K and <𝐼( HCO+)> = 4.8 K. And, in the Green Region (green
points) 𝐼(HCN) = 1.48 𝐼( HCO+) with a 𝑦-intercept of –2.26, a
Pearson 𝑟-value = 0.81, and a 𝑝-value of < 10−9. In this region
<𝐼(HCN)> = 6.6 K and <𝐼( HCO+)> = 5.9 K. Thus, the correlation
is weakest in the Red Region, where the H2 column density is
highest, the dust temperature is the lowest, and the line intensities
are weakest. The Green and Blue Regions, on the other hand, have
similar, and strongly correlated, relationship between the HCN and
HCO+ integrated intensities.

The relationship between our J = 3 → 2 integrated intensities
in the Blue Region is similar to that seen in the J = 1 → 0 transition
in outer Galaxy clouds, where 𝐼(HCN J = 1 → 0) = 0.5 to 0.9
𝐼( HCO+ J = 1 → 0) (Patra et al. 2022; Braine et al. 2023). In
the inner Galaxy, a sample of 6 clouds by Evans et al. (2020) find
𝐼(HCN) J = 1 → 0) = 1.2 𝐼( HCO+ J = 1 → 0); more similar to
the relationship seen in the warm, Green Region. Given the lower
critical densities of the 1 → 0 transitions and the larger beamsize of
these observations (∼ 1′), it is surprising to see such a similarity in
these relationships. It should be noted, however, that in the case of
Evans et al. (2020) and Patra et al. (2022), the authors did attempt
to restrict their analysis to dense gas by only selecting high column
density/extinction regions with AV > 8.

The fit to the full dataset closely resembles that derived for
the Blue Region. This is likely because the Blue Region spans the
widest range of integrated intensities and contains the brightest
HCN and HCO+ emission. As a result, the global fit is strongly
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Figure 5. Integrated intensities (K km s−1) of HCN J = 3 → 2 versus HCO+ J = 3 → 2 for all positions with a signal to noise ratio above 3 − 𝜎 (i.e. those
displayed in Figure 3 and Figure 2). Points are colour coded to indicate the blue (left panel), red (middle panel), or green (right panel) regions (seen in Figure
2) from which they were taken. The solid black lines showing the best linear fit to the data points in each of the regions. The dotted grey line shows shows the
𝐼(HCN) = 𝐼( HCO+) relation for comparison.

influenced by the large number of high-intensity points originating
in this region. This illustrates the risk of examining the HCN– HCO+

relationship in a purely global sense, as bright regions can mask
distinct relationships that may be present in other parts of the same
cloud.

3.2 Molecular line ratios

Over the entire map, the HCN/ HCO+ integrated intensity ratio
ranges from 0.35 to 1.71 with a mean value of 0.83 (𝜎 = 0.3). As can
be seen in Figure 2, while the HCN/ HCO+ ratio traces the general
morphology of the HCN integrated intensity map, it does not peak
at the same location as the HCN or HCO+ emission peaks. In fact,
the HCN/ HCO+ ratio is moderately larger (average of ≈ 1.1) to the
north of the regions of brighest HCN and HCO+ emission ( i.e. in
the Green Region and the northern part of the Blue Region; towards
the hot gas surrounding the OB association) than it is throughout
the bulk of the filament (where the average is ≈ 0.5 to 0.6). In
addition, points within the Green Region generally have elevated
HCN/ HCO+ integrated intensity ratios (< 𝐼(HCN)/𝐼(HCO+) > =

1.1). In contrast, the Red Region encompasses some of the lowest
HCN/ HCO+ integrated intensity ratios (< 𝐼(HCN)/𝐼(HCO+) > =

0.5). Points in the Blue Region have an intermediate value of <

𝐼(HCN)/𝐼(HCO+) > = 0.9.
These kinds of differences in the HCN/ HCO+ ratio are also

seen in the observations of Nguyen-Luong et al. (2020) who mapped
the HCN and HCO+ J = 1 → 0 emission in M17 and found that the
mean HCN/ HCO+ value is enhanced in M17-HII (1.36) versus that
in M17-IRDC (1.09); a difference that they attribute to increased
UV heating in M17-HII. We can make more direct comparisons,
however, with HCN/ HCO+ J = 4 → 3 observations due to the
similar critical densities between the J = 3 → 2 and 4 → 3
transitions. In the Perseus cloud Walker-Smith et al. (2014) find
a HCN/ HCO+ J = 4 → 3 ratio of 0.1 to 0.6; which is similar to
what is seen in the bulk of the filament in W40. On larger (i.e.
Galactic) scales, Tan et al. (2018) found that the HCN/ HCO+ J

= 4 → 3 ratio in six nearby star forming galaxies varies from
0.1 to 2.7 with a mean value of 0.9 (standard deviation of 0.6),
which is very comparable to our observed values across the whole
of the W40 region. Similarly, Butterworth et al. (2025) studied the
HCN/ HCO+ 𝐽 = 3 → 2 and 𝐽 = 4 → 3 ratios in a sample of 80
sources (active galactic nuclei, AGN; starburst galaxies, SB; and
(U)LIRGs) at various spatial resolutions. At molecular-cloud scales
(25–50 pc), the HCN/ HCO+ 𝐽 = 3 → 2 ratio is < 1 in SB galaxies,
consistent with our red and Blue Regions. In the Green Regions, the
ratio exceeds unity but does not reach typical AGN values (> 1.5).
This suggests that, while similar physical/chemical processes may
influence the line ratios in the Green Regions, the environmental
conditions are less extreme than in AGN.

4 DISCUSSION

4.1 HCO+ & HCN column densities

To determine the HCO+ and HCN column densities, we utilized
the Gaussian fits to the spectra as described in Section 3. The peak
and integrated intensities of the valid fits were converted from 𝑇∗

A
to 𝑇mb units using the main beam efficiency (see Section 2). Each
pixel with an accepted Gaussian fit was then assigned a gas kinetic
temperature (𝑇K) from the regridded HGBS dust temperature map
(Figure 2) assuming that 𝑇K = 𝑇dust. We will explore the effects of
this assumption in Section 4.1.2.

We then utilized the RADEX 1D radiative transfer code (van
der Tak et al. 2007) which, given a density, kinetic temperature, line
width, and molecular column density, produces the expected peak
intensity (𝑇mb) and opacity for a particular molecular transition.
The HGBS maps allowed us to fix the temperature in each pixel.
The Gaussian fitting also provided the observed integrated intensity
(
∫
𝑇mb𝑑𝑉) in each pixel. We then used the standard Python script
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𝑋(HCN) 𝑋( HCO+) 𝑋(HCN)/𝑋( HCO+)
(×10−8) (×10−9)

Entire Map
Mean 2.0±0.5 1.9±0.5 9.1±0.3
Min 0.4±0.2 0.4±0.2 2.6±0.7
Max 7.0±1.0 7.3±1.1 23.1±9.0

Green Region
Mean 3.5±0.7 3.0±0.7 12.0±0.6
Min 1.3±0.5 1.2±0.5 5.3±1.7
Max 6.0±0.9 5.6±1.1 19.1±6.0

Blue Region
Mean 3.4±0.6 4.0±0.7 9.5±0.4
Min 1.0±0.3 1.0±0.4 2.6±0.7
Max 7.0±1.0 7.3±1.1 23.1±9.0

Red Region
Mean 0.7±0.2 1.3±0.3 6.1±0.4
Min 0.4±0.2 0.4±0.2 3.1±1.1
Max 1.1±0.3 2.7±0.5 14.8±8.0

Table 2. HCN, HCO+ abundances (relative to N( H2)) and HCN/ HCO+

abundance ratios for various regions within W40. Results are presented for
our fiducial case with n(H2 ) = 105 cm−3.

radex-column.py (available on the RADEX website6), which be-
gins with an initial column density of 1012 cm−2 and iteratively ad-
justs the molecular column density (up or down) until the RADEX
model integrated intensity matches the observed value within a
specified tolerance. Thus, we were able to determine the HCO+ and
HCN column densities for every pixel in our HCO+ and HCN maps
with accepted Gaussian fits. The only free parameter in our RADEX
calculation was the (unknown) H2 volume density (n(H2)), so we
sampled densities logarithmically from 103 to 108 cm−3 in 0.5-dex
increments (i.e., 103, 5 × 103, 104, 5 × 104, . . . ). Accordingly, we
generated HCN and HCO+ column density maps for each of the
volume densities. The optimal density is determined later through
comparison with the predictions of the chemical models, which are
described in Section 4.3.

4.1.1 Effects of assuming local thermodynamic equilibrium
(LTE)

Although LTE column densities are easier to calculate, LTE assumes
that the population of every level is well described by the Boltzmann
distribution; an assumption which is certainly not appropriate for the
densities explored here. To illustrate, we have compared an optically
thin LTE analysis to a “fiducial” RADEX result which uses a volume
density of n(H2) = 105 cm−3. We have chosen this H2 density to
represent a fiducial result because it is midway between the density
extremes of 103 − 108 cm−3 used in our analysis in the previous
Section.

The comparison between the optically thin LTE analysis and
the fiducial RADEX results shows a large difference between the
two. The RADEX HCN column densities are 50-100 times larger
than the LTE values and the RADEX HCO+ column densities are
5-20 times larger than the LTE values. These differences are due
to both excitation and opacity effects. At a density of n(H2) = 105

cm−3, the rotational levels are sub-thermally excited and so the
Boltzmann equation does not properly account for the population in

6 https://sronpersonalpages.nl/ vdtak/radex/index.shtml
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Figure 6. Map of the ratio of the kinetic temperature calculated from NH3
observations (Friesen et al. 2017; 𝑇NH3 ) to the dust temperature calculated
from the HGBS data (Könyves et al. 2015; 𝑇dust). The red rectangle denotes
the same “Red Region” as indicated in Figure 2

the other states. In addition, the RADEX derived opacity (for n(H2)
= 105 cm−3) across the entire cloud is significant; with 𝜏HCN ∼ 5−80
and 𝜏HCO+ ∼ 1 − 20. Thus, at a density of n(H2) = 105 cm−3 the
optically thin, LTE assumption is seriously in error, and one must
take both opacity and non-LTE excitation into account.

4.1.2 Effects of assuming 𝑇K = 𝑇dust

In the previous analysis we assumed that the HCN and HCO+

kinetic temperature was provided by the dust temperature maps (i.e.
𝑇K = 𝑇dust). This assumption is probably sufficient in regions where
n(H2) > 105 cm−3 (e.g. Goldsmith 2001; Kruegel & Walmsley
1984; Goldreich & Kwan 1974) but, in lower density regions, this
assumption breaks down due to insufficient coupling between the
gas and dust.

To test this assumption, and the affect it has on our column
density calculations, we utilized the results of Friesen et al. (2017),
who mapped the NH3 (1,1) and (2,2) transitions in a number of
sources using the Green Bank Telescope. By modelling the NH3
data, they were able to produce maps of the gas kinetic temperature
(that we call𝑇NH3 ). Sensitivity in the NH3 observations have limited
this temperature map to the Red Region of our observations. These
data were also regridded onto the same grid and pixel size as the
HCO+, HCN, and dust data using the CASA (McMullin et al. 2007)
imregrid command.

Figure 6 shows the ratio of the gas to dust temperature (i.e.𝑇NH3
/ 𝑇dust) in the Red Region of W40. There is a distinct difference in
this ratio between the northern and southern sections of the Red
Region. In the northern section, the average value of 𝑇NH3 / 𝑇dust is
0.71 (𝜎 = 0.03) whereas in the southern section the average value is
0.89 (𝜎 = 0.05). The reason for this dichotomy is not immediately
clear but it may be related to the volume density. If the volume
density is lower in the northern section, which could be true given
the weak HCN and HCO+ lines in this area, then we would expect
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Figure 7. Abundance maps for (top left) HCO+ and (top right) HCN. The bottom left image shows the HCN/ HCO+ column density (i.e. abundance) ratio.
All values were calculated from the RADEX derived column densities using n(H2) = 105 (for illustrative purposes), divided by the HGBS H2 column density
map. Colour bars to the right of each figure provide the relevant scales. A 0.1 parsec scale bar is shown in the upper left corner of the first image, and a circle
indicating the observational beam size appears in the lower right.

weaker coupling between the gas and dust and, therefore, a poorer
match between the gas and dust temperatures.

The difference in temperature corresponds to a difference in
the derived HCN and HCO+ column densities as well. Using our
fiducial volume density (i.e. n(H2) = 105 cm−3) we again used
RADEX to calculate the HCN and HCO+ column densities using
both the dust temperature map (N(𝑇dust)) and the NH3 temperature
map (N(𝑇NH3 )). A map of N(𝑇NH3 ) / N(𝑇dust) reveals a similar distinct
ratio between the northern and southern sections of the Red Region.
For HCN, in the northern section the average value of N(𝑇NH3 ) /
N(𝑇dust) is 1.78 (𝜎 = 0.13) whereas, in the southern section, the
average value is 1.18 (𝜎 = 0.08). For HCO+, in the northern section
the average value of N(𝑇NH3 ) / N(𝑇dust) is 1.68 (𝜎 = 0.17) whereas,
in the southern section, the average value is 1.22 (𝜎 = 0.10). For
both molecules, the lower NH3 temperature in the northern section
results in larger column densities.

Therefore, in regions where the gas and dust temperatures are
fairly well matched (i.e within 10 per cent), the HCN and HCO+

column densities are also fairly well matched. In this case, using

the assumption that 𝑇K = 𝑇dust, we underestimate column densities
by only ∼ 20 per cent. However, in regions where the gas and dust
temperatures are less well matched (i.e within 30 per cent), the
HCN and HCO+ column densities can be underestimated by up
to a factor of 2. The HCN/ HCO+ column density ratio, however,
is not as strongly affected, since changes in the temperature affect
both column densities by about the same amount and in the same
direction.

4.2 HCN and HCO+ abundances

Our final step was to produce abundance maps by dividing the
HCO+ and HCN column density maps produced by RADEX, by
the regridded HGBS H2 column density map (Figure 2). The HCO+

and HCN abundance maps (𝑋( HCO+) and 𝑋(HCN) respectively)
are shown in Figure 7 for our fiducial case with n(H2) = 105

cm−3, along with the ratio of the HCN to HCO+ abundance
(𝑋(HCN)/𝑋( HCO+)). Note that these results are meant to reflect
the abundance variations that one obtains by assuming a constant
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volume density across the entire region; an assumption that is almost
certainly not accurate and will be explored in Section 4.3. Statistics
for Figure 7 are provided in Table 2.

To estimate the abundance uncertainties, we propagated each
pixel’s integrated-intensity uncertainty (∼25 per cent ) through
RADEX. From the fitted integrated intensity we computed a fiducial
column density, and then a maximum (minimum) column density
by increasing (decreasing) the intensity by its uncertainty. We also
tested a 5 per cent uncertainty in the kinetic temperature. Its effect
on the derived column densities was negligible and is therefore ig-
nored. From the resulting HCN and HCO+ column densities and
their uncertainties, we combined the 12 per cent N( H2) uncer-
tainty (Roy et al. 2014) in quadrature to obtain fiducial HCN and
HCO+ abundances and their uncertainties. Although the propagated
column density (and hence abundance) uncertainties are slightly
asymmetric, at the precision reported in Table 2 they are effectively
symmetric, so we quote them as simple ± values.

In Figure 7, we can see that the HCO+and HCN abundances
mostly track with the integrated intensity maps (Figure 2) with peaks
in the Blue Region (around 𝛼 = 18ℎ 31𝑚 21𝑠 , 𝛿 = −2◦ 06′ 30′′) and
a “tail” extending into the Red Region (where N( H2) is high and 𝑇K
is low). There are, however, a few notable differences. The Green
Region and the northern part of the Blue Region (where N( H2) is
low but 𝑇K is high) have enhanced HCO+and HCN abundances.
Similar enhancements are not as clearly seen in the integrated in-
tensity maps. In addition, the abundance ratio in these two regions
is also enhanced, leading to 𝑋(HCN)/𝑋( HCO+) ratios in excess of
12 (and up to ∼ 20), versus <∼ 10 in the rest of the cloud. Note
that the region with 𝑋(HCN)/𝑋( HCO+) > 15 is also the region in
which 𝐼(HCN)/𝐼( HCO+) > 1 (Section 3).

Table 2 highlights the regional trends discussed above. In par-
ticular, the Red Region has the lowest mean, minimum, and maxi-
mum values for both abundances and the abundance ratios (although
the minimum abundance ratio is slightly larger than that seen in the
Blue Region). The Blue Region has a mean HCN abundance similar
to that of the Green Region but also has the highest mean HCO+

abundance, resulting in a mean abundance ratio between that of the
Red and Green Regions. While the absolute abundances vary by a
factor of 15–20 across the map, the abundance ratio varies by only
a factor of 9.

The column densities derived from RADEX and, therefore,
the abundances, scale roughly with the density. If we decrease the
density to n(H2) = 5 × 104 cm−3 the abundances of both species
scale upwards by a factor of ≈ 2 to 5, but the abundance ratios
remain approximately constant (within ∼ ±20 per cent). Increasing
the density to n(H2) = 5 × 105 cm−3 results in a decrease in the
absolute abundances by a factor of approximately 2 to 5, while the
abundance ratios again remain largely unchanged. So, changes in
the H2 density can help explain the abundance variations across
W40, as well as the relatively small changes in the abundance ratios
(e.g. Table 2). A more detailed discussion of how density affects
our results, as well as the method we use to estimate the appropriate
H2 volume density, is provided in the following Section.

4.3 Chemical modelling of the HCO+& HCN abundances

4.3.1 Description of the modelling

To investigate the origin of the observed variations in HCN and
HCO+ abundances and abundance ratios, and to obtain a crude es-
timate of the gas density in the emitting regions, we modelled their
time evolution with the NAUTILUS gas–grain chemical code (Ru-

aud et al. 2016). NAUTILUS follows chemical evolution in three
phases – gas, grain surface, and grain mantle – and tracks how abun-
dances change over time as a function of physical conditions such
as: gas density, dust and gas temperature, visual extinction, ultravi-
olet flux, and cosmic-ray ionization (and others not discussed here).
The code employs the KInetic Database for Astrochemistry (KIDA)
database (Wakelam et al. 2012) and solves a series of coupled differ-
ential equations for a network of more than 10,000 reactions: 7,627
gas-phase reactions and 3,799 grain reactions, including adsorp-
tion, desorption, surface chemistry, mantle processing, and migra-
tion between the mantle and surface. These reactions connect 510
gas-phase species, 225 grain-surface species, and 225 grain-mantle
species. No deuterated species or isotopologues are included in the
reaction network.

As before, the HGBS maps allow us to fix the temperature and
H2 column density in each pixel. We have again assumed that𝑇dust =

𝑇gas everywhere. The H2 column density provides us with the visual
extinction in each pixel. Studies of the H2 to AV conversion range
from AV =

NH2
2.1×1021 (Rachford et al. 2009; Zhu et al. 2017) to AV =

NH2
1.9×1021 (Bohlin et al. 1978; Whittet 1981). In this paper, we have

used the more recent value of AV =
NH2

2.1×1021 .
For the UV field, the NAUTILUS code expresses the flux as

𝑆 × 108 photons cm−2 s−1 in the 6–13.6 eV range (Ruaud et al.
2016; Öberg et al. 2007), where 𝑆 is a scaling factor. Setting 𝑆 = 1
corresponds to 𝐺0 ∼ 1 in Habing units, where 𝐺0 = 1.6× 10−3 erg
cm−2 s−1 (Habing 1968). We used a scaling factor of 𝑆 = 237 (i.e.
𝐺𝑜 = 237) to model the average radiation field in W40 from its stellar
cluster (Schneider et al. 2020). For the initial atomic abundances,
we used the default values provided by Ruaud et al. (2016) (their
Table 1) that assumes an oxygen abundance of 2.4×10−4 and a C/O
ratio of 0.7. We also used a standard cosmic-ray (CR) ionization
rate of 𝜁𝐻2 = 1.3 × 10−17 s−1.

We employed a three-phase, static model within NAUTILUS.
In this framework, the cloud is assumed to have fixed physical pa-
rameters that remain constant as the chemistry evolves over time.
Although we acknowledge that real molecular clouds evolve dynam-
ically, in the absence of information about the prior state and time
evolution of the gas, we are constrained to adopt static conditions.
The binding energies are taken from the KIDA database (Wakelam
et al. 2012), with values of 2050 K for HCN and 1150 K for CO. No
binding energy is provided for HCO+, as NAUTILUS does not per-
mit the freeze-out of ionic species such as HCO+. Instead, interac-
tions between ions and grains are treated through ion–grain recom-
bination reactions, for example:𝐻𝐶𝑂++grain− → 𝐶𝑂+𝐻+grain0,
rather than through an adsorption–desorption balance.

The physical parameter with the most uncertainty is the
H2 volume density and so we ran NAUTILUS with densities
of n(H2) = 103 − 108 cm−3 with the same logarithmic spac-
ing as described in Section 4.1. Densities less than 104 cm−3

and greater than 106 cm−3 failed to match the abundances cal-
culated by our RADEX analysis, so we restricted further analysis to
n(H2) = 104, 5 × 104, 105, 5 × 105, and 106 cm−3. We compared
the model abundances from NAUTILUS calculated at a particu-
lar choice of H2 density with those calculated from RADEX at
the same H2 density. If NAUTILUS was able to produce an HCN
abundance, HCO+ abundance, and HCN/ HCO+ abundance ratio
that equaled those of RADEX then we considered a solution (or a
“match”) had been found. To decide which H2 density provided the
best solution, we performed this comparison for each H2 density
and chose the density for which the match between NAUTILUS and
RADEX occurs at approximately the same time (or with the smallest
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time difference between them). To provide an additional constraint
on the models, we required that the time at which the HCN/ HCO+

abundance ratio matched the RADEX solution fall between the
times when the individual HCN and HCO+ abundances matched
the observations.

4.3.2 Results of the modelling

Figure 8 shows the modelling performed for three specific positions
in W40 : the Green Circle, Blue Square, and Red Triangle in Figure
2. These positions were chosen since they have disparate physical
conditions in which to investigate abundance variations. In particu-
lar, Figure 8 shows the time evolution of HCN (red), HCO+ (blue),
and CO (black; scaled down by a factor of 1000) abundances, and
the abundance ratio (orange). In all three cases, the time interval
between when the HCN and HCO+ abundances match (i.e. the
span of the vertical shaded region) is relatively small, and the time
at which the HCN/ HCO+ abundance ratio matches (vertical dot-
ted line) falls within this interval, though near its outer limit. Note
that while HCN crosses the observed abundance value twice, we
adopt the second crossing time as the correct solution, since it also
corresponds to the solution for the HCN/ HCO+ ratio. Results for
the specific positions are discussed individually below. Appendix
A presents example model results across a range of densities and
illustrates how specific density solutions were evaluated, showing
why some were rejected and others accepted as the best match to
the observed abundances.
The Green Circle - The Low N( H2) and High 𝑇K Regime: The
Green Circle represents a position with a low H2 column density
(N( H2) = 9.9 × 1021 cm−2; 𝐴V = 4.7) and high temperature
(𝑇K = 31.9 K). The best solution for this position occurs for an H2
density of 105 cm−3. At this density the RADEX derived abun-
dances are 𝑋(HCN) = 1.72 × 10−8 and 𝑋( HCO+) = 1.33 × 10−9

which are close to average. The HCN/ HCO+ abundance ratio,
however, is relatively large (12.9). In this NAUTILUS model,
both observed abundances and the abundance ratio are reached
at ∼ 4 − 6.5 × 104 years. It is important to emphasize that we
are not interpreting this as the actual age of the cloud. As noted
by Rawlings et al. (2024), chemical ages have limited meaning
when modelling a dynamically evolving cloud under fixed physical
conditions. Our goal is simply to demonstrate that if the HCN and
HCO+ emission arise from the same gas under identical physical
and dynamical conditions, then the precise evolutionary time is not
critical. What matters is the ability to simultaneously reproduce the
observed abundances of HCN and HCO+. The results for the best
NAUTILUS model are given in the top panel of Figure 8.
The Blue Square - The Moderate N( H2) and 𝑇K Regime: The
Blue Square represents a position with a moderate H2 column
density (N( H2) = 2.9 × 1022 cm−2; 𝐴V = 13.8) and temperature
(𝑇K = 28.4 K). The best solution for this position occurs for
an H2 density of 5 × 105 cm−3. At this density the RADEX
derived abundances are 𝑋(HCN) = 1.29 × 10−8 and 𝑋( HCO+)
= 1.29 × 10−9 which are similar to those seen at the position of the
Green Circle (although the Blue Square position has a higher H2
density). The HCN/ HCO+ abundance ratio, is also relatively large
(10.0). In this NAUTILUS model, both observed abundances and
the abundance ratio are reached at ∼ 3.2− 4.6× 104 years. The best
matching solution is shown in the middle panel of Figure 8.
The Red Triangle - The High N( H2) and Low 𝑇K Regime: The
Red Triangle represents a position with a high H2 column density
(N( H2) = 4.6 × 1022 cm−2; 𝐴V = 21.9) and a low temperature
(𝑇K = 19.6 K). It is also furthest from the stellar cluster. The best

solution for this position occurs for an H2 density of 5× 104 cm−3.
At this density the RADEX derived abundances are 𝑋(HCN)
= 1.27 × 10−8 and 𝑋( HCO+) = 3.13 × 10−9. While the HCN
abundance is similar to that seen at the positions of the Green
Circle and the Blue Square, the HCO+ abundance here is a factor
of ∼ 3 higher resulting in a fairly low HCN/ HCO+ abundance ratio
(4.1). In this NAUTILUS model, both observed abundances and
the abundance ratio are reached at ∼ 1.5 − 2.4 × 105 years. The
results for this NAUTILUS model are given in the bottom panel of
Figure 8.

The results for all three positions are summarized in Table 3
that shows that, in W40, the HCN abundance ranges from 𝑋(HCN)
= 1.27−1.72×10−8, and HCO+ abundance varies from 𝑋( HCO+)
= 1.29 − 3.13 × 10−9 and the 𝑋(HCN)/𝑋( HCO+) ratio varies from
4.1−12.9. Thus, allowing the density to vary from 5×104 −5×105

cm−3 results in smaller abundance variations than is seen when the
density is held constant (see Figure 7 and Table 2).

Density variations of this magnitude are reasonable within
molecular clouds. For example, a study of the CS 𝐽 = 1 → 0, 𝐽 =

2 → 1, and 𝐽 = 5 → 4 transitions of a number of selected clumps
within Orion A found that the density varied from 104 − 2.2 × 105

cm−3 (Tatematsu et al. 1998). Also, using a simple assumption
that the depth of the H2 molecular cloud is equivalent to its width
(≈ 0.1pc - see Figure 2) the H2 volume density in W40 would vary
from≈ 3×104−1.5×105 cm−3. Under this simplifying assumption
of a constant line-of-sight depth (0.1 pc), the Red Region, having
the highest column density, should also exhibit the highest volume
density, not the lowest as reported in Table 3. However, an alternative
geometry cannot be ruled out; the Red Region may trace the edge
of a limb-brightened shell wrapping around the stellar cluster rather
than a simple column. In this scenario, low H2 volume density
could exist in a region of high column density.

4.3.3 Effects of Density on HCN and HCO+ Abundances and
Line Strengths

The H2 density affects the time-evolution of each species due to
their different formation and destruction pathways. The primary
formation route for HCO+ at this temperature is:

𝐻+
3 + 𝐶𝑂 → 𝐻𝐶𝑂+ + 𝐻2 (1)

and the main destruction pathway is:

𝐻𝐶𝑂+ + 𝐶 → 𝐶𝑂 + 𝐶𝐻+ (2)

Thus, for HCO+, the important factors are the amount of CO avail-
able to form HCO+, the amount of neutral atomic carbon available
to destroy it, and the times at which these two forms dominate the
carbon budget. For low densities (e.g. n(H2) = 5 × 104 cm−3),
neutral atomic C is the dominant form of carbon between 102 and
3 × 104 years. However, at higher densities (e.g. n(H2) = 5 × 105

cm−3), neutral atomic C is the dominant form of carbon at an earlier
time, i.e. between 10 and 3 × 103 years. Therefore, at higher densi-
ties, the conversion from C to CO occurs very early in the simulation
so one simultaneously loses the (destructive) neutral atomic carbon
and increases the amount of (productive) CO at much earlier times
than one does at low densities.

In addition, as shown in Figure 8, the blue position — with the
highest density — reaches a large CO abundance earliest in the simu-
lation (at ∼ 6500 years, before it temporarily depletes), allowing the
HCO+ abundance to build up quickly and match the observed value
earliest in the simulations. The red position — with the lowest den-
sity — reaches its maximum CO abundance much later (4.6 × 104
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Figure 8. NAUTILUS model results for the three positions shown in Figure 2 (Green Circle - top panel; Blue Square - middle panel; and Red Triangle -
bottom panel) showing the time evolution of HCN (red), HCO+ (blue), and CO (black) abundances, and the HCN/HCO+ abundance ratio (orange). For ease
of comparison, the CO abundances have been scaled down by a factor of 1000 to plot them on the same scale as HCN and HCO+. The horizontal dotted
lines indicate the observed HCN (red dotted) and HCO+ (blue dotted) adundances, and the abundance ratio (orange dotted) as determined from RADEX. The
horizontal shaded regions indicate the uncertainties in the abundances. The vertical shaded region shows the time between when the RADEX and NAUTILUS
HCO+ abundances match and when the HCN abundances match. The vertical grey dotted line indicates the time at which the HCN/ HCO+ adundance ratio
from the NAUTILUS model matches the observed RADEX value. The orange axis on the right shows the value of HCN/HCO+ abundance ratio.
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Position AV 𝑇K n(H2) Model Time N(HCN) 𝑋(HCN) N( HCO+) 𝑋( HCO+) X(HCN)
X(HCO+ )

mag. K cm−3 years (×1014) cm−2 (×10−8 ) (×1013) cm−2 (×10−9 )

Green Circle 4.7 31.9 105 4 − 6.5 × 104 1.70±0.4 1.72±0.5 1.31±0.4 1.33±0.5 12.9±6.1
Blue Square 13.8 28.4 5 × 105 3.2 − 4.6 × 104 3.75±0.3 1.29±0.2 3.75±0.3 1.29±0.2 10.0±2.2
Red Triangle 21.9 19.6 5 × 104 1.5 − 2.4 × 105 5.87±1.7 1.27±0.4 14.44±2.4 3.13±0.6 4.1±1.5

Table 3. Best model results for the HCN and HCO+ abundances.

years), and therefore reproduces the observed HCO+ abundance
latest. As expected, the green position — with intermediate den-
sity — reaches the observed HCO+ abundance at a time between
the blue and red positions. The overall result is that the modelled
HCO+ abundance agrees with the observed value at earlier times in
regions of higher-density gas. It is also noteworthy that the green
and Blue Regions do not undergo the same CO depletion seen in
the red position, likely due to their elevated temperatures.

As the H2 density increases, the chemical model matches the
observed HCN abundances at earlier times as well. This is likely
because the main formation pathway for HCN is:

𝑁 + 𝐶𝐻2 → 𝐻𝐶𝑁 + 𝐻 (3)

and the main destruction pathway is:

𝐻𝐶𝑁 + 𝐶+ → 𝐻 + 𝐶𝑁𝐶+ (4)

At higher densities there is more CH2 at early times to effi-
ciently form HCN and, simultaneously, less C+ to destroy HCN (the
C+ combines with free electrons to form neutral carbon, affecting
the HCO+ abundance). In comparison, in their study of CN and
HCN in the Serpens cloud, Mirocha et al. (2021) found that equa-
tions 3 and 4 are not the dominant HCN reactions for a UV field
strength of 𝐺𝑜 = 237 in 𝐴V = 5 gas. In their models, these are the
dominant reactions for much weaker fields (i.e. 𝐺𝑜 = 10−3 −10−1).
The difference may lie in the fact that they used a gas temperature
of 50 K in their models that can change which reactions dominate.

To investigate the effect of density on HCN and HCO+ line
strengths, we again used RADEX to model the expected HCN and
HCO+ J = 3 → 2 integrated intensities but now using the abun-
dances and densities from Table 3. We modelled the HCN and
HCO+ J = 3 → 2 emission from the Red Triangle (the peak of the
H2 map) and Blue Square (near the peak of the HCN and HCO+

emission). For the Red Triangle the model produces 𝑇mb (HCN J
= 3 → 2) = 1.9 K and 𝑇mb ( HCO+ J = 3 → 2) = 4.4 K, which is
very close to the observed values of 1.8 K and 4.5 K respectively.
For the Blue Square, the model produces 𝑇mb (HCN J = 3 → 2)
= 7.5 K and 𝑇mb ( HCO+ J = 3 → 2) = 6.9 K which is compara-
ble to the observed values of 6.4 K and 6.8 K respectively. Thus,
the reason the HCN and HCO+ integrated intensity maps peak in
the lower H2 column density Blue Region, rather than in the high
H2 column density Red Region is due to excitation and abundance
effects. Our RADEX results are, therefore, consistent with a lower
density in the Red Region.

4.4 Comparison with previous work

Figure 9 shows our best-fit abundances (Table 3) alongside litera-
ture values (Table 1) for comparison. The HCN abundances in W40
(Table 3) are roughly an order of magnitude higher than those found
in low-mass protostars and in W51, but comparable to the Young
Stellar Object GL2591. They also fall within the lower range of
values reported for LIRGs and ULIRGs. The enhanced HCN abun-
dances in these extreme systems have been attributed by Nishimura
et al. (2024) to chemical processing in shocks.

The HCO+ abundances we derive are a factor of a few, to an
order of magnitude, lower than those reported in most other studies,
with the exception of W51 and 70 𝜇m–quiet sources. One caveat for
W51 is that Watanabe et al. (2017) adopt a uniform gas temperature
of 20 K across the cloud, whereas we use dust-based temperature
maps that provide 𝑇K on a pixel-by-pixel basis.

Despite variations in the absolute HCN and HCO+ abundances
across sources, the HCN/ HCO+ abundance ratios remain relatively
consistent, differing by only a factor of a few between studies.
AGN and ULIRG sources, however, show a broader range (e.g.
Butterworth et al. 2025; Nishimura et al. 2024; Imanishi et al.
2023a; Imanishi et al. 2023b), which could be attributed to elevated
HCN abundances in some systems—potentially driven by enhanced
cosmic-ray ionization (Butterworth et al. 2025) or, again, by chem-
ical processing in shocks (Nishimura et al. 2024).

Thus, our modelling of the HCN and HCO+ abundances have
revealed a few interesting results:

• The HCN and HCO+ abundances in W40 differ from those
reported in both low-mass and high-mass star-forming regions, as
well as in LIRGs and ULIRGs. These discrepancies may arise from
variations in physical conditions (e.g., H2 density, temperature, or
the presence of shocks), which can alter the rates and efficiencies
of key chemical reactions.

• The HCN/ HCO+ abundance ratios are comparatively uniform
across sources and appear to be less sensitive to differences in
physical conditions.

• Abundance maps produced under the assumption of a constant
density—such as those in Figure 7, which suggest variations of
nearly a factor of ∼ 20 across W40—may not accurately represent
the true chemical structure of the region.

• By incorporating a priori knowledge of the physical environ-
ment (notably N( H2) and 𝑇K from the HGBS maps), the combined
use of RADEX and NAUTILUS enables us to estimate the H2 vol-
ume density and derive self-consistent HCN and HCO+ abundances
in W40 that remain relatively uniform across the cloud.

4.5 Effects of the UV field and cosmic-ray ionization rate

The abundances of many species including HCN and HCO+ may
be affected by the strength of the UV field since, in increased UV
and/or low 𝐴𝑉 environments, photochemical reactions may be en-
hanced. The NAUTILUS code calculates the rate coefficients for
photochemical processes via the following equation (Wakelam et al.
2012):

𝑘 𝑝ℎ𝑜𝑡𝑜 = 𝐴𝑒−𝐶𝐴𝑉 𝑠−1 (5)

where 𝐴 is the unattenuated photodissociation rate, which scales
with the strength of the external UV field, 𝐶 is a coefficient that
accounts for the photodissociation/photoionization threshold of the
molecular species, and 𝐴V is the visual extinction produced by the
dust. Thus, the exponential factor accounts for dust attenuation of
the external UV field. Increasing the external UV field will, there-
fore, increase the parameter 𝐴, which increases the rate coefficient.
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Figure 9. Comparison of HCN and HCO+ abundances and abundance ratios in W40 with values reported for a range of Galactic and extragalactic environments.
Top: fractional HCN abundance 𝑋(HCN) relative to H2. Middle: fractional HCO+ abundance 𝑋(HCO+). Bottom: abundance ratio 𝑋(HCN)/𝑋(HCO+). The
coloured symbols with error bars show the three W40 positions (Green Circle, Blue Square and Red Triangle), while the black symbols show literature values
for low-mass protostars; W51; GL 2591; quiescent and active IRDCs; quiescent, protostellar and Hii/PDR ATLASGAL clumps; 70 𝜇m-quiet clumps; and
integrated measurements for starburst galaxies, AGN, ULIRGs (Butterworth et al. 2025), and a combined study of LIRGs+ULIRGs (Nishimura et al. 2024).
See Table 1 for complete references for each of the columns. Vertical error bars denote 1-𝜎 uncertainties for the W40 points and the range of values reported
for each comparison sample, where available. The abundance panels (top and middle) use logarithmic y-axes, while the ratio panel (bottom) uses a linear scale.

Conversely, increasing 𝐴V will increase the attenuation of the UV
field thereby decreasing the rate coefficient.

The value of 𝐴V is fixed in each pixel from the HGBS maps
of N( H2). The strength of the UV field is likewise fixed by the
Herschel observations that show that the average strength of the
UV field in W40 is 237 𝐺𝑜 (Schneider et al. (2020); and references
therein). However, the same observations show that the UV field
strength can reach ∼ 8200 𝐺𝑜 near the OB association. These
higher UV field strengths might be important, particularly at the

position of the Green Circle (Figure 2) which is closest to the OB
association, where the value of 𝐴V is lowest, and where the porous
and fractal properties of molecular clouds may allow for increased
UV penetration.

To test the effects of a stronger UV field on our results, we reran
the NAUTILUS code for each of the three selected positions using
a UV scaling factor of 8200. The results for the Blue Square and
Red Triangle positions are unchanged. This is unsurprising given
the large value of 𝐴V at these positions (13.3 and 21.9 respectively)
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that attenuates the radiation field by a factor of 1.7 × 10−6 and
3×10−10 respectively; meaning that photoprocesses are unimportant
for either choice of the UV field strength. A similar conclusion was
reached by Baan et al. (2010) who modelled the chemical evolution
of the ISM in luminous IR galaxies and found that in high column
density regions, changes in the UV radiation field only leads to
small changes in the HCN/ HCO+ line ratios, because the UV flux
is largely attenuated.

At the position of the Green Circle, a radiation field of 8200
𝐺𝑜, however, is unable to produce the observed HCN and HCO+

abundances. In particular, over the timespan of the simulation, the
model produces less HCN (up to a factor of ∼ 80) and HCO+

(up to a factor of ∼ 20) than is observed. This is likely because
the value of 𝐴V is only 4.7, which provides an attenuation of only
9 × 10−3; meaning that photoprocesses are likely important. The
main processes lowering the abundances of HCN and HCO+ are
not direct photodissociations as might be expected but, instead, are
Equation 4 and:

𝐻𝐶𝑁 + 𝐻+ → 𝐻 + 𝐻𝑁𝐶+ (6)

for HCN, and:

𝐻𝐶𝑂+ + 𝑒− → 𝐻 + 𝐶𝑂 (7)

for HCO+. The magnitude of the UV field, coupled with the weak
attenuation, means that photoprocesses produce an ample amount of
C+, H+, and e− to efficiently destroy both species through gas-phase
reactions.

These results are slightly different from those found by Mirocha
et al. (2021) using 𝐺𝑜 = 1 − 106, 𝑇K = 50 K, and 𝐴V = 5, in which
the dominant destruction reaction is:

𝐻𝐶𝑁 + ℎ𝜈 → 𝐻 + 𝐶𝑁 (8)

instead of equations 4 and 6. In their models, equations 4 and 6
are the dominant destruction reactions for much weaker fields (i.e.
𝐺𝑜 = 10−3 − 10−1). Again the difference may be due to the higher
temperatures that they use in their simulations.

We also explored the value of 𝐴V required to significantly re-
duce the impact of the UV field and, by 𝐴V = 6, the HCN abundance
is decreased by, at most, a factor of ∼ 3 and HCO+ by ∼ 1.5. Note,
however, that only 54 pixels (16 per cent) have values of 𝐴V ≤ 6. Of
these, 42 lie to the left and below of the Green Region, 12 lie within
the Green Region (including the pixel corresponding to the Green
Circle), and none lie in the Blue or Red Regions. Thus, given the
high value of 𝐴V across most of W40, enhanced UV field strengths
are probably irrelevant to our overall conclusions.

In order to match the observed abundances and the abundance
ratio at the position of the Green Circle using a UV field of 8200 𝐺𝑜
and the observed 𝐴V of 4.7, we have to increase the H2 density by a
factor of 10. For a density of n(H2) = 106 cm−3 the RADEX derived
abundances are 𝑋(HCN)= 1.3×10−9 and 𝑋( HCO+)= 2.0×10−10,
which are 13.2 times and 6.7 times (respectively) lower than the
values in Table 3 for n(H2) = 105 cm−3, but, oddly, similar to
the abundances found by Traficante et al. (2017) in 70𝜇𝑚 quiet
sources, and in W51 (Watanabe et al. 2017) (albeit for a different
H2 density). The fact that the HCN abundance decreases more than
that of HCO+ is probably due to the fact that, for the first 105 years,
the HCN destruction rate from equation 4 is an order of magnitude
larger than that for HCO+ (equation 7). The HCN/ HCO+ abundance
ratio, therefore, is decreased by a factor ∼ 2 from 12.9 to 6.7. In this
NAUTILUS model, both observed abundances and the abundance
ratio are reached at ∼ 104 years.

The HCO+abundance is also sensitive to the cosmic-ray (CR)

ionization rate, since its primary formation route is via H+
3 (see

Equation 1) which is itself strongly dependent on the cosmic-ray
flux. The two steps leading up to Equation 1 are:

𝐻2 + 𝐶𝑅 → 𝐻+
2 + 𝑒− (9)

and

𝐻+
2 + 𝐻2 → 𝐻+

3 + 𝐻 (10)

.
In our models we adopt a “standard” cosmic-ray ionization rate

of 𝜁𝐻2 = 1.3× 10−17 s−1, which is appropriate for dense molecular
clouds where attenuation reduces the CR flux (Caselli et al. 1998;
Padovani et al. 2009). However, observations along several lines
of sight toward massive star-forming regions (Indriolo et al. 2015)
indicate a higher mean value of 𝜁𝐻2 = 1.78× 10−16 s−1. To test the
impact of an enhanced CR ionization rate, we ran additional models
using the Indriolo et al. (2015) value together with our fiducial UV
field strength (237 𝐺𝑜).

While there are differences in the time evolution of each species
(and their ratio) between the two models, the principal effect of
increasing 𝜁𝐻2 to 1.78×10−16 s−1 is that the steady-state abundances
of both HCN and HCO+ (at times ≳ 105 yr) are higher. However,
with the elevated ionization rate, the Red Triangle and Green Circle
density solutions remain unchanged (i.e. 5 × 105 and 105 cm−3

respectively). The Blue Square, however, is best reproduced by a
NAUTILUS model with a density of 105 cm−3 rather than 5 × 105

cm−3. See Appendix B for further details on the model results using
the enhanced cosmic-ray ionization rate.

From this analysis, therefore, we can draw some additional
conclusions:

• In the presence of a strong UV field and high 𝐴V the abun-
dances of HCN and HCO+ are not affected due to attenuation of
the radiation field in regions of high H2 column density.

• In the presence of a strong UV field and low 𝐴V the abundance
of both HCN and HCO+ are strongly affected. The HCN abundance,
however, is decreased by a factor of ∼ 2 more than the HCO+

abundance.
• Increasing the cosmic-ray ionization rate changes the detailed

time evolution of HCN and HCO+ and produces higher steady-state
abundances, but it does not strongly affect the density solutions of
our models.

5 SUMMARY AND CONCLUSIONS

As part of a pilot project for the Massive, Active, JCMT-Observed
Regions of Star Formation (MAJORS) Large Program at the JCMT,
we mapped the HCN and HCO+ 𝐽 = 3 → 2 transitions across the
central 424′′ × 424′′ region of the massive star-forming complex
W40. Using results from the Herschel Gould Belt Survey (HGBS),
we assigned a kinetic temperature (assuming 𝑇K = 𝑇dust) and an
H2 column density 𝑁 (H2) to every pixel in our HCN and HCO+

maps. With 𝑇K and the integrated intensities of HCN and HCO+

as inputs to the RADEX 1D radiative transfer code, we computed
the corresponding HCN and HCO+ column densities for a range of
H2 densities (104–106 cm−3). Abundances in each pixel were then
obtained by dividing these column densities by the HGBS-derived
values of 𝑁 (H2). Because the RADEX-derived column densities
and abundances depend on the assumed H2 density, we subse-
quently used the NAUTILUS gas–grain chemical evolution code
to determine the H2 density at which the NAUTILUS abundances,
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and the HCN/ HCO+ abundance ratios, match those obtained from
RADEX.

The main results from our study are as follows:

• The bulk of the HCN and HCO+ emission in W40 is not
co-located with the region of maximum H2 column density but,
instead, arises in the Blue Region (see Figure 2) which, from our
modelling, contains the highest H2 volume density and intermediate
dust temperatures (i.e. 26-28 K). In addition, the ratio of the HCN
to HCO+ integrated intensities, 𝐼(HCN)/𝐼( HCO+), increases with
H2 density. However, care must be taken in assigning a specific
line intensity and 𝐼(HCN)/𝐼( HCO+) ratio to a specific H2 density,
since different excitation conditions and molecular abundances will
produce different intensities and ratios at the same density.

• By incorporating a priori knowledge of the physical conditions
(notably the N( H2) and 𝑇K data from the HGBS maps) and assum-
ing a constant density of n(H2) = 105 cm−3 we used RADEX to
calculate the HCN and HCO+ abundances in every pixel in our W40
map. The HCN abundances range from 0.4 − 7.0 × 10−8 and the
HCO+ adundances range from 0.4−7.3×10−9. The corresponding
HCN/ HCO+ abundance ratio range is 2.6 − 23.1.

• Using the NAUTILUS chemical code to find the H2 density
that produces the best match to the RADEX abundances (rather
than a constant density) suggests, instead, that the HCN and HCO+

abundances may be fairly constant across W40. Careful modelling
of three different positions (with disparate physical conditions) finds
𝑋(HCN) = 1.3 − 1.7 × 10−8, 𝑋( HCO+) = 1.3 − 3.1 × 10−9. The
HCN/ HCO+ abundance ratio ranges from 4.1 − 12.9.

• By cross-comparing the results of RADEX and NAUTILUS,
we obtain a crude estimate of the gas density responsible for the
HCN and HCO+ emission, finding H2 densities in the range 5 ×
104–5 × 105 cm−3.

• High UV intensity has little effect on the HCN and HCO+

abundance in regions where the visual extinction is large enough
to effectively shield the gas from the UV field. In regions where
𝐴V is low (i.e. < 6), however, the abundance of both species is
lowered due to destructive reactions with species which are directly
affected by the radiation field (e.g. H+, C+, and e−). In such regions,
our models indicate that the HCN abundance decreases by a factor
of ∼ 13 whereas the HCO+ abundance decreases by a factor of
6. Thus, decreased HCN and HCO+ abundances, coupled with
decreased HCN/ HCO+ abundance ratios, may indicate the presence
of a strong UV field (and low extinction). Care must be taken with
this interpretation, however, since variations in these quantities can
also be a result of varying physical conditions (e.g. n( H2) and 𝑇K)
in a weak UV field.
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APPENDIX A: MODEL FITTING DETAILS

In this appendix, we present the model results for each of our three positions at three different densities and demonstrate how the best-matching solution is
selected. Descriptions are provided in the figure captions.
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Figure A1: NAUTILUS model results for the Green Circle showing the time evolution of HCN (red), HCO+ (blue), and CO (black)
abundances, and the HCN/HCO+ abundance ratio (orange) for three different H2 densities – 5×104 (top), 105 (middle), and 5×105

(bottom) cm−3. This figure follows the same conventions as Figure 8, with identical meanings for the vertical and horizontal dashed
lines as well as the shaded regions. This figure shows that an H2 density of 105 cm−3 (middle) provides the best match to the
observed abundances. At a density of 5× 104 cm−3 (top), the NAUTILUS model fails to reproduce the observed HCO+ abundance
at any time. While the grey shaded regions for densities of 105 cm−3 (middle) and 5 × 105 cm−3 (bottom) span similar absolute
time intervals (∼ 2.5 × 104 years), we select the middle panel as the best match because the HCN crossing time is only 1.6 times
larger than the HCO+ crossing time, compared with 4.1 times larger in the bottom panel.

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/advance-article/doi/10.1093/m
nras/stag186/8442241 by Acquisitions user on 02 February 2026



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T

HCO+ & HCN Abundances in W40 19

100 101 102 103 104 105 106
10 14

10 12

10 10

10 8

10 6

Ab
un

da
nc

e

HCO +

HCN

CO x 10 3

Blue Square n = 5x104 cm 3

No Match
0

5

10

15

20

25

30

HC
N 

/ H
CO

+

100 101 102 103 104 105 106
10 14

10 12

10 10

10 8

10 6

Ab
un

da
nc

e

HCO +

HCN
CO x 10 3

Blue Square n = 105 cm 3

No Match
0

5

10

15

20

25

30

HC
N 

/ H
CO

+

100 101 102 103 104 105 106

time(years)

10 14

10 12

10 10

10 8

10 6

Ab
un

da
nc

e

HCO +

HCN
CO x 10 3

Blue Square n = 5x105 cm 3

Best Match
0

5

10

15

20

25

30

HC
N 

/ H
CO

+

Figure A2. Same as Figure A1 except that results are shown for the Blue Square. This figure clearly shows that a density of 5 × 105 cm−3 (bottom) provides
the best match to the abundances since, at the other two densities, the NAUTILUS model fails to reproduce the observed HCO+ abundances at any time.
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Figure A3. Same as Figure A1 except that results are shown for the Red Triangle. This figure clearly shows that a density of 5 × 104 cm−3 (top) provides the
best match to the abundances since, at the other two densities, the NAUTILUS model fails to reproduce the observed HCN/ HCO+ abundance ratios at any
time.

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/advance-article/doi/10.1093/m
nras/stag186/8442241 by Acquisitions user on 02 February 2026



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T

HCO+ & HCN Abundances in W40 21

APPENDIX B: ENHANCED COSMIC-RAY IONIZATION RATE MODELS

In this appendix, we present the model results for each of our three positions at three different densities using an enhanced cosmic-ray ionization rate of
𝜁𝐻2 = 1.78 × 10−16 s−1). Descriptions are provided in the figure captions.
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Figure B1: NAUTILUS model results (using an enhanced cosmic-ray ionization rate of 𝜁𝐻2 = 1.78 × 10−16 s−1) for the Green
Circle showing the time evolution of HCN (red), HCO+ (blue), and CO (black) abundances, and the HCN/HCO+ abundance ratio
(orange) for three different H2 densities - 5 × 104 (top), 105 (middle), and 5 × 105 (bottom) cm−3. This figure follows the same
conventions as Figure 8, with identical meanings for the vertical and horizontal dashed lines as well as the shaded regions. This
figure shows that an H2 density of 105 cm−3 (middle) provides the best match to the observed abundances. At a density of 5 × 104

cm−3 (top), the NAUTILUS model fails to reproduce the observed HCN abundance at any time, while the grey shaded region for a
density of 5 × 105 cm−3 (bottom) spans a larger time interval than that for 105 cm−3 (middle). This density solution is the same as
found for the “standard” cosmic-ray ionization rate of 𝜁𝐻2 = 1.3 × 10−17 s−1 (see Figure 8).
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Figure B2. Same as Figure B1 except that results are shown for the Blue Square. This figure clearly shows that a density of 105 cm−3 (middle) provides the
best match to the abundances. The top panel (5 × 104 cm−3) exhibits the largest time difference between the HCN and HCO+ model crossing times. The
bottom panel (5 × 105 cm−3) has the shortest time difference, but the abundance ratio falls outside this overlap window. Notably, this preferred density differs
from the solution found for the “standard” cosmic-ray ionization rate of 𝜁𝐻2 = 1.3 × 10−17 s−1, which favored 5 × 105 cm−3 (see Figure 8).
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Figure B3. Same as Figure B1 except that results are shown for the Red Triangle. This Figure shows that there are two times at which the HCN/ HCO+

abundance ratio matches the observed value. In the bottom panel, both ratio solutions fall within a broad time interval over which the HCN and HCO+ models
cross the observed values—spanning nearly three orders of magnitude in time. In the middle panel, the difference between the HCN and HCO+ model crossing
times exceeds two orders of magnitude. In the top panel, there are two distinct possible solutions: one between 1.2–8.4 × 104 years and another between
1.5–3.4 × 105 years, each spanning a factor of a few in time. Thus, as in the case of the “standard” cosmic-ray ionization rate (Figure 8), the best-fitting density
is 5 × 104 cm−3 (top panel).
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