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The profile of light emission from aluminum gallium indium phosphide �AlGaInP� light emitting
diodes has been studied and compared with the theoretical modeling of current spreading using a
lossy transmission line model of current injected into the active region. Discrepancies between the
experimentally determined emission profile and the theoretically predicted current injected into the
active region have been analyzed and explained using a Monte Carlo ray tracing simulation which
considers the trajectories of the photons after leaving the active region and the particular geometry
of the device current, die size, and current spreading layer resistance upon the emitted emission
profile. The combination of the current spreading and ray tracing models give very good agreement
with the experimental emission profiles for both thin and thick current spreading layers. © 2006
American Institute of Physics. �DOI: 10.1063/1.2358396�

I. INTRODUCTION

Aluminum gallium indium phosphide �AlGaInP� alloys
were developed in the 1980s, and today AlGaInP is the pri-
mary material system for high-brightness light emitting di-
odes �LEDs� in the long wavelength part of visible
spectrum.1,2 A typical LED structure consists of an active
region sandwiched between two carrier-confining layers,
thus forming a double-heterojunction structure.3–5 Issues re-
lating to external quantum efficiency arise in such devices
since current is injected via an opaque metal contact, so that
light generated in the active region below the contact is shad-
owed by the contact itself. This problem is further exacer-
bated by the low conductivity of the top p-type cladding
layer of the LED �Refs. 2–5� owing to the p-type doping
density saturating at relatively low levels �around 5
�1017 cm−3�, which results in the inefficient lateral spread-
ing of the injected current. A current spreading layer fabri-
cated from a transparent conductor of low sheet resistance is
therefore employed in all high efficiency devices in order to
spread current throughout the p-cladding region of the LED
and increase the current-injected area without having to in-
crease the size or geometry of the contact. Practical current
spreading layers composed of AlGaAs,6 GaP7 and indium tin
oxide8 �ITO� have been realized.

Morgan et al.4 described measurements of an exponen-
tial decay in light emission intensity radially outwards to the
perimeter of the device, with the rate of decay increasing
with increasing sheet resistance. A simple, infinite transmis-
sion line model was developed to characterize current
spreading layers such as those grown onto AlGaInP surface
emitting LEDs. Assuming that the injected current is propor-
tional to the emission intensity, good agreement between this

model and the experimental data for ITO material was
obtained.4 This analysis has been extended so that the current
spreading through current spreading layers of finite radial
size can be calculated9 and will be developed in Sec. II �be-
low� in order to carry out a detailed comparison with recent
experimental work.

II. ANALYTICAL MODELING OF CURRENT
SPREADING IN LEDS

A. Finite transmission line model for circular
geometry devices

A lossy transmission line model proposed by Morgan
et al.4 for calculating current spreading has been quantified
by Morgan and Porch 9 for circular device geometries. The
analysis can be extended to account for finite die size, as will
be shown below, from which the radial dependence of both
the radial spreading current density Js�r� and the current den-
sity Ji�r� injected into the pn junction outside of the contact
�when r�r0� can be calculated. An annular unit cell of the
transmission line is shown in Fig. 1, of width �r and posi-
tioned at some radial distance r from the center of the metal
contact.

Defining � and R�=� / t to be the resistivity and sheet
resistance, respectively, of a spreading layer of thickness t
and G=dJi /dV to be the conductance per unit area of the pn
junction underneath it, the series resistance and shunt con-
ductance of the unit cell are �R=R��r /2�r and �G
=2�rG�r, respectively. For simplicity, it is assumed that G
is independent of bias voltage above the turn-on voltage V0

of the junction; then the injected current density is Ji=0 for
V�V0 and Ji=G�V−V0� for V�V0. The equivalent circuit of
the unit cell and the idealized junction characteristic are both
shown in Fig. 2. When current is injected into the LED it is
assumed that the metal contact forms an equipotential sur-a�Electronic mail: perksrm@cf.ac.uk
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face at potential V�r0��V0, which sets the bias point Q for
the pn junction beneath the contact �i.e., in the region r
�r0�; note that there will be no potential difference across
the spreading layer if it is very thin, as is the case here. The
spreading layer potential V�r� then decreases with increasing
radial distance r ��r0� away from the edge of the contact, so
that the bias point slides down the characteristic towards the
turn-on point. Within this simple model it can be seen that a
potential V0 is attained only at the perimeter of a spreading
layer of infinite extent; for a finite spreading layer, the pe-
rimeter potential is always at some value above V0 �but be-
low V�r0��.

The analysis of the circular unit cell using simple circuit
theory yields, for the potential V�r� at radial distances
r�r0,

d

dr
�r

dV

dr
� − R�Gr�V − V0� = 0, �1�

which has solutions V�r�=V0+AK0��r�+BI0��r�, where
I0�x� and K0�x� are zeroth order, modified Bessel functions of
the first and second kinds, respectively, A and B are con-

stants, and �=�R�G. The parameter �D=1/� sets the length
scale �i.e., the decay length� of the radial fall off of both the
spreading current density Js�r� and injected current density
Ji�r� away from the contact edge. In terms of V�r�, the
spreading current density is then

Js�r� = −
1

R�t

dV

dr
=

1

t
� G

R�

�BK1��r� − AI1��r�� , �2�

where I1�x� and K1�x� are first order, modified Bessel func-
tions of the first and second kinds, respectively. There is an
open circuit boundary condition at the perimeter of the
spreading layer �defined to have radius R0� so that Js�R0�
=0 and B=AI1��R0� /K1��R0�.

Light is emitted from the device as the spreading current
is injected into the active region of the pn junction at radial
distances r0�r�R0 �i.e., outside the region shadowed by the
contact�. From the unit cell of Fig. 2, the associated injected
current density is Ji�r�=G�V�r�−V0� and therefore,

Ji�r� = �tJs�r0�� I0��r�K1��R0� + I1��R0�K0��r�
I1��R0�K1��r0� − I1��r0�K1��R0�	 . �3�

Calculations of the spreading current density as a func-
tion of sheet resistance R� and spreading layer radius R0 are
shown in Figs. 3 and 4, assuming that G=1.27 S/mm2 for a
fixed contact radius of r0=50 	m �both in accordance with
published experimental data1–3,6�. Figure 3 shows the frac-

FIG. 1. Schematic cross section and plan views of a typical surface emitting
LED of circular geometry.

FIG. 2. Equivalent circuit used for calculating the radial dependence of the
current spreading where �R=R��r /2�r and �G=2�rG�r. Also shown is
the idealized characteristic for the current density injected into the pn junc-
tion assumed for the transmission line model.

FIG. 3. The current spreading factor g as a function of spreading layer
radius R0 for various values of spreading layer sheet resistance R�. In terms
of the contact radius r0, g reaches a maximum limiting value �i.e., gmax�
provided that ��R0−r0��1.

FIG. 4. The injected current density Ji�r� �proportional to the radial depen-
dence of the optical output power� as a function of radial distance r from the
center of the contact for various values of spreading layer resistance R�.
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tion of total current that is spread �denoted by the dimension-
less current spreading factor g� as a function of R0 for a
range of different spreading layer sheet resistances, while
Fig. 4 shows the radial dependence of the injected current
density Ji�r� for a fixed value of R0=200 	m, again for vari-
ous sheet resistances. These results exhibit the anticipated
trends; a high sheet resistance sets a small value of decay
length �D �typically 
R0−r0�, resulting in an approximately
exponential falloff of Ji�r� and a small fraction of total cur-
rent spread laterally; a low sheet resistance sets a large value
of �D �which can be greater than R0−r0�, thus spreading
almost all of the total current �for the ratios of R0 /r0�3 or
more, as met in practice�, and results in an approximately
uniform radial dependence of Ji�r�. Considering some spe-
cific numerical examples from Fig. 4, a spreading layer of
sheet resistance R�=1000 � gives a decay length of �D


28 	m, while R�=100 � gives �D
89 	m; these values
of �D correspond closely with the values of R��R0−r0 be-
yond which Ji�r� becomes approximately constant. However,
when R�=10 � it is found that �D
280 	m, so that the
limit R���D is not attained unless the spreading layer radius
is increased beyond a radius R0
330 	m �i.e., a large die
size�.

The radial falloff of the injected current density �as de-
fined by Eq. �3�� is difficult to measure in a conventional
semiconductor structure. However, the measurement of the
radial dependence of the emitted light of an LED can be used
to infer the current distribution and hence experimentally
verify the predictions of Eq. �3�. To do this it is necessary to
understand the relationship between the emitted light inten-
sity L�r� as a function of the local depletion region potential
across the device V�r�. This has been done for the devices
reported here. Figure 5 shows a typical result of the data
obtained by Morgan et al.4 The conclusion drawn from this
data is that light ceases to be emitted when the potential falls
below a critical experimental value Vc that is close to the
turn-on voltage V0 of the idealized diode characteristic as-
sumed in the modeling. Above this voltage, to a very good
approximation the light intensity is L�r��V�r�−Vc, in accor-
dance with the data of Fig. 5.

An important limitation of modeled data shown in Fig.
4, when it is used to compute the current distribution in the
active region of an LED, is that it does not account for geo-
metrical effects associated with the thickness of the current

spreading layer when considering the light output from a
device. One such example is the shadowing of the emitted
light in the vicinity of the metal contact, which could reduce
the intensity of light output from the contact vicinity or al-
ternatively underestimate the flux of photons emerging by
multiple scattering routes. To overcome these limitations,
complementary modeling has been carried out using a Monte
Carlo ray tracing simulation method.

B. Monte Carlo ray tracing studies

A Monte Carlo ray tracing simulation that models the
light propagation through a current spreading layer has been
developed. This type of simulation is useful for modeling
LEDs since the light emission from an LED is inherently
incoherent and spontaneous. Previous simulations have taken
a similar approach,10,11 but our method is superior as it also
models the current distribution in the pn junction of AlGaInP
LEDs derived from the transmission line model. This allows
the accurate simulation of light profiles for devices with dif-
ferent material properties and current spreading layer thick-
nesses, thus allowing more accurate comparisons to be made
with the experimental results. In this one dimensional simu-
lation, incoherent photons are generated in the active region
at random positions and at random angles with respect to the
plane of the active region; the photons are being considered
as particles and not electromagnetic waves. The simulation
follows the trajectory of a single photon through the device,
taking into account the main loss mechanisms of absorption,
scattering, and interaction with the semiconductor-air inter-
face. This is repeated 108 times to give a robust performance
indicator of the device.

III. EXPERIMENTAL RESULTS AND COMPARISON
WITH THEORY

Previous work in this laboratory reported results of ex-
perimental profiles obtained by the analysis of photographic
plates of the LED emission.4 An analysis of this kind has
inherent limitations due to the nonlinearity in the sensitivity
of the photographic emulsions to light intensity, particularly
the saturation of the emulsion at high light intensity levels
�please refer to the appendix for an appraisal of this prob-
lem�. To overcome this, an alternative technique for obtain-
ing the intensity profile data has been used.

The radial distribution of light output intensity L�r� from
the LED surfaces were obtained using a 5�106 pixel charge
coupled device �CCD� camera mounted onto a microscope
equipped with a 100� magnification lens to allow for high
resolution imaging. The camera is externally triggered to
capture an image at a constant switch-on interval. The im-
ages obtained are then converted to an 8 bit grey scale bit-
map enabling a light intensity map of the surface of the die
to be made. A single line scan is then taken from the center
bond pad to the edge of the die, providing a cross section of
the radial light intensity as a function of distance from the
bond pad. The position of the line scan across each die is
constant for each device, allowing a quantitative comparison
of L�r� at different diode currents. These line scans are cor-
related to a scanning electron microscope image of the die

FIG. 5. Typical light-voltage �L-V� characteristic showing LED turn on
voltage.
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surface, thus ensuring that the correct spreading lengths are
used in final comparisons with theoretical data.

The devices used for this study were those fabricated for
earlier studies3,4 with different spreading layers �and thus
spreading layer sheet resistances�. Schematics of the outline
geometries of the three basic devices are shown in Fig. 6.
These devices were fabricated from the same semiconductor
layer with an active region consisting of a double
heterostructure.4 The active region of each consisted of a
1 	m thick Zn-doped AlGaInP p layer, with a 0.6 	m un-
doped AlGaInP intrinsic layer and a 1 	m Si-doped n layer.
Three different current spreading layers were subsequently
grown, thus allowing the investigation of the effects of dif-
ferent sheet resistances. Likewise, three square die sizes were
cleaved from each wafer �300, 500, and 700 	m�, corre-
sponding to values of R��R0−r0 of 100, 200, and 300 	m,
respectively �here the contact radius is r0=50 	m for all
three device geometries�. Thus, nine different devices were
studied, i.e., three device geometries, each with three differ-
ent spreading layers. Intensity profiles were obtained in the
series-recombination part �i.e., the linear portion� of the di-
ode characteristic, as has been assumed in the derivation of
Eq. �3�, with a diode conductance per unit area G that is
independent of bias voltage at voltages greater than the
turn-on voltage V0.

Note that the effect of finite die size is being tested here
by allowing the decay length �D to vary according to the
conditions �D�R� and �D�R�. This can be achieved by
varying either the die size R0 for a fixed sheet resistance R�

or alternatively by varying R� for a suitably selected die
size. The diodes fabricated for this work present consistent
data for both of these alternative approaches.

A. Effect of drive current on emission profiles

The linearity of the detector system can be tested by
measuring the emission profiles for a range of diode drive
currents. Consistent profile characteristics �i.e., in terms of
general profile shape and associated values of �D� provide a
measure of linearity of the detector system. This was carried
out for each of the nine devices, with the results indicating

that the functional form of the profiles were unaffected by
detector nonlinearities. In the case where �D�R� �i.e., for
high sheet resistance� an exponential radial intensity profile
is obtained, in close agreement with the prediction of the
transmission line model for an infinite die size.5 This is il-
lustrated in Fig. 7, which shows the values of �D calculated
from light emission profiles obtained for drive currents rang-
ing from 2 to 25 mA. For drive currents between 5 and
25 mA, �D is a constant, indicating that no distortion is ob-
served in the profile shapes and providing evidence that the
detector is linear over this range of diode drive currents �up
to 25 mA�.

At lower drive currents ��5 mA� the decay length �D

falls off rapidly, the reason for which follows from Fig. 5.
The drive current is reduced by decreasing the terminal volt-
age applied to the diode. At high voltages �such as those
corresponding to voltages in region X in Figure 5�, at radial
distances r such that r−r0�D then V��D��Vc, i.e., the di-
ode is still emitting. In these circumstances the optical profile
follows closely the spreading current profile. At the lower
drive currents, the contact potential is close to the cutoff
voltage �e.g., region Y in Fig. 5� and the diode ceases to emit
light for values of r such that r−r0��D; then there will be a
cutoff of intensity, thus giving a reduced �and false� value of
�D, which is in agreement with Fig. 7.

B. Effect of die size on emission profiles

It has been shown in the previous discussion that the
effects of die size become important as the die dimension
R�=R0−r0 approaches the decay length �D. This problem has
been studied experimentally in two ways: by varying the
sheet resistance for fixed die size and alternatively by vary-
ing the die size itself. The results are summarized in Figs. 8
and 9 for devices of overall die size set at 300, 500, and
700 	m �square�. Devices labeled A, B, and C have different
spreading layer sheet resistances of R�=1000, 50, and 10 �
respectively.

Device A has an ineffective spreading layer, consisting
of low doped p-type AlGaInP with 30 nm of doped GaAs
cap layer �whose main function is to protect the AlGaInP
layer from oxidizing and to ensure a good Ohmic contact�. In
this case, all of the devices of different die sizes exhibited an
exponential falloff of light intensity, with �D always less than
R�. Device B has a 1 	m thick GaP spreading layer and also

FIG. 6. Schematic cross-sectional view of the devices used and �inset table�
corresponding material properties, showing �A� device with no effective
current spreading layer �CSL�, �B� a 1 	m GaP CSL, and �C� a 5 	m GaP
CSL.

FIG. 7. Radial distance to �1/e� of the maximum intensity �at the contact
edge� as a function of drive current for all three die sizes of device A.
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shows an exponential falloff at large die sizes. However, for
the 300 	m die size, the light intensity L�r� does not drop to
zero at the edge of the die, unlike device A; additionally, a
shoulder appears in the emission profile at the device periph-
ery, consistent with Kish and Fletcher7 �Fig. 8�b�� and thus
represents a departure from the exponential form, as pre-
dicted by theory �see Fig. 4�.

Device C has a very effective 5 	m thick GaP current
spreading layer, whose emission profile exhibits the most
significant departure from exponential �Fig. 8�c��. Two fea-
tures are noted. Firstly, the shoulder near the periphery of the
die rises, almost to the point of uniform light emission across
the die. Secondly, the intensity around the metal contact has
increased beyond that of device B. The sequence of emission
profiles, summarized in Figs. 8�a�–8�c�, provides significant
insight on the nature of the transition from an infinite to a
finite die size. �Note: The region up to 70 	m from the con-
tact for device C in Fig. 8�a� was shadowed by a large wire
bond; the emission profile of this region has been extrapo-
lated from the remaining data.�

A peak in the emission profiles at the edge of some de-
vices is attributed to light being guided along the active re-
gion outwards towards the periphery where, as a result of
uneven cleaving, it is then directed towards the imaging sys-
tem. The peak wavelength of this guided light appears to be
redshifted in comparison with the surface emission, suggest-
ing that the shorter wavelengths have been reabsorbed in the
active region leaving only the “subband” wavelengths to
emerge at the far end.

C. Comparison with theory

The data shown in Fig. 8�c� has been replotted along
with theoretical curves in Fig. 9. The data shown corre-
sponds to the smallest die size of 300 	m2, where the edge
effect is most clearly observed. In the case of device A �no
effective current spreading layer�, the experimental profile
fits closely to the two theoretical curves, which combine the
transmission line model with the Monte Carlo simulation.
The presence of the die edge has no effect upon the profile as
R�3�D in all cases �see Fig. 9�a��.

Figure 9�b� corresponds to the case where the current
spreading layer is of intermediate sheet resistance �i.e., 1 	m
GaP�, in which case R�
�D; consequently, the presence of
the die edge influences the emission profile from the die edge
inwards. Near the metal contact region the transmission line
model fits the experimental data closely but underestimates
the emission profile near the die edge. The opposite is true
when the Monte Carlo ray tracing is included, agreeing well
with the experimental data near the die edge but overestimat-
ing the emission profile near the contact. Subtle differences
such as these can be attributed, at least in part, to the way
that the light intensity has been normalized to the value at the
contact edge as well as the possibility of localized diode
saturation. Note also that the Monte Carlo technique overes-
timates the shadowing effect of the metal contact, which only
becomes important in the case of the thick spreading layer.

For device C, with a spreading layer of the lowest sheet
resistance �i.e., 5 	m GaP�, the presence of the die edge
affects the whole emission profile, as shown in Fig. 9�c�. In

FIG. 8. Comparison of the light emission profiles for different CSLs. �a�
R0=300 	m, �b� R0=200 	m, and �c� R0=100 	m. Id
15 mA in each
case.

FIG. 9. Normalized comparison of experimental/transmission line data with
the Monte Carlo simulation for different CSLs for R0=300 	m and ID

=20 mA.
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these circumstances, the transmission line model alone yields
no quantitative agreement whereas the inclusion of the
Monte Carlo ray tracing model shows excellent agreement
over the whole emission profile. Thus, geometrical effects
govern the emission profile for this device. Qualitatively, this
can be understood with the aid of Fig. 10, which compares
the light emerging from the surface from a thin current
spreading layer �of lower surface located at plane a in Fig.
10� compared with that emerging from a thick one �of lower
surface located at plane b�. For any point on the top surface
of the LED’s spreading layer, the corresponding area in the
active region that can couple light to the surface within the
critical angle �approximately 19° for AlGaInP� is larger for
thick spreading layers than for thin ones �i.e., the zone in the
active region between points a� and a� is smaller than that
between b� and b��. On the other hand, in the vicinity of the
metal contact there will be a shadowing effect which will
reduce slightly the emitted light. This would account for the
decreasing slope in the emission profile in the vicinity of the
contact, as seen in Fig. 9�c�.

IV. CONCLUSIONS

This paper presents detailed measurements and analysis
of the spatial emission profiles of light emitted from AlGaInP
LEDs. The measurements have concentrated on current
spreading structures that cover circumstances where the di-
ode current spreading distance R�=R0−r0 is much larger
then the decay length �D of the emission profile �an “infinite”
die size� and those where R�
�D, where the die edges play
a major role in the resulting emission profiles. In order to
understand and model the transition between these two lim-
iting cases, the infinite transmission line model for current
spreading has been extended to incorporate devices of finite
die size. The effects of multiple photon scattering and con-
tact shadowing have been included using a ray tracing Monte
Carlo simulation and assuming an emitting source of emis-
sion profile generated from the transmission line model for
current spreading for a device of finite die size.

Particularly important is the fact that the calculated

emission profiles for both thin and thick current spreading
layers which show good agreement with the experimental
data. Referring to the experimental data, it has been estab-
lished firmly that the detector system is linear for the emis-
sion levels considered and that no detector saturation occurs
to distort the profiles. This was a serious concern with pre-
vious studies4 that used photographic emulsion to deduce the
emission profiles. We therefore conclude that the extended
hybrid Monte Carlo model for emission profiles accounts
quantitatively for the detailed structure of the experimental
data covering the critical transition from infinite to finite die
sizes.
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APPENDIX

The analysis of experimental profiles obtained via the
use of photographic plates of LED emission4 has inherent
limitations due to the nonlinearity in the sensitivity of the
photographic emulsions to light intensity. A numerical pa-
rameter, gamma, is used to describe the nonlinearity of in-
tensity reproduction. Depending on the characteristics of the
emulsion, gamma correction can be employed to restore an
image to its original specification. The section below de-
scribes how this concept could be attributed to the variation
in observed emission profiles.

Gamma correction of synthesized emission profiles

A “test card” image was generated using an image edit-
ing software package on a personal computer. A 10
�11 pixel, 8 bit gray scale test card bitmap was produced,

FIG. 11. Synthesized emission profiles with varying gamma correction.FIG. 10. Schematic illustrating the effect of current spreading layer
thickness.
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with vertical stripes varying linearly from 100% white to
100% black, thus simulating a linearly varying intensity
emission profile which was used as a reference. Six further
profiles were then generated using the gamma correction fea-
ture in the software. This has the effect of changing the op-
tical density response to light of photographic film and is
consistent with the concept of gamma correction. Figure 11
shows the variation in synthesized emission profiles for a
range of gamma values. For low values of gamma the profile
is more exponential. As gamma is increased the profile ex-
hibits shouldering at the perimeter; consistent with the pro-
file observed in Fig. 9�c�; this highlights the degree to which
emission profiles may vary with data obtained via photo-
graphic plates. Clearly, the reliability of photographic data is
brought into question when attempting to determine actual
LED intensity emission profiles.
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