Interaural correlation sensitivity
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Sensitivity to differences in interaural correlation was measured for 1.3-ERB-wide bands of noise
using a 2IFC task at six frequencies: 250, 500, 750, 1000, 1250, and 1500 Hz. The sensitivity index,
d’, was measured for discriminations between a number of fixed pairs of correlation values.
Cumulatived’ functions were derived for each frequency and condition. @hfor discriminating

any two values of correlation may be recovered from the cumulaltivieinction by the difference
between cumulativel’’s for these values. Two conditions were employed: the noisebands were
either presented in isolatidnarrow-band conditionor in the context of broad, contiguous flanking
bands of correlated noiséringed condition. The cumulatived’ functions showed greater
sensitivity to differences in correlation close to 1 than close to O at low frequencies, but this
difference was less pronounced in the fringed condition. Also, a more linear relationship was
observed when cumulativd¥ was plotted as a function of the equivalent signal-to-noise (8iNR)

in dB for each correlation value, rather than directly against correlation. The equivalent SNR was
the SNR at which the interaural correlation in an MoStimulus would equal the interaural
correlation of the noise used in the experiment. The maximum cumuldtiveclined above 750

Hz. This decline was steeper for the fringed than for the narrow-band condition. For the
narrow-band condition, the total cumulatiéé was variable across listeners. All cumulatigté
functions were closely fitted using a simple two-parameter function. The complete data sets,
averaged across listeners, from the fringed and narrow-band conditions were fitted using functions
to describe the changes in these parameters over frequency, in order to produce an interpolated
family of curves that describe sensitivity at frequencies between those tested. These curves predict
the spectra recovered by the binaural system when complex sounds, such as speech, are masked by
noise. © 2001 Acoustical Society of AmericdDOI: 10.1121/1.1383296

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66[BWG]

I. INTRODUCTION speech sounds. The estimation process is thought to be de-

pendent upon the relative intensities of the group of

o vae:f}' theorieT of binlau_ral unmalsking halve emphasi_ZeHeripherally-resolved harmonics in that frequency region, so
the role of interaural correlatiof@abriel and Colburn, 1981; an ability to discriminate different degrees of decorrelation

Durlachet al, 1986; Koehnkeet al:, 1986; Jairet al, 1991; ;519 go some way towards explaining the binaural intelli-
Culling and Summerfield, 1995; Bernstein and Trahiotis, ibility level difference (Licklider, 1948; Carhartet al,

1992, 1996a, b.Thesg authors have sugge;ted that yvhen a 969a, b; Levitt and Rabiner, 1967a, b; Bronkhorst and
out-of-phase signal is added to a more intense, m-phaslgI

noise (NoSm) the interaural correlation of the stimulus is omp, 19% ) ) S
reduced at the signal frequency, and this reduction is detected DP€SPite the importance of correlation discrimination,
by the listener and heard as a faint tone, or, if the noise i@Nly @ few papers have investigated listeners’ ability to dis-

sufficiently narrow band, as a broadening of the sound imcriminate correlationgPollack and Trittipoe, 1959a, b; Gab-
age. As pointed out by Jait al,, provided the signal is less riel and Colburn, 1981; Grantham, 1982; Koehnétal,
intense than the masker, the reduction in correlation is monat986; Jainet al,, 1991; Akeroyd and Summerfield, 1999
tonically related to the strength of the signal; the more in-and all but one of these investigations reported discrimina-
tense the signal, the less the interaural correlation. This fagion for a reference correlation of 1(&nd occasionally 0)0
raises the possibility that listeners may be able to use intefrpe single exception is Pollack and Trittipoe’s pair of ar-
aural decorrelation as a reliable index of the signal intensityjcies, which measured correlation difference limens against
as we_II_ as JUSt. for signal detection. Dlscrlmlnatlon_of th_eseven reference valuédn their first article, these authors
intensities of different components of a complex signal is . L .

studied sensitivity to decorrelation for broadband sounds.

often important in sound identification. In particular, speec . . .
recognition requires accurate estimation of the first forma:irhey found that the difference limen was considerably

smaller for correlations close to unity than for those close to

zero. In their second article, they low- and high-pass filtered
their stimuli in order to determine the role of different fre-

3 Author to whom correspondence should be addressed. Correspondence ad- . The latt tud luded that th t

dress: School of Psychology, Cardiff University, P.O. Box 901, Cardiff quency regions. Ine a er stu _y conc_u_ e at the mos

CF10 3YG, U.K. Electronic mail: cullingj@cardiff.ac.uk important frequency region was in the vicinity of 850 Hz for

frequency, which is vital for the identification of many
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a) Narrowband 68, 100, 133, 167, 202, and 238 Hz, respectively. The inter-
aural correlation of the target band of noise was precisely

[
2 1'3£_F+{.BS controlled by mixing two orthogonal noises in appropriate
E ratios. Orthogonalization was achieved using the Gram-—
*§ ’N_pl Schmidt proceduréWozencraft and Jacobs, 196 which
& the correlated vector of two noises is subtracted from one of
Frequency —» them and the waveform rescaled to the original amplitude
b) Fringed (see t_he Append)x _Note that this contrasts with previous
- experiments in which randomly chosen samples of noise
3 were combined; in those experiments the resulting correla-
g tion values in individual trials were randomly distributed
£| No |Np No about a chosen mean.
;).’_ Two different conditions were investigatésee Fig. L
3kHz In the narrow-band condition, the target band was presented

Frequency —> in isolation. In the fringed condition, the target band was

FIG. 1. Schematic illustration of the stimuli used in the two conditions. between spectrally Cont_iguous flanking bands of neis¢he
same spectrum levewhich were also freshly generated for
. each trial. The flanking ban xtended the ctrum of th
a reference correlation of 0.0, but was 1700 Hz for a refer-_ a € g ds extended spe orthe
ence correlation of 0.5 stimulus and resulted in a flat spectrum between 0 and 3
U . . kHz. The flanking bands had an interaural correlation of 1.0.
The present article aims to provide some primary dat

. ) o . he interaural correlations of the target bands depended on
on interaural correlation sensitivity as a function of reference[he condition. For each condition, a set of 15 pairs of corre-

correlation and to encapsulate it into a simple usable form, Stion values were compare@able 0. In the narrow-band

that it may be employed in predictions of the intensity dif- . :
. . . . ._condition the values were clustered more closely than in the
ference limens of binaurally unmasked signals, binaural in+ . ” . :
S . . S fringed condition at correlations close to 1.0. The differences
telligibility level differences, dichotic-pitch percepts, and so

forth. To this end, we have employet as a more flexible in correlation were chosetafter pilot testing to keep most

sensitivity measure than the difference limen and produce8f thed" values in the 0.5-2 range, which can be measured

cumulatived’ functions at each frequency. In an approachaccurately without a very large number of trials. The inter-
similar to that used by Bakest al. (1998 to describe the stimulus interval was determined by the processing time of

chanaina shape of auditory filters as a function of si rlalthe AP2. For the broadband condition, this was 1.2 s, while
ging P y 9 for the narrow-band condition it was 600 ms.

level and frequency, the data have been fitted with an eight- . .
) . The sounds were presented to listeners in an IAC sound-
parameter function that controls the size and shape of the . .
o ) attenuating chamber via a TDT System 2 (igD1 analog-
cumulatived’ curve as a function of frequency.

to-digital converter; FT5-9 reconstruction filters; twin PA4
programmable attenuators; HB5 headphone amplifed

Il. EXPERIMENT Sennheiser HD414 headphones at an overall sound level of
A Stimuli 87 dB(A) in the fringed condition. Sound levels were cali-
brated using a B&K artificial eattype 4152, without flat-

For each presentation interval, the 409.6-ms stimuluplate adapter, a B&K 1-in. microphoritype 4131 and B&K
was generated immediately prior to its presentation using gound level meteftype 2203.

TDT System 2 array processor at a 20-kHz sampling rate.
Filtering was performed in the frequency domain, giving
steep “brick-wall” cutoffs. All stimuli contained a target

band that was 1.3 ERBs wid®loore and Glasberg, 1983 Nine listeners took part in the study. Eight listeners, in-
The target band was centered at 250, 500, 750, 1000, 1256luding the third author, completed both wideband and
or 1500 Hz. The corresponding bandwidths were, thereforeparrow-band conditions. Since five of these eight performed

B. Procedure

TABLE I. The values of correlatiorp, that listeners were required to discriminate in the fringed conditions and
in the narrow-band condition.

Fringed Narrow band

Higher correlation Higher correlation
Lower Lower

correlation 0.3 05 065 0.8 0.9 1.0 correlation 05 07 08 09 09 1.0

0.0 Joov 0.0

0.3 N N J 0.5 N J N

05 0.7

0.65 /v o8 b
0.8 Voo 0.9 LN
0.9 J 0.95 J
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relatively poorly in the narrow-band condition, the first au- " '

thor also contributed data in this condition. The listeners 6 | MT 250 Hz Fringed
were advised at the start of the experiment to attend to dif-
ferent cues in different conditions and to use the cue result-
ing in best performance. In the case of narrow-band stimuli, 4r
listeners were advised to listen for changes in the breadth of
the sound image within their heads. This advice was given

because the narrow-band condition was similar to a narrow- 2y —— Single Measurements
band binaural unmasking experiment, in which the width of - O Fitted values

image is well known to be the optimal c¢€olburn, 1996, p. .S od

344). In the fringed condition, they were advised to listen for 6l

a whistling soundlike a tone in a broadband binaural un-
masking experimentwithin the background noise which
would be louder in one interval than in the other. In addition 4t
to this advice, listeners received trial-by-trial feedback
throughout the experiment and during up to 20 h of practice
prior to data collection. 2t
Eachd’ value was measured for a given pair of corre-
lation values(p; and p,) by presenting listeners with a 55-
trial series of 2I-FC comparisons. The results of the first five
trials in each series were discarded. Each two-interval trial
consisted of freshly generated examples of each of the two
correlations under test. Since the fringed conditions require@iG. 2. Cumulatived’(d;, ;) as a function of interaural correlatiop, for
listeners to focus on a particular frequency region, the listenlistener MT in the 250-Hz, fringed condition. The fittet}, ;) values are
ers were supplied with cueing sounds which directed theiFhown with large open circle@ipper pangl The fitted function, created

. . . using Eqg.(4), is shown with a thick line(lower panel. The individual
attention. These sounds were narrow-band stimuli at thﬁ]easurements af’ taken from listener MT are shown on each panel using

same frequency witp=1.0 and they were presented once atthin lines terminating in filled circles.

the beginning of a series, then after the first fidescarded

trials and then every ten trials thereafter. During a 40- t0y5t5 collected. For instance, we coIIectﬁgMS), d(’ososs)
60-min session listeners completed all 15 series of compari,q 4’ s o

. o > X (03005 |f d’ is cumulative, the last of these should
sons for a given frequency and condition. The first five or S'Xapproximate the sum of the first two. When the simplex pro-

sessions in the fringed and narrow-band conqmons Werltedure was used to fit the data, the fitted values and functions
treated as practice for those conditions. Two setd'ofalués \yare those most consistent with all the available data. The

were collected for each listener at each frequency and in eacﬁ}ocedure works by postulating values for a set of param-
Sf)t,nd't'?r:" In the f'ert ses|5|tc?n for a g(jl\{en freﬂuencx a(?d Clon'eters, such as the parameters of a fitted function or specific
ition, the pairs of correlations used in each run had valueg: e
that increased from one run to the nefom upper left to a(p‘l) values, predllctlng the daFa base_d on these parameters,
X X i 5 and then comparing the predicted with the observed data.
bottom right in Table ), while in the second session the rpe gm.of-squared errors, SS, between the predicted and
sequence of runs was reversed. Each pamlf ., values  opserved data are used to evaluate the settings of the param-

—e— Single Measurements
—— Fitted curve

0 1, " " L
1.0 0.8 0.6 04 0.2 0.0

Interaural correlation

was then averaged. eters. The parameter values are then permuted and the evalu-
ation repeated. This cycle continues until SS has been mini-
C. Results mized. It is the method of parameter permutation which

makes the simplex procedure an efficient multi-parameter fit-

ting algorithm (for further details, see Prest al., 1988,
Due to the large quantity of data collected, two differentChap. 10.4

methods of summarizing data were developed. One method
involved fitting values and the other functions to the mw
data. Both used the “simplex” multi-parameter fitting proce-
dure (Presset al,, 1988, Chap. 10)in order to fit cumula- The first fitting procedure was used to fit six cumulative
tive d’ values or functions directly to the rad/ measure- d’ values,d,,,, to each set of 15 measure, , , values
ments. Each fit assumed that listeners made use of eollected from a given listener, in a given conditidgringed/
unidimensional decision axis for detecting correlation differ-narrow bangl and at a given frequencyl,, ;) was evaluated
ences. Given this assumpti¢and equal variangemeasured  for each nonunity value gf (e.g., 0.0, 0.3, 0.5, 0.65, 0.8, and
values ofd” should be additive: 0.9). The results of this fitting procedure are illustrated by the

1. Summarizing the data

2. Cumulative sensitivity values

d’ .y Y 1) large open circles in Figs. 2 and 3. Ideally, the indiyidually
(Prp3) =(p1:p2) © T (P2:P3) measured values af;, , and the values ofl, ;) derived
wherep;<p,<ps. from the fitting process should all observe E2):
The reader will note from Table | that, assuming tdat , , ,
is cumulative as expected, there is some redundancy in the d(PlvPZ):d(Plvl)_d(PZvl)' 2
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' ’ . i 1Akt kp+
JC 250 Hz Narrowband d,,=e M —elorm, (4)

° P The lower panels of Figs. 2 and 3 illustrate the quality of
fit that is achieved using E@4) for the fringed and narrow-

4} band conditions, respectively. The thick lines are the fitted
cumulative d’ functions. Again, the fit minimized the

) squared errors between the obserd%;jlypz) values and the

—+— Single Measurements | differences between thé(, ,) andd, ., values from the

O Fitted values fitted curve. The lower panels include the same thin lines

t ' ; terminated by filled symbols as the upper panels, but ad-
justed in vertical position, so that they reflect the quality fit
achieved by the fitted functions.

As can be seen from Figs. 2 and 3, the quality of the
4t ] fitted curve is acceptable. For the fit in Fig. 2, 5590,
slightly above the average value across all 17 data sets
(1.53). In Fig. 3, an example of one of the poorest fits, SS
2t ) ’ =5.19. The high error is largely attributable to one unusually
- ?;Qggec'\grevaesureme”ts larged’ measurement for the discrimination of correlations
0 . . . . 0.9 and 1.0. Since the principle source of errors in the fits
10 0.8 0.6 0.4 0.2 0.0 appeared to be noise in the measurements, (Ep.was
adopted as a suitable fitting function to be used in the larger-
scale fitting process to follow.
FIG. 3. As in Fig. 2, but for listener JC in the 250-Hz, narrow-band condi- The functions in Figs. 2 and 3 are typical results for the
tion. dependence aj(’p'l) on 1o, the reduction in correlation from

unity. These results show the characteristically higher sensi-

Deviation from this equivalence was assumed to repretivity to changes irp near unity correlation and the reduction
sent a combination of measurement noise and suboptima@h sensitivity near zero correlation. Performance in the
fitting of d, ;) values. Such deviation was therefore squaredringed and narrow-band conditions are similar at 250 Hz in
and summed across the 15 measured valueet(’pcifpz) to these examples. However, there are substantial variations
give the error term, SS, to be minimized by the fitting pro-2across frequencies, between these two conditions and across
gram. listeners.

The results of this fitting process can be seen in the large ] o ] )
open symbols on the upper panels of Figs. 2 and 3. The thiff- Correlation sensitivity at different frequencies
lines terminated with filled circles represent the d("ng) The thick curves in Figs. 4 and 5 show further functions

values to which the fit was made in each case. These lingf§ted [using Eq.(4)] to the data at a single frequency for
are plotted between the appropriate correlation values on tHisteners RM and MS at each frequency tested. The symbols
abscissa, and their vertical extents correspond to the oBi Figs. 4 and 5 show the results of the first fitting procedure.
servedd(, ,, values. Their vertical position minimizes the These symbols show, ;) at each of the correlation values

deviation between the filled symbols at each end and th&S€d in the experiments. _

corresponding open symbols. The total squared deviation 'Noté that listener RM in Fig. 4 performed poorly in the

across all these symbols therefore represents SS. narrow-band condition compared to the fringed condition
while for listener MS in Fig. 5 the reverse occurred. Cumu-

lative d’ values betweep=0 andp=1 (d('o,l)) are provided

3. Correlation sensitivity as a function of correlation for each listener at each frequency in both conditions in

Table II. Since the first five listeners in the table seemed to

The second fitting procedure was used to generate go orm worse than the last four in the narrow-band condi-
summary of the form that appears in the thick curves o

X , - ion, we chose to characterize their data separately in subse-
Figs. 2 and 3. These fits turned the same sets a5,  quent analyseghe ordering of the listeners in Table Il does
values into curves describing cumulatide as continuous not reflect the order in which they participated in the experi-
functions. Continuous cumulativé functions were fitted to  meng.
the measured,,, ,, values using the base equation: In general, performance decreases above 750 Hz. In ad-

d(’o —_elkorm _gn 3) dition, for most case@nd for ZQ of 24 qomparisons _at the

) three lowest frequencigsthe fringed stimuli have higher

wherek andn are fitted parameters. This equation was chod(’o'l) values than the equivalent narrow-band conditions.
sen because it always evaluates to zege=ad, while the two  This difference is remarkable because the fringes carry no
parametergin combination control the rate of change of additional information and could be considered simply as
curvature and the value at=1. Henceforth, an equivalent masking the information in the target band. However, as dis-
expression will be used for the change in correlation fromcussed below, the task is subjectively easier for most listen-
p=1: ers with the fringe present.

(0.1
o

Interaural correlation
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Equivalent SNR (dB)
-Inf -9.5 -6.0 -3.7 -1.8 0.0 -Inf 9.5 6.0 -3.7 -1.8 0.0 -Inf -9.5 6.0 -3.7 -1.8 0.

U T T T T Y T T T T T T

¥ T Y T T

FIG. 4. Cumulatived’(d,,) as a
function of interaural correlatiom, at
- S T b six frequencies for listener RM. The
B T 1 symbols ared, ;, values fitted to the
- - raw data at each frequency. The thick
L 4 lines ared, ;, functions fitted to the
raw data at each frequency using Eq.
(4). The thin lines arej(’pvl) functions
fitted using the across-frequency fit-
PRI W S S— ting method based on Eg&) and(6).
T i h The open circles and intersecting lines
1000 Hz 1 1250 Hz 1 1500 Hz ® Fringed b are fofthe narrow-band condition. The
- + + o Ngr:l%?lvband - filled circles and intersecting lines are
for the fringed condition. The top ab-
scissa is marked with the signal-to-
noise ratios that would produce the
corresponding correlation values from
T T the bottom abscissa if signal and noise

T b were added in the NaShbinaural con-
1 . . ) N mﬁ# b figuration.

10 08 06 04 02 00 10 08 06 04 02 00 10 08 06 04 02 00

| 250 Hz 1 s00Hz T 750 Hz RM

D
O =2 N W H OO N 00O 2N WA OGO N ®
T

Interaural correlation, o

5. Correlation sensitivity as a function of correlation rn
and frequency = e +a,.

6

Having established that E@4) is well suited to repre-
sent the growth of cumulativé’, it was also used to fit the These functions are both logistic curves providing a sig-
data across different frequencies. Here, the parametensl  moidal transition between two asymptotic values. The pa-
k were not fitted separately for each frequency. Instead, theameters, s, t, anda are free parameters of the fitcontrols
data from all frequencies were fitted simultaneously usinghe absolute range of the parametecontrols the steepness
functions[Egs.(5) and(6)] that relatech andk to frequency,  of the transition in its value as a function ft controls the

f: frequency of the transition, and controls the asymptotic
value asf—«. The choice of logistic functions was moti-
K= M i3 5) vated by the reduction in the binaural masking level differ-
1+es(f-tw © ke ence(BMLD) and in correlation sensitivity at high frequen-
Equivaient SNR (dB)
-Inf -9.5 6.0 -3.7 -1.8 0.0 -Inf -9.5-6.0 -3.7 -1.8 0.0 -Inf -9.5 -6.0 -3.7 -1.8 0.
8 | L) L) 1 v L 1 1 1 LS T T L} L] 1 ¥ L] L) Ll T L] i
;L 250Hz | 500 Hz 1750 Hz MS |
6| + B 4
5 o-
a4 ..
3 -
2 -
1 -
= 0 A FIG. 5. As in Fig. 4, but for listener
y 8Ff T T . MS.
2> 7 L1000 Hz 11250 Hz 11500 Hz i
6 4 i @ Fringed i
51 1 1 O Narrowband |
4 p
3 -
2 E
1 -
o I 1 ' ' 1 ]

10 08 06 04 02 00 10 08 06 04 02 00 10 08 06 04 02 00

Interaural correlation, p
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TABLE II. dfo,l) for each listener in each condition and at each center frequency, fitted separately to the raw
data for each listener, condition, and frequency using(&x.

Fringed Narrow-band
center frequencyHz) center frequencyHz)

Listener 250 500 750 1000 1250 1500 250 500 750 1000 1250 1500

HF 126 29 213 143 088 035 075 162 146 051 125 0.65
KL 409 548 397 368 301 102 146 137 1.07 116 045 0.70
KV 326 448 330 192 080 054 151 145 294 243 203 162
RM 6.11 526 355 209 146 068 081 306 249 066 046 0.64
SH 338 384 387 514 094 024 143 230 338 137 1.48 1.71
AM 422 435 290 245 218 117 465 509 313 265 258 1.39
JC 6.26 6.26 6.71 478 315 3.17

MS 529 189 342 217 099 057 322 368 492 335 349 246
MT 6.75 7.72 807 581 421 299 494 458 368 282 322 293

x 430 450 390 309 1.81 095 278 326 331 219 201 170
o 175 175 178 162 124 088 205 176 171 140 117 097
cies (Durlach and Colburn, 1978, p. 481Since the BMLD Table 1ll shows the parameters that were fitted to the

for broadband maskers asymptotes to around 3 dB at higthree averaged data sets. Figures 6—8 show surface plots for
frequencies, it was thought advisable to use a function whiclthe growth ind(’p,l) as functions of both frequency and the
could produce the same sort of behavior. In the event, it wasignal-to-noise ratio required to produce the appropriate cor-
found that these two logistic functions could, in combination,relation when a signal is added to noise in the RoSn-
produce a very wide range of surfaces, including surfacefiguration. The “equivalent signal-to-noise ratio” was calcu-
with nonmonotonic changes over frequenieyg., Fig. 8. lated using Eq(7), adapted from Jaiet al.[1991, Eq.(1)].
Figures 4 and 5 show fits td(’plypz) values from indi-  Figure 6 shows this function for the averaged data from the
vidual listeners, while Figs. 6—8 show fits to averagedffinged condition. Figure 7 show the function for the four
d('pl’pz) values. These fits turned 90 data points5 Mmore sensitive listeners in the narrowband condition. Figure

discriminations<6 frequenciesinto a surface representing 8 shows the same function for the five less sensitive listen-

d(, 1) as a continuous function of correlation and frequency.*"-
For the fringed dat#&Fig. 6), the pattern of results was simi-
lar across listeners, so thd{,  , values were averaged SNR=10logo

across all listeners before making a fit. For the narrow-band
data, however, four listeners performed markedly better thaf| piscussioN
the other five. These two groups were averaged and fitted o ) ]
separately(Figs. 7 and & The thin curves in Figs. 4 and 5 The principal interest of the study was to find out how
come from fits to the data from the individual listeners con-Well listeners can discriminate different degrees of interaural
cerned. It can be seen that the fit closely approximates thgorrelation across a range of different correlations, rather
d’ . curves derived at individual frequenciéhick curves than just at correlations close to one. The motivation for the
(p.1) q . stud . : .
y was to further the understanding of binaural masking

1-p
1+p

)

e

FIG. 6. Surface plot of the growth mf(’p,l) as a function of equivalent SNR
and frequency for théringed data. Surface lines are drawn at intervals of FIG. 7. As in Fig. 6, but plotted for the founore sensitivédisteners in the
100 Hz in the frequency dimension and 0.05 in the correlation dimension.narrow-bandcondition.
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ers’ experience of the task was quite different in the two
conditions and closely resembled the experience of listening
I~ to the corresponding BMLD stimuli.

For the broadband stimuli, listeners heard a “warbling
™ tone” or “whistling noise” standing out from the background
~ in much the same way as listeners hear the target tone stand-
\
™~

ing out form the noise in a broadband-BMLD stimulus. The
whistling sound was louder the less correlated the target
band was. For the narrow-band stimuli, listeners heard a
broadening of the sound image for stimuli of lower correla-
tion, just as listeners perceive a broadened sound image
A when a tone is added out-of-phase to a diotic narrow-band
3 (@6\ noise. The image was broader the less correlated the noise
band was. Jaiet al. (1991) performed a similar experiment,
although with narrower target bands and only with correla-
FIG. 8. As in Fig. 7, but plotted for the fouess sensitivéisteners in the ~ 1ONS C|Ose' to one. They' compared the Juslt—notlceable-
narrow-bandcondition. differences(jnd’s) in correlation(from one of their 10-Hz-
wide target bands with the differences in correlation at

release and its application to speech recognition. The tw etection threshold for corresponding BMLD stimuli. They

main conditions of the experiment were consequently modiound these values to be very similar, indicating that detec-
eled upon the two most common types of BMLD experi- tion of the decorrelation was sufficient to explain listeners’

ment, in which a tonal signal is presented interaurally out—ab'l'girtr?e?sted the tones in the NeSondition of a BMLD

of-phase against either a diotic broadband noise or a diotiEXPENmM , )
Taking threshold asl, ;)=1, and rearranging Ed4),

narrow-band noise. . —(p . . .
one obtains the following equation for the jnd from unity
correlation wheren andk are the fitting parameters discussed

A. Relationship to previous discrimination and BMLD earlier:

experiments

A

S \\\\\\\\\\
2R
72000 S NN
'@3.3‘ XX

N
it

N
ORI
‘s“\ S

, _ _ —In(1—e~ kM)
If, as a number of authors have argued, binaural masking mdFT. (8)

release is mediated by the detection of interaural decorrela-
tion, the present stimuli should provide similar cues to the  From this equation, jnd’s at 500 Hz are calculated to be
corresponding BMLD stimuli, since the tone in a BMLD 0.09 for the fringed condition, 0.06 for the four more sensi-
stimulus usually acts to decorrelate the noise in its immediaté@ve listeners in the narrow-band condition, and 0.13 for the
frequency region. The fringed condition, in which listenersfive less sensitive listeners in the narrow-band condition.
discriminated different interaural correlations of a targetThese thresholds are substantially higher than those reported
band of noise embedded within a broadband diotic noisepreviously(Pollack and Trittipoe, 1959a, b; Gabriel and Col-
corresponds to BMLD conditions with a broadband maskerburn, 1981; Durlactet al., 1986; Koehnkeet al, 1986; Jain
The narrow-band condition, in which only the target bandet al, 1991; Bernstein and Trahiotis, 1992, 19964, Ibis
was present, corresponds to BMLD conditions with adifficult to determine the reasons for the poorer sensitivity
narrow-band masker. Consistent with these ideas, the listembserved here, since there are a large number of differences
between the current experimental design and the methods
TABLE IIl. The fitted logistic parameters that control the valueswaindk ~ used by other authors. The listeners were probably less well
across frequency to produce an optimum fit with the 90 raw data points iffrained and had to contend with stimuli within a session
each condition(15 measurements at six frequengiethese parameters de- which varied much more widely in correlation than in ex-
termine the surfaces plotted in Figs. 6—8. . . .
periments that only measured jnd’s close to a correlation of
Logistic parameter 1.0. Another factor is the use of batteries of 50 stimulus pairs
with a fixed pair of correlation values. Such batteries may be
relatively difficult for listeners to optimize their performance
Fringed(mean data on since they may become disheartened when contending
K 4.68 0.0027 666 0023 \ith a battery they find difficult, and may find it hard to
n 3.17  -0.0047 560 —2.75 o . "
maintain concentration on a battery they find very easy. The
Narrow band design of our experiments attempted to minimize such ef-
(4 more sensitive listeners fects by testing pairs of correlation values that yielded values

dy, 1) parameter r s t a

k 6.67 0.0010 1500 0.010 L ) )
n 295  _0.0020 708  —437 of d in the 0.5-2 area for mogt Ilsteners,. pqnetheless our
experiments appear to underestimate sensitivity when the re-
z\‘sal”o"" ba”‘_’t_ fstens sults are compared to measurements using other methods.
ess sensitive listengrs . P .
K 5.97 0.0021 1500 0.018 Thg present gxpenment mt_aasured sensitivity to d|ffer-
n 181  —0.0062 423 _5.92 ences in correlation as a function of reference correlation,

rather than just at a correlation of one. The only published
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precedents for this approach are the experiments of Pollack 5| ' F1
and Trittipoe(1959a, b, who decorrelated broadband, high-
pass, or low-pass noise. Although they showed that listeners
were sensitive to differences in correlation across a range of
correlation values, their stimuli were not similar to those
used in BMLD experiments. When the entire spectrum of a
noise is decorrelated, listeners tend to hear a broadening of
the sound imagéas with narrow-band stimyliNonetheless,
their results were similar to those observed here, in that lis- s -
teners were found to be very sensitive to differences in cor- 0 200 400 600 800 1000

relation close to one and less sensitive at discriminating Frequency (Hz)

Ipwer ValueS.Of Cor.relathn' I IS. mtergstmg tq no.te .that WhlleFIG. 9. Perceptually scaled spectra predicted to be recovered by the binaural
listeners varied widely in their ability to discriminate the gygiom for the synthesized vowel fas in “bored” (British English at
correlations of narrow-band stimuli, they all gave very simi- overall SNRs from-6 to —21 dB in 3-dB steps. The vowel was synthesized
lar patterns for the fringed stimuli. This difference in listener by a Klatt(1980 cascade formant synthesiz1=385 Hz, F2=657 H2
variabilty aso seems to correspond with BMLD data; Bern-Zf 20651 0 sbesch sapes nose | U Soeiouiy, Beduency
steinet al. (1998 found that some listeners were much betteffiterbank. Corresponding frequency channels from the left- and right-hand
than others at narrow-band BMLD experiments, while per-channels were cross correlated in the rangems. The maximum product-

formance in broadband noise was relatively consistent acroggoment correlation was converted intty, ;) using Egs.(4)—(6) and the
parameters derived from the fringed stimuli in Table Ill. The dashed line

(10)

listeners. . . S }

shows the maximum cumulative sensitivity, ;, as a function of frequency
B. Relationship to the binaural intelligibility level derived from Eqs(4)—(6).
difference

e iy PSS, 1 SNR i e e for ecutalent il
’ P 4 to-noise ratios between aboutl8 and—6 dB even at low

speech sounds and words, rather than to detect tones. How- . . : .

SR . . requencies and in both the fringed and narrow-band condi-
ever, a distinguishing feature of this task is that speectg. (Fi 6 and 7. Th fived i Cig’
sounds are broadband and, when added in therfNm®figu- lons {(Figs. © and J. Thus, a fixed increment 1d - corre-

ration to noise, they decorrelate all frequency channels tgponds to a fixed |.ncren'1ent |r.1.d®quwalent SNRover a
some extent. In order for listeners to make good use of thei nge of masked-signal intensities. In other words, where the

binaural systems, therefore, it is important that the encodin vels of embedded signals are discriminated by virtue of the

of embedded signals is graded. That is to say, that the pe lifferent degrees of decorrelation they generate, Weber’s law

ceptual salience of a speech component, recovered froffPPears to hold, at Iea;t approxm-a.tely.
noise by the binaural system, needs to grow progressively as The results of the fringed condition therefore support the

the speech component becomes more intense. If this weldea that listeners may be able to use the spectral profile of

not the case, the system might detect the presence of tfiteraural correlation as an index of the intensity of other-
speech, but be unable to discern its spectral profile. wise masked components of speech. Figure 9 illustrates the

The data of Pollack and Trittipoe show that listeners ardmplications of these data for the internal representation of
far more sensitive to changes in correlation near to a corre3P€ech, as provided by the binaural system. The figure shows
lation of unity than to changes at lower levels of & recovered spectrum for the synthesized vowgl(ds in
correlation—a highly nonlinear relationship. The narrow- Pored”) embedded in speech-shaped masking noise in the
band conditions of the present experiment gave data thdd0Sm binaural configuration. The vowel was synthesized
were consistent with this finding. However, in the fringed With the Klatt (1980 cascade vowel synthesizer at a funda-
condition, we investigated listeners’ ability to make such dis-mental frequency of 100 Hz and with first and second for-
criminations in a situation more similar to the understandingnants at 385 and 657 Hz, respectively. This vowel was se-
of speech in noise, where each subband will display a differlected for its low second formant; the second formants of
ent interaural correlation. When listeners were required tanany vowels would be outside the range of frequencies for
discriminate different levels of correlation in one subband ofwhich the binaural system is most effective. Interaural coher-
a broadband sound, they not only heard the decorrelation in@nce(the maximum interaural cross correlation calculated in
different way(as a separate sounblut they were more sen- the range+2 mg was measured in corresponding frequency
sitive to changes in correlation at low reference values, thaghannels of a stereo pair of gammatone filterbafkgterson
when, as in the narrow-band condition, the whole stimulust al, 1987, 1988 and these values were converted to
was decorrelated. A novel finding is that, while the cumula-d(’pyl), using Egs(4)—(6). The parameters employédable
tive d’ function in the narrow-band condition is curved at lll) were from fitting the pooled results of the fringed con-
low frequencies, indicating greater sensitivity close to a cordition.
relation of one, the function straightens out to give a near-  Figure 9 shows a roughly linear growth of peaksln
linear relationship at 1 kHz between interaural correlationcorresponding to spectral features with increasing SNR.
and cumulatived’ (Figs. 4 and & Further, when correlation Spectral peaks attributable to both harmonics and formant
is reexpressed as the equivalent SNR in dB, the relationshipeaks are visible at a succession of SNRs. The most promi-
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nent peak, especially at the lower SNRs, is for the fourth The Gram-Schmidt orthogonalization procedure has

harmonic, just abové&1. four steps as follows:
(1) Calculate the rms power af andb:
C. Relationship to dichotic pitches and other binaural ZiN_ &
phenomena Ams= \ /T, (A2)
The parameters for fringed stimuli in Table Ill can be
used in combination with Eq$4)—(6) in order to generate EiNzlbi
predictions of the binaurally recovered spectrum for any bin- ms= '\ N (A3)
aural stimulus. For instance, these parameters and equations _
were used by Culling(2000 in order to generate the (2) Calculate the correlatiom,;,, betweena andb:
perceptually-scaled binaurally-recovered spectra for various EiN=1aibi
Fourcin-pitch stimuli in his “revised” mE-C modée{Culling, Pab= 55— (A4)

2000, Figs. 6 and)7 This method of prediction can be ap-
plied to any dichotic pitch stimulus in order to determine  (3) Subtract the correlated component af from a
whether the correct pitch can be predicted from the pattern ofcaled version ob. This subtraction yields, which has zero

interaural coherence across frequency. correlation witha:
arms .
IV. CONCLUSION Ci:b_bi_pabai for i=1,...N. (A5)
rms

The resu_lts _of_the prgsent experimenf[ indicate that lis- (4) Scalec to getb’ which has zero correlation with,
t_eners can (_Jllscrlmmate different levels of mteraur_al Correla-and equal power ta:
tion, especially in the context of a broadbafinged
stimulus. It is possible that the information provided by spec- , Ci
tral variation in correlation may account for listeners’ im- i :\/ﬁ' (A6)
proved understanding of the speech when listening to the Pab
NoSr binaural configuration compared to the NoSo configu-  The entire process of generatibg may be summarized

ration. as
, Arms Pab .
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Caution should be observed in reading Pollack and Trittipoe’s paper, since

APPENDIX: THE GRAM-SCHMIDT PROCEDURE the authors did not calculate their correlation values correéd#ffress and
Robinson, 196 A corrected version of some of their data may be found in

The Gram-Schmidt procedure allows one to start with Durlachet al. (1986, Table 1.
one set of functions and to generate a second set of functionhen fits were made for all frequencies simultaneously, the search space

L . was found to contain many local minima, often producing similar surfaces
that are pairwise orthogondlincorrelated with each other by using quite different parameter sets. It was, therefore, found necessary to

and normalized to have equal energy. This new set of func-estart the “simplex” search algorithm repeatedly with randomly perturbed
tions is useful in several ways: all the original functions can starting parameters in order to guarantee an optimal fit.
be written as linear combinations of the new functions; all of

the new functions have the same energy, all the new funC/_Akeroyd, M. A., and Summerfield, A. Q1999. “A binaural analog of gap

tions are uncorrelated. detection,” J. Acoust. Soc. AnL05, 2807—2820.
The following procedure is simplified here to the caseBaker, R. J., Rosen, S., and Darling, A. 1998. “An efficient characteri-
with only two waveforms in the set, because that is all we sation of human auditory filtering across level and frequency that is also

. hysiologically reasonable,” iRsychological and Physiological Advances
need. The procedure can be generalized to any number Ofr]1 Hearing, edited by A. R. Palmer, A. Rees, A. Q. Summerfield, and R.

waveforms. Also, we present the case of discrete-time meddis(Whurr, London, pp. 81-88.

(sample()l waveforms. In Wozencraft and Jacaold965, the Bernstein, L. R., and Trahiotis, G1992. “Discrimination of interaural

case of continuous-time waveforms is presented. envelqpe correlation gnd itsngela;igg tg téinaural unmasking at high fre-
uencies,” J. Acoust. Soc. An®1, -316.

Assume tWCN'SB'mpIe nonzero wavefornzsandb, that Bgrnstein, L. R., and Trahiotis, €19964. “On the use of the normalized
are not perfectly correlated with each other, such as two in- correlation as an index of interaural envelope correlation,” J. Acoust. Soc.
dependent samples of noise. Represent thefa,asand{b;} Am. 100, 1754-1763. . _
fori=1,..N. There are four steps outlined next. that resunBernsteln, L. R., and Trahiotis, ©@1996h. “The normalized correlation:

. ' ’ , - Accounting for binaural detection across center frequency,” J. Acoust.
in two orthogonal waveforméa;} and{b/}, where{b/} has Soc. Am.100, 306—316.

identical rms power to, and zero correlation wifh;}. Fol-  Bernstein, L. R., Trahiotis, C., and Hyde, E. (1998. “Inter-individual
lowing this orthogonalization procedura, and b’ can be differences in binaural detection of low-frequency of high-frequency tonal

mixed according to Eq(A1), to give a precise correlatiop, ig’;ﬂ%gﬁkgfgw narrow-band or broadband noise,”J. Acoust. Soc. Am.

betweena and the mixturem: Bronkhorst, A. W., and Plomp, R(1988. “The effect of head-induced
_ 5 - interaural time and level differences on speech intelligibility in noise,” J.
m;i=pa;+y1-pi for i=1,.N. (A1) Acoust. Soc. Am83, 1508—1516.
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