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ABSTRACT

Planck allows unbiased mapping of Galactic sub-millimetre and millimetre emission from the most diffuse regions to the densest parts of molecular clouds. We present an early analysis of the Taurus molecular complex, on line-of-sight-averaged data and without component separation. The emission spectrum measured by Planck and IRAS can be fitted pixel by pixel using a single modified blackbody. Some systematic residuals are detected at 353 GHz and 143 GHz, with amplitudes around ~7% and +13%, respectively, indicating that the measured spectra are likely more complex than a simple modified blackbody. Significant positive residuals are also detected in the molecular regions and in the 217 GHz and 100 GHz bands, mainly caused by the contribution of the $J = 2 \rightarrow 1$ and $J = 1 \rightarrow 0$ CO and $^{12}$CO emission lines. We derive maps of the dust temperature $T$, the dust spectral emissivity index $\beta$, and the dust optical depth at 250 $\mu$m $\tau_{250}$. The temperature map illustrates the cooling of the dust particles in thermal equilibrium with the incident radiation field, from 16–17 K in the diffuse regions to 13–14 K in the dense parts. The distribution of spectral indices is centred at 1.78, with a standard deviation of 0.08 and a systematic error of 0.07. We detect a significant $T \rightarrow \beta$ anti-correlation. The dust optical depth map reveals the spatial distribution of the column density of the molecular complex from the densest molecular regions to the faint diffuse regions. We use near-infrared extinction and H I data at 21 cm to perform a quantitative analysis of the spatial variations of the measured dust optical depth at 250 $\mu$m per hydrogen atom $\tau_{250}/N_{H}$. We report an increase of $\tau_{250}/N_{H}$ by a factor of about 2 between the atomic phase and the molecular phase, which has a strong impact on the equilibrium temperature of the dust particles.
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1. Introduction

Planck\(^1\) (Taubet et al. 2010; Planck Collaboration 2011a) is the third-generation space mission to measure the anisotropy of the cosmic microwave background (CMB). It observes the sky in nine frequency bands covering 30–857 GHz with high sensitivity and angular resolution from 3’ to 5’. The Low Frequency Instrument (LFI; Mandolesi et al. 2010; Bersanelli et al. 2010; Mennella et al. 2011) covers the 30, 44, and 70 GHz bands with amplifiers cooled to 20 K. The High Frequency Instrument (HFI; Lamarre et al. 2010; Planck HFI Core Team 2011a) covers the 100, 143, 217, 353, 545, and 857 GHz bands with bolometers cooled to 0.1 K. Polarisation is measured in all but the highest two bands (Leahy et al. 2010; Rosset et al. 2010). A combination of radiative cooling and three mechanical coolers produces the temperatures needed for the detectors and optics (Planck Collaboration 2011b). Two data processing centres (DPCs) check and calibrate the data and make maps of the sky (Planck HFI Core Team 2011b; Zacchei et al. 2011). Planck’s sensitivity, angular resolution, and frequency coverage make it a powerful instrument for Galactic and extragalactic astrophysics as well as cosmology. Early astrophysics results are given in Planck Collaboration (2011h,u). This paper presents the early results of the analysis of Planck/HFI observations of the Taurus molecular cloud.

IRAS provided a complete view of the interstellar matter in our Galaxy in four photometric bands from 12 to 100 µm with angular resolution of about 4’. The 12, 25, and 60 µm bands are mainly sensitive to the emission of the smallest interstellar grains. They are aromatic hydrocarbons (large molecules) and amorphous hydrocarbon grains that undergo stochastic heating upon photon absorption, and tend to emit most of their energy at wavelengths shortward of 100 µm. The large particles have dimensions of the order of 100 nm and make up the bulk of the dust mass. They are in equilibrium between thermal emission and absorption of UV and visible photons from incident radiation. Only one IRAS band, at 100 µm, is dominated by the emission of this dust component. DIRBE and FIRAS on board COBE produced all-sky maps at longer wavelengths, with angular resolution lower than IRAS (40’ and 7’, respectively), which allowed the measurement of dust temperatures and spectral indices. The dust temperature was found to be on average ~17.5 K (with a spectral emissivity index \(\beta = 2\)) in the diffuse atomic medium (Boulanger et al. 1996) and to be lower in molecular clouds with no embedded bright stars (Lagache et al. 1998). Small patches of molecular clouds have been observed in more detail from the ground by the JCMT (Johnstone & Bally 1999), by balloon-borne experiments PRONAOS (Ristorcelli et al. 1998), Archeops (Désert et al. 2008) and BLAST (Netterfield et al. 2009), and from space by Spitzer (e.g., Flagey et al. 2009) and Herschel (e.g., André et al. 2010; Motte et al. 2010; Abergel et al. 2010; Juvela et al. 2011).

With Planck, the whole sky emission of thermal dust is mapped from the submillimetre to the millimetre range, with angular resolution comparable to IRAS. We have complete and unbiased surveys of molecular clouds not only in terms of spatial coverage, but also in terms of spatial content of the data. Unlike ground or balloon observations, the maps contain all angular scales above the diffraction limit without spatial filtering. This is extremely important for Galactic science, because the interstellar matter contains a large range of intricate spatial scales. Moreover, the emission is measured with unprecedented signal-to-noise ratio down to the faintest parts surrounding the bright and dense regions. Up to now, the rotational transitions of carbon monoxide (CO) were the main tracer of the interstellar matter in molecular clouds. With Planck thermal dust becomes a new tracer. The spectral coverage and the sensitivity allow for each line of sight precise measurements of the temperature, of the spectral emissivity index, and of the optical depth, independent of the excitation conditions.

Molecular clouds present a wide range of physical conditions (illumination, density, star-forming activity), so are ideal targets for studying the emission properties of dust grains and their evolution. The goal of this paper is to discuss the results of the early analysis of HFI maps of the Taurus complex, which is one of the nearest giant molecular clouds (\(d = 140\) pc, from Kenyon et al. 1994) with low-mass star-forming activity.

First we present the HFI data and the ancillary observations used for this paper (Sect. 2). Then we describe the emission spectrum of thermal dust measured by HFI and IRAS, and discuss the validity of the measured spectra fitting with one single modified blackbody (Sect. 3). Maps of the dust temperature and of the spectral emissivity index are analysed in Sect. 4. Then in Sect. 5 we discuss the evolution of the dust optical depth/column density conversion factor (\(\tau/N_H\)) from the atomic diffuse regions to the molecular regions.

2. Observations

2.1. HFI data

We used the DR2 release of the HFI maps presented in Fig. 1 and begin with Healpix (Górski et al. 2005) with \(N_{side} = 2048\) (pixel size 1’/7). The data processing and calibration are described in Planck HFI Core Team (2011b). An important step is the removal of the CMB through a needlelet internal linear combination method.

The systematic calibration accuracy of HFI is summarized in Table 1 (from Planck HFI Core Team 2011a). For the two bands at 857 and 545 GHz, the gain calibration is performed using FIRAS data. The CMB dipole is used at lower frequencies. The systematic errors on the gain calibration are 7% for the 857 and 545 GHz bands, respectively (estimated using the dispersion in different regions of the sky), and about 2% for the other bands. We estimated the statistical noise as follows (see also Appendix B of Planck Collaboration 2011t, for details). Two independent maps of the sky have been computed by the DPC from the first- and second-half ring of each pointing period. Because the coverage is identical for these two maps, the standard deviation of their half difference, \(\sigma_{HR}\), is equal to the standard deviation of the average map. For all bands, we compared the computed value of \(\sigma_{HR}\) with the standard deviation \(\sigma_{ref}\) of the DR2 map computed within a reference 48’ × 48’ window centred at \(l = 165.43; b = -21.06\), chosen in the lowest part of the map (white square in the first image of Fig. 1). Obviously, the values of \(\sigma_{ref}\) give only upper limits on the statistical noise because of the contributions of CMB residuals, and of cosmic infrared background (CIB) and thermal dust fluctuations that increase with increasing frequencies. Table 1 shows that for the 100, 143, and
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\(^1\) Planck (http://www.esa.int/Planck) is a project of the European Space Agency (ESA) with instruments provided by two scientific consortia funded by ESA member states (in particular the lead countries France and Italy), with contributions from NASA (USA) and telescope reflectors provided by a collaboration between ESA and a scientific consortium led and funded by Denmark.
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\(\sigma_{ref}\) give only upper limits on the statistical noise because of the contributions of CMB residuals, and of cosmic infrared background (CIB) and thermal dust fluctuations that increase with increasing frequencies. Table 1 shows that for the 100, 143, and...
Fig. 1. IRAS and HFI maps of the Taurus molecular cloud, in MJy sr$^{-1}$. The 48’ × 48’ reference window is seen on the IRAS map at 100μm (3000 GHz). For all maps the average brightness computed within the reference window is subtracted.
217 GHz bands, $\sigma_{\text{HR}}$ is almost identical to $\sigma_{\text{ref}}$. Therefore we conclude that

1. the standard deviation of CMB residuals is lower than the statistical noise in all bands;
2. the standard deviation of the CIB anisotropies (CIBA) appears lower than the measured statistical noise in the 100, 143, and 217 GHz bands (which is compatible with the CIBA measurements in Planck Collaboration 2011n);
3. the computed values of $\sigma_{\text{HR}}$ give realistic estimates of the statistical noise.

For this early analysis, we used a constant statistical noise in each band, taken equal to the values of $\sigma_{\text{HR}}$ in Table 1.

### 2.2. Ancillary data

We combined the Planck maps with IRAS maps at 100 $\mu$m (3000 GHz), using the IRIS (Improved Reprocessing of the IRAS Survey) data computed by Miville-Deschênes & Lagache (2005). The statistical noise of the 100 $\mu$m maps is about 0.06 MJy sr$^{-1}$ per pixel (pixel size of 1.8$''$), while the systematic error in the gain calibration from DIRBE is estimated to be 13.5% (from Miville-Deschênes & Lagache 2005). For the Taurus molecular cloud, the 100 $\mu$m brightness is in the range 1–20 MJy sr$^{-1}$, so the statistical noise translates into relative errors in the range 0.03–6%, well below the systematic error on the gain.

The atomic gas was traced on large scales using the H$_1$ data at 21 cm taken with the Leiden/Dwingeloo 25-m telescope with an angular resolution of 36$''$ by Hartmann & Burton (1997). The velocity spacing was 1.03 km s$^{-1}$, and the local standard of rest (LSR) velocity range was $-450 < V_{\text{LSR}} < 400$ km s$^{-1}$. The data were corrected for contamination from stray light radiation to the 0.07 K sensitivity level (Hartmann et al. 1996).

The large-scale survey in the $^{12}$CO ($J = 1 \rightarrow 0$) emission line taken by Dame et al. (2001) with the CFA telescope was used to trace the molecular gas. The beam width was 8.8$''$ ± 0.2$''$. For the observations of the Taurus molecular cloud, the sampling distance was equal to 7.5$''$, the channel width is 0.65 km s$^{-1}$ and the channel rms noise was 0.25 K. The data cubes were transformed into the velocity-integrated intensity of the line ($W_{\text{CO}}$) by integrating the velocity range where the CO emission is significantly detected using the moment method proposed by Dame et al. (2001). The statistical noise level of the $W_{\text{CO}}$ map is typically 1.2 K km s$^{-1}$.

In order to analyse the central region of the Taurus molecular cloud with the $^{12}$CO $J = 1 \rightarrow 0$ emission lines, we also used the FCRAO survey of 98 deg$^2$ conducted with an angular resolution 47$''$ (Narayanan et al. 2008; Goldsmith et al. 2008). We applied the error beam scaling factor recently proposed by Pineda et al. (2010), so that the intensities of the CIA and FCRAO surveys of the $^{12}$CO emission line are compatible. The statistical noise per pixel (with pixel size of 0.33$''$) of the velocity-integrated intensity maps is about 0.4 K km s$^{-1}$ for the $^{12}$CO line.

### 3. Emission spectrum of thermal dust

#### 3.1. Reference spectrum

The combination of IRAS and Planck data provides the spectral energy distribution (SED) from 3000 GHz (100 $\mu$m) to 100 GHz (3 mm) for each pixel of the maps. The CMB has been removed from the maps we use. The maps could contain some CMB residual, but with an amplitude lower than the statistical noise even in the low frequency channels (see Sect. 2.1).

In all bands, the maps contain Galactic and non-Galactic emission that is not associated with the Taurus complex. Therefore, we subtracted for all maps the average brightness computed within the reference 48$''$ × 48$''$ window, chosen in the faintest region (white square in the first image of Fig. 1 and central coordinates given above in Sect. 2.1) of the map. This is illustrated for one pixel in Fig. 3. The average spectrum in the reference window is also shown in Fig. 3, together with the CIB spectrum (from FIRAS data by Fixsen et al. 1998) at the central frequencies of the HFI filters. We see that the reference spectrum is mainly caused by Galactic atomic emission (there is no detected emission within the $^{12}$CO $J = 1 \rightarrow 0$ line), since the CIB contributes not more than 5–10%.

In order to derive the dust optical depth per column density in the atomic phase (Sect. 5.2), the emission measured within the same reference window will be subtracted from the H$_1$ data.

#### 3.2. Choice of the spectral bands

We focus our analysis on the emission of dust particles in equilibrium between thermal emission and absorption of UV and visible photons from incident radiation. Therefore, we did not
Fig. 2. Upper left panel: column density derived from the H\textsubscript{i} data at 21 cm (Hartmann & Burton 1997). Upper right panel: $^{12}$CO ($J = 1 \rightarrow 0$) velocity integrated emission line (Dame et al. 2001). Lower left panel: $^{13}$CO ($J = 1 \rightarrow 0$) velocity integrated emission line (Narayanan et al. 2008; Goldsmith et al. 2008). Lower right panel: NIR extinction using 2MASS (Pineda et al. 2010). The $^{13}$CO and NIR extinction maps are smoothed at the angular resolution of the 143 GHz HFI band (FWHM: 7.08\arcmin).

Fig. 3. Spectrum of one pixel in the non-molecular region: crosses, total brightness $I_{\text{tot}}$; triangles, average brightness $I_{\text{ref}}$ within the reference 48\arcmin $\times$ 48\arcmin window (seen on the 3000 GHz panel of Fig. 1); squares, $I_{\text{tot}} - I_{\text{ref}}$; and diamonds, CIB spectrum at the central frequency of the HFI filters from 857 to 217 GHz, from Fixsen et al. (1998).

use the IRAS maps at 12, 25, and 60 $\mu$m because of the contribution of small dust particles transiently heated each time they absorb a UV/visible photon. In all spectra presented in this paper, we left the 60 $\mu$m data points in the figures to illustrate this contribution, but these data points were not used to analyse the SEDs. In the 100 $\mu$m band, the contribution of these small particles is expected to be lower than 10\% if the intensity of the interstellar radiation field is of the order of the value in the local diffuse ISM (e.g., Compiègne et al. 2011), as is the case in the Taurus molecular complex. This contribution is in any case lower than the gain calibration error of IRAS at 100 $\mu$m (13.5\%, see Sect. 2.2).

For this early analysis, we did not use the data taken at 100 and 217 GHz to analyse the thermal dust emission because they are expected to be contaminated in the molecular regions by rotational $J = 1 \rightarrow 0$ and $J = 2 \rightarrow 1$ $^{12}$CO emission lines and by $^{13}$CO emission lines with a lower amplitude. Higher $J$-lines in the other bands have a lower relative amplitude and are neglected for this early analysis. We also neglected the emission of molecular lines tracing the densest regions. Therefore, in a first step only the bands at 3000, 857, 545, 353, and 143 GHz (100, 350, 545, 850, and 2100 $\mu$m) were used to analyse the thermal dust emission.

In practice, we smoothed all maps to the angular resolution of the 143 GHz data (FWHM: 7.08\arcmin), assuming isotropic Gaussian beams and taking the FWHM from Miville-Deschênes & Lagache (2005) for IRAS and from Planck HFI Core Team (2011a) for HFI. We did not take into account the ellipticity of the PSF (Planck HFI Core Team 2011a). This may introduce some error for the detailed analysis of individual structures, but
our goal is not to to derive any quantitative results for individual structures, but to extract from a pixel by pixel analysis some quantitative information on the emission that emerges from the non-molecular region, but to extract from a pixel by pixel analysis some quantitative information on the emission that emerges from the molecular region.

3.3. Principle of fitting

In this early analysis, the fitting function is a single and optically thin modified blackbody:

\[ I_\nu = \tau_\nu_0 \times \left( \frac{\nu}{\nu_0} \right)^\beta \times B_\nu(T), \]

where \( \tau_\nu_0 \) is the dust optical depth at frequency \( \nu_0 \), \( \beta \) is the spectral emissivity index, \( B_\nu \) is the Planck function, and \( T \) the dust temperature. All quantitative values of the dust optical depth will be given at the frequency \( \nu_0 = 1200 \text{ GHz (250\,\mu m)} \) to be comparable to previous analyses, and we define \( \tau_\nu_0 = \tau_{250} \).

The three computed parameters for each pixel are \( T \), \( \beta \), and \( \tau_{250} \). We used the IDL MPFIT routine, which performs weighted least-squares curve fitting of the data (Markwardt 2009) taking into account the noise (statistical noise or calibration uncertainty) for each spectral band. We applied colour-correction factors computed using version 1 of the transmission curves (Planck HFI Core Team 2011a).

The goal of this adjustment is to reduce the properties of the SED measured for each line of sight to the set of three parameters \( T, \beta \), and \( \tau_{250} \). The temperature, spectral emissivity index, and optical depth of the emitting dust particles along the line of sight can obviously vary, so the fitted values of the three parameters, while representing some average properties, cannot give the complete picture of the dust particles located along that line of sight. Moreover, we assumed that the spectral emissivity index \( \beta \) of the measured spectra is constant from far-infrared (FIR) to millimetre wavelengths. The spectral emissivity index of dust emission may vary due to temperature-dependent mechanisms at low temperatures, including free-charge carrier processes, two-phonon difference processes, and absorption mechanisms in two-level systems (Agladze et al. 1996; Meny et al. 2007). Moreover, the measured spectra can be broadened around the peak of the modified blackbody in the submillimeter (submm) because of the contribution of dust at different temperatures. Thus, the spectral emissivity index \( \beta \) of the measured spectra could increase from the submm to the millimeter, as illustrated by Shetty et al. (2009b).

3.4. Example of spectra. Systematic errors on the parameters derived from the fit

Figure 4 is an illustration of the fitting for two pixels, one taken at a position with detected CO emission (within the \(^{12}\text{CO}\) \( J = 1 \rightarrow 0 \) line), the other at a position with no detected CO emission. We used for the fitting the statistical noise for HFI and IRAS data discussed in Sect. 2, taking into account the smoothing of the map at the angular resolution of the 143 GHz band.

Simulations have been performed to understand and to quantify the propagation of the calibration errors, the statistical noise, and the CIBA in the determination of \( T, \beta \), and \( \tau_{250} \) (see Appendix A for details). The calibration errors propagate into systematic errors in \( T, \beta \), and \( \tau_{250} \) of about 0.7 K, 0.07, and 18%, respectively. We have also shown that the statistical noise and the CIBA propagates into statistical noise levels in \( T \), \( \beta \), and \( \tau_{250} \) in the range 0.1−1 K, 0.025−0.25 and 2−20%, respectively, depending on the 100\,\mu m brightness (10−1 MJy sr\(^{-1}\)). Moreover, both for systematic errors and statistical noises, the three parameters are strongly correlated or anti-correlated (Fig. A.1).

The two spectra of Fig. 4 show that to first order, a single modified blackbody gives a reasonable representation of the SED measured by IRAS and HFI. Obviously by increasing the number of free parameters in our fit (e.g., by using two modified blackbodies with different temperatures and spectral indices) it is possible to improve the fits significantly, but this is not our goal in this early paper. We used exactly the same method to fit the spectra for all pixels of the map to derive the temperature map and the spectral emissivity index map shown in Fig. 7.

3.5. Analysis of the residuals

The fit residuals allow us to assess the limitations of using a single modified blackbody to fit the data. As seen in Sect. 3.2, fits were made to the 3000, 857, 545, 353, and 143 GHz data all smoothed to the angular resolution of 143 GHz. The residual map at 100 GHz was computed from the difference between the synthetic spectra smoothed at the 100 GHz resolution and the data at 100 GHz. The residual map of the fitting in all bands is...
**Fig. 5.** Same as Fig. 1 for the fit residuals. The bottom right image is the CO $J = 1 \rightarrow 0$ integrated emission from Dame et al. (2001). The units are K km s$^{-1}$. 
Fig. 6. Same as Fig. 1 for the relative fit residuals. Units here are percentages.
shown in Fig. 5. Figure 6 shows the relative residual map (residual map divided by measured map).

3.5.1. Residuals for the five fitted bands

We see in Fig. 6 that the relative residuals are distributed around zero and below 1–3% for the 3000, 857, and 545 Hz bands. On the other hand, the residuals at 353 GHz are systematically negative, with a median relative amplitude about −7%, while the residuals at 143 GHz are systematically positive, with a median relative amplitude about +13%. As can be seen in Figs. 5 and 6, these residuals are spatially correlated with the measured brightness, so they are related to the emission spectrum of the dust particles located in the complex.

We have seen in Sect. 2.1 (Table 1, from Planck HFI Core Team 2011a) that the calibration errors are estimated to be 13.5% at 3000 GHz (100 μm), 7% at 857 and 545 GHz, and 2% at 353 and 143 GHz. These numbers translate into systematic errors of about 5% and 4% on the 353 and 143 GHz brightnesses (computed from the fit of the five bands), respectively. We conclude in this early analysis that the negative residuals at 353 GHz (with a median amplitude about −7%) and the positive residuals at 143 GHz (with a median amplitude about +13%) are not caused by calibration errors. The negative residuals at 353 GHz could be caused by a broadening of the measured spectra around the peak of the modified blackbody (3000–545 GHz spectral range) because of the contribution of dust at different temperatures along the line of sight. On the other hand, the positive residuals at 143 GHz suggest a flattening of the emission spectra at low frequencies.

3.5.2. Residuals at 217 and 100 GHz

As shown in Fig. 5, there is a striking spatial correlation between the residual maps at 100 GHz and 217 GHz and the map of the integrated emission of the $^{12}$CO $J = 1 → 0$ emission line. This confirms that 100 GHz and 217 GHz residuals are dominated by a contamination by CO molecular lines (mainly $^{13}$CO, but also $^{12}$CO and other isotopes and molecules in the densest regions). However, we have seen above that the measured dust spectra are more complex than a single modified blackbody from 3000 GHz to 100 GHz, so the residuals computed at 100 GHz and 217 GHz in this early analysis and shown in Fig. 5 are only indicative of the CO emission.

4. Analysis of the dust temperature and spectral emissivity index maps

4.1. Dust temperature map

The dust temperature map is shown in Fig. 7. The black regions are artifacts: they correspond to low values of the temperature (below 12 K) caused by statistical noise and CIBA estimated from our simulations presented in Fig. A.2. Excluding these regions and some residual stripping in the faintest regions with amplitudes around 0.15 K, most of the variations seen on the temperature map are real because their amplitude is higher than the noise computed from our simulations (about 0.1–1 K for $I(100 \mu m) = 10–1$ MJy sr$^{-1}$, from Fig. A.2).

At least three regions with different temperature distributions can be identified in the temperature map (Fig. 7) and its histogram (Fig. 8):

- the outer parts of the molecular cloud (with no detected $^{12}$CO emission), with temperatures $\sim$16–17.5 K;
- the molecular cloud with detected $^{13}$CO emission but no detected $^{12}$CO emission, with temperatures $\sim$15–17 K;
- the densest parts of the molecular cloud with detected $^{13}$CO emission which coincide with the well-known dense filaments, with temperatures $\sim$13–16 K.

Most of the differences between the IRAS map at 100 μm and the HFI maps (Fig. 1) are caused by temperature variations. Except in diffuse regions with uniform illumination and constant dust temperature, this demonstrates that IRAS maps at 100 μm used alone cannot properly probe the gas column density. Comparable temperature variations have also been found by Plagey et al. (2009) in the central region of our field (average temperature about 14.5 K with a dispersion of 1 K) by combining Spitzer 160 μm and IRAS 100 μm maps and assuming a constant value of $\beta$ equal to 2.

4.2. Spectral emissivity index map

The spectral emissivity index presents a symmetric distribution (Fig. 8) with average and median values both equal to 1.78 and a standard deviation $\sigma_\beta = 0.08$. The standard deviation caused by statistical noise and CIBA estimated from our simulations is in
Dust temperature and spectral emissivity index histograms: black, all pixels; green, pixels without detected $^{12}$CO emission; red, pixels with detected $^{12}$CO emission but no detected $^{13}$CO emission in the central molecular region covered by Pineda et al. (2010); and blue, pixels in the central molecular region with detected $^{13}$CO emission.

Moreover, we can see in Fig. 7 and more explicitly in the first panel of Fig. 9 that there is a some anti-correlation between $T$ and $\beta$. The higher values of $\beta$ (>1.8) are found in the coldest (about 14 K) structures.

We show in Appendix A and it was also discussed in detail by Shetty et al. (2009a,b) that the instrumental errors always produce intrinsic anti-correlation between $T$ and $\beta$. A significant fraction of the anti-correlation seen in Fig. 9 could be caused by noise. However, high values of $\beta$ generally correspond to bright regions. This is illustrated in the second panel of Fig. 9, which shows the $T - \beta$ correlation diagram for pixels in the molecular region with detected CO emission and $I (100 \mu m) > 10$ MJy sr$^{-1}$: the $T - \beta$ anti-correlation is still visible, with an amplitude significantly higher to what is expected from the contribution of the statistical noise and the CIBA computed from simulations (green points in the first panel of Fig. A.1).

Previous observations of thermal dust emission at FIR to millimetre wavelengths in a variety of Galactic regions indicate an anti-correlation between the fitted values of the spectral emissivity index $\beta$ and the dust temperature, from PRONAOS data for $T = 12-20$ K (Dupac et al. 2003), Archeops data for $T = 7-27$ K (Désert et al. 2008), and Herschel data for $T = 10-30$ K (e.g., Anderson et al. 2010; Paradis et al. 2010). We see in Fig. 9 that the $T - \beta$ anti-correlation we find is steeper than the relation deduced from PRONAOS, but comparable to the relation deduced from Archeops. This $T - \beta$ anti-correlation is for line-of-sight-averaged data and reveals an intrinsic property of the emission spectrum of the dust particles (e.g., Meny et al. 2007; Boudet et al. 2005). The amplitude of the anti-correlation may be higher for the emission spectrum of the dust particles than for line-of-sight-averaged data because in the general case there is a combination of dust temperatures in each line of sight.

### 4.3. Comparison with other Planck results and dust models

As shown in Planck Collaboration (2011t), both FIRAS and HFI+IRAS spectra of the local diffuse ISM can be well-fit by a modified blackbody with $T = 17.9$ K and $\beta = 1.8$. Moreover, median values of $T = 17.7$ K and $\beta = 1.8$ are also found at $b > 10^\circ$ in the all-sky analysis using the 3000, 857, and 545 GHz bands (Planck Collaboration 2011o). These two results are fully compatible with our distribution of spectral emissivity indices the range 0.025–0.25 for $I (100 \mu m) = 10–1$ MJy sr$^{-1}$ (Fig. A.2).

Moreover, we can see in Fig. 7 and more explicitly in the first panel of Fig. 9 that there is a some anti-correlation between $T$ and $\beta$. The higher values of $\beta$ (>1.8) are found in the coldest about 14 K) structures.

We show in Appendix A and it was also discussed in detail by Shetty et al. (2009a,b) that the instrumental errors always produce intrinsic anti-correlation between $T$ and $\beta$. A significant fraction of the anti-correlation seen in Fig. 9 could be caused by noise. However, high values of $\beta$ generally correspond to bright regions. This is illustrated in the second panel of Fig. 9, which shows the $T - \beta$ correlation diagram for pixels in the molecular region with detected CO emission and $I (100 \mu m) > 10$ MJy sr$^{-1}$: the $T - \beta$ anti-correlation is still visible, with an amplitude significantly higher to what is expected from the contribution of the statistical noise and the CIBA computed from simulations (green points in the first panel of Fig. A.1).

Previous observations of thermal dust emission at FIR to millimetre wavelengths in a variety of Galactic regions indicate an anti-correlation between the fitted values of the spectral emissivity index $\beta$ and the dust temperature, from PRONAOS data for $T = 12-20$ K (Dupac et al. 2003), Archeops data for $T = 7-27$ K (Désert et al. 2008), and Herschel data for $T = 10-30$ K (e.g., Anderson et al. 2010; Paradis et al. 2010). We see in Fig. 9 that the $T - \beta$ anti-correlation we find is steeper than the relation deduced from PRONAOS, but comparable to the relation deduced from Archeops. This $T - \beta$ anti-correlation is for line-of-sight-averaged data and reveals an intrinsic property of the emission spectrum of the dust particles (e.g., Meny et al. 2007; Boudet et al. 2005). The amplitude of the anti-correlation may be higher for the emission spectrum of the dust particles than for line-of-sight-averaged data because in the general case there is a combination of dust temperatures in each line of sight.

As shown in Planck Collaboration (2011t), both FIRAS and HFI+IRAS spectra of the local diffuse ISM can be well-fit by a modified blackbody with $T = 17.9$ K and $\beta = 1.8$. Moreover, median values of $T = 17.7$ K and $\beta = 1.8$ are also found at $b > 10^\circ$ in the all-sky analysis using the 3000, 857, and 545 GHz bands (Planck Collaboration 2011o). These two results are fully compatible with our distribution of spectral emissivity indices the range 0.025–0.25 for $I (100 \mu m) = 10–1$ MJy sr$^{-1}$ (Fig. A.2).

Moreover, we can see in Fig. 7 and more explicitly in the first panel of Fig. 9 that there is a some anti-correlation between $T$ and $\beta$. The higher values of $\beta$ (>1.8) are found in the coldest about 14 K) structures.

We show in Appendix A and it was also discussed in detail by Shetty et al. (2009a,b) that the instrumental errors always produce intrinsic anti-correlation between $T$ and $\beta$. A significant fraction of the anti-correlation seen in Fig. 9 could be caused by noise. However, high values of $\beta$ generally correspond to bright regions. This is illustrated in the second panel of Fig. 9, which shows the $T - \beta$ correlation diagram for pixels in the molecular region with detected CO emission and $I (100 \mu m) > 10$ MJy sr$^{-1}$: the $T - \beta$ anti-correlation is still visible, with an amplitude significantly higher to what is expected from the contribution of the statistical noise and the CIBA computed from simulations (green points in the first panel of Fig. A.1).

Previous observations of thermal dust emission at FIR to millimetre wavelengths in a variety of Galactic regions indicate an anti-correlation between the fitted values of the spectral emissivity index $\beta$ and the dust temperature, from PRONAOS data for $T = 12-20$ K (Dupac et al. 2003), Archeops data for $T = 7-27$ K (Désert et al. 2008), and Herschel data for $T = 10-30$ K (e.g., Anderson et al. 2010; Paradis et al. 2010). We see in Fig. 9 that the $T - \beta$ anti-correlation we find is steeper than the relation deduced from PRONAOS, but comparable to the relation deduced from Archeops. This $T - \beta$ anti-correlation is for line-of-sight-averaged data and reveals an intrinsic property of the emission spectrum of the dust particles (e.g., Meny et al. 2007; Boudet et al. 2005). The amplitude of the anti-correlation may be higher for the emission spectrum of the dust particles than for line-of-sight-averaged data because in the general case there is a combination of dust temperatures in each line of sight.
We compare here our results to the dust models of Draine & Li (2007) and Compiègne et al. (2011), which were computed with the DustEM tool (http://www.ias.u-psud.fr/DUSTEM). As far as the properties of thermal dust are concerned, silicates are the same in both models, whereas the carbon grains are taken to be graphite (Draine & Li 2007), or hydrogenated amorphous carbon (Compiègne et al. 2011). We first computed dust emission models for all grain types in the diffuse ISM, i.e., heated by the standard interstellar radiation field (ISRF) of Mathis et al. (1983). Next, we generated simulated data points by taking the flux densities of our model spectra in the bands at 100 μm, 857, 545, 353 and 143 GHz. We then applied our fitting procedure to these simulated band flux densities. Fitting the model of Draine & Li (2007) yields $T \approx 19.6$ K and $\beta \approx 1.67$. The latter value is intermediate between that obtained from fits for silicates (1.57) and graphite (1.93) alone. Fitting the model of Compiègne et al. (2011) yields $T \approx 20.5$ K and $\beta \approx 1.52$ (see Fig. 10). Individual fits for silicates and amorphous carbon give similar values of $\beta$. We note that the highest residuals from a single modified blackbody are found between 150 and 300 μm, in the spectral gap between IRAS and HFI (Fig. 10).

For both the Draine & Li (2007) and Compiègne et al. (2011) models, the fitted values of $\beta$ are slightly below the central value found in the Taurus molecular cloud (1.78, with a systematical error of 0.07). However, it is worth noting that to account for the FIRAS spectrum of the diffuse ISM, Li & Draine (2001) decreased $\beta$ from 2.1 to 1.6 in the absorption efficiency of silicates at wavelengths above 250 μm. If we do not apply this correction and simply extrapolate the absorption efficiency of silicates as a single power law with $\beta = 2.1$ for $A \geq 30$ μm, our fit provides $T \approx 19.4$ K and $\beta \approx 1.73$ for the model of Compiègne et al. (2011), and $T \approx 18.2$ K and $\beta \approx 1.97$ for the model of Draine & Li (2007). The value of $\beta$ obtained with the Compiègne et al. (2011) model is then compatible with the observations. Finally, the dust temperature derived from the Compiègne et al. (2011) model is significantly higher than the value of 17.9 K found by Planck Collaboration (2011) in diffuse clouds: this is because the amorphous carbon of Compiègne et al. (2011) absorbs the ISRF in the near-IR (between 1 and 10 μm) more efficiently than graphite or silicates.

This first comparison of the Planck data and recent dust models shows that the emission of thermal dust can be represented as a first approximation by a single modified blackbody with a constant spectral emissivity index $\beta$.

### 5. Dust optical depth per unit column density

We have seen in the previous section that the spectral coverage of Planck/HFI allows for the measurement of the dust temperature and of the spectral emissivity index $\beta$ for each line of sight. The third adjustable parameter is the dust optical depth at 250 μm, $\tau_{250}$. To allow a direct comparison of dust optical depth results with the other Planck Early Results papers, we fitted the data using only the bands at 3000, 857, and 545 GHz, holding $\beta$ fixed at 1.8. Compared to fits with five bands (including 353 and 143 GHz), the fitted optical depths do not change by more than about 10%.

For the first time we have an unbiased map of the optical depth of thermal dust in a molecular complex from the most diffuse regions to the densest parts. The optical depth map in Fig. 11 has a dynamic range greater than 100. The statistical error and the systematic noise in $\tau_{250}$ are estimated to be about 1−10% and 12%, respectively, using the method described in Appendix A (but with a fixed value of $\beta = 1.8$, and considering fitting of only the three bands at 3000, 857, 545 GHz).

#### 5.1. Independent tracers of the column density

##### 5.1.1. Atomic phase

The column density of the atomic gas is traced using the H I data at 21 cm taken with the Leiden/Dwingeloo 25-m telescope with an angular resolution of 36′ (Hartmann & Burton 1997). In the optically thin hypothesis, the velocity-integrated emission can be converted to column density using the classical factor $L^{-1} \cdot km^{-1} \cdot s^{-1} = 1.81 \times 10^{18}$ cm$^{-2}$. However, the H I emission is subject to self-absorption in the cold neutral medium (CNM), and $N_{\text{H}}$ can be underestimated. An exact calculation requires knowledge of the density profiles of the CNM components along each line of sight. This estimate has been performed by Heiles & Troland (2003) by measuring the emission/absorption of the 21-cm line against a number of continuum sources. Correction factors around 1.25 are found in the Taurus/Perseus region. In our case, the precise correction pixel by pixel for each line of sight is not possible. We tested the simple correction method discussed in Planck Collaboration (2011), which assumes a constant spin temperature $T_S$ (this is not really justified because $T_S$ varies from the warm neutral media (WNM) to the CNM). Correction factors of about 1.1−1.5 are obtained for $T_S = 100$ K. In this early analysis we decided to apply a constant multiplicative correction factor of 1.25, with a conservative uncertainty of 20%, to derive from the H I data the column density map for the atomic phase (Fig. 2). In any case, we checked that a different choice for the correction method does not affect the quantitative analysis of the dust optical depth per unit column density in the molecular phase (see below).

The Taurus molecular cloud is 15′ from the Galactic Plane and contains large-scale emission associated with background atomic gas with LSR velocities from −50 km s$^{-1}$ to 0 km s$^{-1}$. This explains the north-south Galactic gradient in the HFI and IRAS maps (Fig. 1) and also in the dust optical depth map (Fig. 11). An east-west gradient caused by a filamentary structure that extends away from the Galactic plane and crosses the eastern part of Taurus is also detected, with velocity in the same range as the velocity in the $^{12}$CO $J = 1 \rightarrow 0$ emission line, i.e., from $-0$ km s$^{-1}$ to $-15$ km s$^{-1}$ (Narayanan et al. 2008).

##### 5.1.2. Molecular phase

The column density associated with the molecular regions can be traced with the NIR extinction map of Pineda et al. (2010) (Fig. 2), which gives the extinction caused by dust associated with the non-atomic component. Special care is taken by Pineda et al. (2010) to remove the overall extinction associated with H I located between the background stars used and the Earth (0.3 mag), and also the extinction associated with the widespread H I emission (0.12 mag).

The $J = 1 \rightarrow 0$ line of $^{12}$CO is a widely-used tracer of the molecular phase. However, this line is sensitive to variations in abundance (depletion in densest regions, formation and destruction), excitation conditions, and radiative transfer effects (the line is generally optically thick), which explains the difference between maps of integrated $^{12}$CO ($J = 1 \rightarrow 0$) emission (Dame et al. 2001; Fig. 2) and our dust optical depth map (Fig. 11). A detailed comparison between the NIR extinction and the integrated emission of the $^{12}$CO ($J = 1 \rightarrow 0$) line has been presented by Pineda et al. (2010). In this paper, our strategy is to
Fig. 10. Left panel: fit of the DustEM model of Compiègne et al. (2011) for the diffuse ISM heated by the standard interstellar radiation field (ISRF) of Mathis et al. (1983). The black solid line is the model, the squares are the model in the photometric bands at 100 µm, 857, 545 and 143 GHz, and the red solid line is the fitted spectrum. Right panel: relative residuals of the fit. The solid line is the continuous model and the triangles are the model in the photometric bands. The dashed line shows the relative residuals of the fit for the Draine & Li (2007) model. The increase of the residuals at wavelengths below 100 µm is caused by the contribution of transiently heated small particles.

Fig. 11. Maps of the dust optical depth at 250 µm (1200 GHz). Left panel: total optical depth derived from the pixel-by-pixel fit of the HFI and IRAS data. Right panel: optical depth map of the molecular phase alone (the optical depth associated with the atomic phase has been removed, see Sect. 5.3).

use the NIR extinction map of Pineda et al. (2010) as a quantitative tracer of the column density of the molecular phase. We also used the $^{12}$CO ($J = 1 \rightarrow 0$) integrated emission map of Dame et al. (2001), which covers the whole complex, to define regions containing (or not containing) molecular material.

5.2. Dust optical depth per unit column density in the atomic medium

To measure the dust optical depth at 250 µm per unit column density $\tau_{250}/N_H$ in the atomic phase, we used the column density map derived from H i data presented in Fig. 2. We subtracted from this map the averaged column density computed within the reference window (see Sect. 3.1). Then we smoothed our dust optical depth map (Fig. 11) to the angular resolution of the H i data (FWHM 36') assuming Gaussian beams. We also selected all pixels with no detected CO emission, using the $^{12}$CO ($J = 1 \rightarrow 0$) map smoothed to the H i resolution and with the criterion $W_{CO} < 0.5$ K km s$^{-1}$.

The dust optical depth at 250 µm $\tau_{250}$ as a function of the atomic column density for the selected pixels is shown in Fig. 12.

Fig. 12. Dust optical depth at 250 µm as a function of the atomic column density, for pixels with no detected CO emission. The red line shows the result of the linear regression: $\tau_{250} = 1.14 \times 10^{-26} \times N_H + 4.1 \times 10^{-5}$. The relationship presents some dispersion, which may be owing to the uncertainties in the H i opacity correction (estimated to
be 20\%, see Sect. 5.1.1), to the statistical noise in the computed values of $\tau_{250}$ (about 1–10\%, see above), and also to the contribution of some molecular material not detected on the $^{13}$CO survey. However, the relationship appears linear over the full range of column density from $1 \times 10^{20}$ cm$^{-2}$ to $3 \times 10^{21}$ cm$^{-2}$, with a slope of $\tau_{250}/N_\text{H} = 1.14 \pm 0.2 \times 10^{-25}$ cm$^{-2}$. The uncertainty of $\tau_{250}/N_\text{H}$ takes into account the uncertainty in the opacity correction of H$\text{I}$ data, the statistical noise and the systematic error in the dust optical depth map (12\%).

We conclude that the value of $\tau_{250}/N_\text{H}$ computed in the atomic medium in the Taurus region appears to be consistent with the standard value for the diffuse ISM, $1 \times 10^{-25}$ cm$^2$ (Boulanger et al. 1996).

5.3. Dust optical depth per unit column density in the molecular phase

In order to measure $\tau_{250}/N_\text{H}$ in the molecular phase, we need to subtract the dust optical depth associated with the atomic phase from the dust optical depth map. In this paper the atomic gas is traced using H$\text{I}$ data, which have an angular resolution of 36', which is significantly lower than Planck/HFI. However, the local densities are higher in the molecular phase than in the atomic one, so we can consider that in lines of sight containing detected CO emission the small scale spatial fluctuations in the dust optical depth maps are dominated by density fluctuations in the molecular phase. Consequently, first we computed the optical depth map of the dust associated to the atomic medium alone $\tau_{250,\text{HI}}$ by multiplying the H$\text{I}$ column density by the value of $\tau_{250}/N_\text{H}$ found in the previous section. Then we subtracted the $\tau_{250,\text{HI}}$ map from the dust optical depth map to obtain the map of the optical depth of the dust associated to the molecular phase (Fig. 11). We see that the north-south and east-west gradients detectable in the total dust optical depth map have disappeared, as expected.

The dust optical depth at 250 $\mu$m $\tau_{250}$ in the molecular phase as a function of the column density $N_\text{H}$ computed from the NIR extinction map of Pineda et al. 2010 (shown in the lower right panel of our Fig. 2) is presented in Fig. 13. The statistical and systematic errors on $\tau_{250}$ are estimated to be about 1–10\% and 12\%, respectively (see Sect. 5). The statistical error on $N_\text{H}$ is in the range 0.2–0.5 $\times 10^{21}$ cm$^{-2}$ for $N_\text{H} = 0–20 \times 10^{21}$ cm$^{-2}$ (see Sect. 2.2, and taking into account the smoothing at the angular resolution of the 143 GHz HFI band). The systematic error on $N_\text{H}$ is additive and is mainly caused by the uncertainty on the zero level from the correction of the extinction associated to the atomic phase located between the background stars and the Earth, and is estimated to be 0.5–1 $\times 10^{20}$ cm$^{-2}$ by Pineda et al. 2010.

We see in Fig. 13 that the $\tau_{250} - N_\text{H}$ relationship appears linear. The dispersion is mainly caused by the statistical errors on $N_\text{H}$ (0.2–0.5 $\times 10^{21}$ cm$^{-2}$) and $\tau_{250}$ (1–10\%). The slope gives a measurement of the dust optical depth per unit column density in the molecular phase $\tau_{250}/N_\text{H} = 2.32 \pm 0.3 \times 10^{-25}$. The uncertainty takes into account the statistical error on $\tau_{250}$ and $N_\text{H}$, and the systematic error on $\tau_{250}$ (12\%).

The $\tau_{250} - N_\text{H}$ linear relationship presents a faint non-zero positive residual $N_\text{H}$ ($\tau_{250} = 0$) $\approx 6 \times 10^{20}$ cm$^2$ compatible with the uncertainty on the zero level of the $N_\text{H}$ map.

5.4. Discussion

5.4.1. Previous observations

The possibility of a higher value of $\tau_{250}/N_\text{H}$ in dense clouds than in the diffuse ISM has been a long-standing question (Ossenkopf & Henning 1994; Henning et al. 1995). This was not unexpected, as dust grains must go through coagulation processes in dense environments, which tends to increase $\tau/N_\text{H}$ (e.g., Ossenkopf & Henning 1994; Stognienko et al. 1995). Low grain temperatures (~13 K) have been observed also with the PRONOS balloon in relatively diffuse clouds, the translucent Polaris Flare (Bernard et al. 1999) and one molecular filament (for $N_\text{H} \geq 2$) in the Taurus molecular cloud (Stepnik et al. 2003). As demonstrated by the authors, this low temperature cannot be explained by the effect of extinction alone; one needs to increase the value of $\tau_{250}/N_\text{H}$ (with $N_\text{H}$ derived from the NIR extinction) by a factor of about 3 compared to the standard value for the diffuse ISM of $1 \times 10^{-25}$ cm$^2$.

An increase of $\tau_{250}/N_\text{H}$ in the FIR by a factor $\geq 1.5$–4 (always with $N_\text{H}$ derived from the NIR extinction) has been detected from ISOPHOT observations of several high-latitude translucent clouds (Cambrésy et al. 2001; Burgio et al. 2003; Riederstad et al. 2006; Kiss et al. 2006; Lehtinen et al. 2007) and TMC-2 (Burgio & Laureijs 2005), by Spitzer observations of the Perseus molecular cloud (Schnee et al. 2008) and of the Taurus molecular cloud (Flagey et al. 2009), and more recently by Herschel observations of Galactic dense cores (Juvela et al. 2011). Because the decrease in temperature is generally observed to be associated with a decrease of the 60 $\mu$m over 100 $\mu$m intensity ratio, which traces the abundance of small grains relative to that of big grains, coagulation has often been invoked to explain this emissivity increase (Bernard et al. 1999; Stepnik et al. 2003; Cambrésy et al. 2005).

However, the increase of $\tau_{250}/N_\text{H}$ with increasing column density is not systematically observed. No excess is detected in the Corona Australis molecular cloud from Spitzer/MIPS or APEX/Laboca data using also the NIR extinction as a tracer of the column density (Juvela et al. 2009). Finally, contradictory results have also been obtained using the $^{12}$CO ($J = 1 \rightarrow 0$) emission line to trace the column density. For instance, Roman-Duval et al. (2010) found that the deviations between CO surface...
density and FIR emission (measured by Herschel/SPire and Spitzer/MIPS) are more probably caused by H₂ envelopes not traced by CO and therefore not accounted in the column density, than by gas-to-dust ratio or \( \tau_{250}/N_\text{H} \) variations. On large scales, Paradis et al. (2009) conclude from DIRBE, Archeops, and WMAP data that the dust that gives an excess of \( \tau_{250}/N_\text{H} \) in the submm may recover its diffuse ISM value in the millimetre. This contradicts current scenarios of dust coagulation, for which a constant emissivity increase over the whole FIR-submm wavelength range is predicted for aggregates of astronomical silicate grains. Dust optical constants in the FIR-submillimetre range, however, are not well constrained by laboratory studies.

In any case, instruments before Planck never had the angular resolution, appropriate spectral coverage, sensitivity, and mapping capability to perform full and unbiased surveys of the thermal dust emission within individual complexes, from the most diffuse regions to the densest parts. The key observational questions are: where and on which angular scale do the dust properties evolve in the ISM. Resolving these questions is the first step in understanding the physical processes that regulate the optical properties of thermal dust.

5.4.2. Planck results

We have seen in Sects. 5.2 and 5.3 that the averaged value of the dust optical depth at 250 \( \mu \)m per unit column density \( \tau_{250}/N_\text{H} \) increases from 1.14 \( \pm \) 0.2 \( \times \) \( 10^{-25} \) cm\(^2\) in the atomic phase to 2.32 \( \pm \) 0.3 \( \times \) \( 10^{-25} \) cm\(^2\) in the molecular phase. It is interesting to note that the same value of \( \tau_{250}/N_\text{H} \) was found by Flagey et al. (2009) in the molecular central region of the Taurus complex from IRAS 100\( \mu \)m and Spitzer 160\( \mu \)m maps.

In the molecular phase, the \( \tau_{250}/N_\text{H} \) relationship appears linear for \( N_\text{H} = 0 - 15 \times \) \( 10^{21} \) cm\(^{-2}\) (Fig. 13), so the value of \( \tau_{250}/N_\text{H} \) does not appear to depend on the column density \( N_\text{H} \). However, the value of \( \tau_{250}/N_\text{H} \) for dust particles located in dense regions could be higher, due to different effects:

1. Because there is no embedded heating star, the distribution of dust temperatures along a “cold” line of sight, with a low value of the measured temperature, should be generally broader than along lines of sight with higher measured temperatures. Moreover, the measured temperatures for cold lines of sight are always warmer than the average temperature along that line of sight, so the values of \( \tau_{250} \) for cold lines of sight may underestimate the average values for dust particles\(^2\) (see also Cambrésy et al. 2001; Lehtinen et al. 2007; Schnee et al. 2008).

2. As seen in Sect. 2.2, the NIR extinction map is converted into column density using the standard ratio of selective to total extinction \( R_\text{V} = 3.1 \) corresponding to the diffuse ISM. However, \( R_\text{V} \) is expected to increase at high densities (with typical extinction \( A_\text{V} > 3 \)), up to about 4.5 owing to grain growth by accretion and coagulation (Whittet et al. 2001). This increase lowers the column densities derived from the extinction. Therefore the computed values of \( \tau_{250}/N_\text{H} \) could be systematically underestimated in dense regions.

The increase of \( \tau_{250}/N_\text{H} \) by a factor around 2 between the atomic phase and the molecular phase obviously tends to decrease the equilibrium temperature of the dust particles. For constant intensity of the incident radiation field and at a first order, the temperature of the dust particles should follow the relationship \( T \sim (\tau_{250}/N_\text{H})^{-1/4} \), which gives for \( \beta = 1.8 \) a decrease of 2 K for dust at 17 K. However, the radiation field is attenuated in dense regions, and radiative transfer effects must be considered for a complete analysis of the spatial variations of the dust temperature, which is beyond the scope of this paper.

6. Conclusions

Combined with IRAS maps at 100 \( \mu \)m (3000 GHz), HFI maps at 857, 545, 353, and 143 GHz allow the precise measurement of the emission spectrum of thermal dust with unprecedented sensitivity from the faintest atomic regions to the densest parts of the Taurus molecular complex.

While the dust particles located along the lines of sight have no reason to be at the same temperature and may have different optical properties, we find that for each pixel of the map the measured spectra are reasonably fitted with a single modified blackbody, which gives one dust temperature, one spectral emissivity index, and one dust optical depth per pixel. However, the modified blackbody can be slightly broadened around the peak of the spectrum because of the range of dust temperature along the line of sight, which explains the negative residuals found at 353 GHz (around −7%). On the other hand, the positive residuals at 143 GHz (around +13%) could be attributed to a slight decrease of the spectral emissivity index at low frequency.

The dust temperature map we derive from the pixel-by-pixel fits provides a spectacular description of the cooling of the thermal dust across the whole complex from about 17.5 K to about 13 K. These variations can be caused by variations of both the excitation conditions and the optical properties of the dust particles.

The spectral emissivity index map we derive presents significant spatial variations, from 1.6 to 2. The distribution is centred on 1.78, with systematic error estimated to be 0.07. We have checked that the synthetic spectra computed with the post-Spitzer dust models of Draine & Li (2007) and Compiègne et al. (2011) have almost identical values of their spectral emissivity indexes. Slightly higher values (>1.8) are found in the coldest (about 14 K) structures, and we detect a \( T - \beta \) anti-correlation that cannot be explained by the statistical noise and the CIBA.

We also derive a dust optical depth map with a very high dynamic range, which reveals the spatial distribution of the column density of the molecular complex from the densest molecular regions to the faint diffuse regions. Using the NIR extinction as an independent tracer of the column density, we report an increase of the measured dust optical depth at 250 \( \mu \)m per unit column density in the molecular phase by a factor of about 2 compared to the value found in the diffuse atomic ISM. The increase of optical depth per unit column density for the dust particles could be even higher in dense regions, owing to radiative transfer effects and the increase of \( R_\text{V} \) in dense regions.
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\(^2\) For the same reason, we can also conclude that the inverse correlation of \( \tau_{250}/N_\text{H} \) with \( T \) is robust against the unavoidable combination of dust temperature on the line of sight, and reveals a real anti-correlation of \( \tau_{250}/N_\text{H} \) and \( T \) for the dust particles.
Appendix A: Error propagation – simulation of the fitting

A.1. Principle of the simulations

We performed Monte-Carlo simulations to understand the propagation of the calibration errors, the statistical noise, and the CIBA in the determination of the dust temperature $T$, the spectral emissivity index $\beta$, and the dust optical depth $\tau_{250}$ at 250 $\mu$m from the fit to a single modified blackbody of the five bands at 3000 GHz (100 $\mu$m), 857, 545, 353, and 143 GHz (Sect. 3.3). In practice, we computed 1000 synthetic spectra with the same values of $T$ and $\beta$ ($T = 17$ K and $\beta = 1.8$) at the central frequency of the five bands. We take a fixed value of the dust optical depth ($\tau_{250} = 1$) to study the calibration errors, and fixed values of the brightness at 100 $\mu$m to study statistical noise and CIBA. Then we randomly add some error for each band computed using a Gaussian distribution with a standard deviation $\sigma$ (and mean of 0) equal to the assumed noise. Finally, we apply our fitting procedure, and obtain for each simulation a set of 1000 values of $T$, $\beta$, and $\tau_{250}$. For the different simulations we conducted, the standard deviations obtained for each parameters are given in Table A.1, while Fig. A.1 shows the correlations between the three parameters.

A.2. Calibration errors

In order to study the propagation of calibration errors, we took standard deviations of the simulated noise equal to the calibration errors presented in Sect. 2.1. For the two HFI bands at 545 and 857 GHz, we assumed that the calibration errors are fully correlated between the two bands, so in the simulation we took the same realization of the simulated Gaussian noise. In contrast, the calibration error at 143 GHz is not correlated with the calibration error of the two high frequency bands.

The fitted values of $T$ and $\beta$ computed for the 1000 synthetic spectra are presented in Fig. A.1 (black symbols). We observe the classical anti-correlation intrinsic to the noise identified by several authors (e.g., Shetty et al. 2009b). The dust optical depth at 250 $\mu$m $\tau_{250}$ is also anti-correlated with $T$ owing to the temperature dependance of the Planck function. Finally $\tau_{250}$ is correlated with $\beta$, as expected, since both $T - \beta$ and $T - \tau_{250}$ are anti-correlated.

To first order, we can consider that for each band the calibration error is constant over the maps, so the errors on $T$, $\beta$, and $\tau_{250}$ (Fig. A.1 and Table A.1) systematically affect (in the same direction for all pixels) the three parameters derived from the fits. Obviously, these calculations are preliminary, since other systematic effects are neglected, but they give for this early analysis an estimate for the systematic errors on the three parameters $T$, $\beta$, and $\tau_{250}$, which are derived from the data.

A.3. Statistical errors and CIB anisotropies

The statistical noise on the data is considered to be un-correlated both spatially and spectrally. We take standard deviations of the simulated noise equal to the statistical noise used for the pixel-per-pixel fitting of the data at 100 $\mu$m, 857, 545, and 143 GHz presented in Sect. 2. We also take into account the noise caused by the CIBA, using the standard deviations measured by Planck/HFI (Planck Collaboration 2011n) and IRAS at 100 $\mu$m (Penin et al. 2011).

The correlation diagrams of Fig. A.1 and the standard deviations given in Table A.1 show that the effects of the statistical noise and CIBA have a smaller amplitude than the effects of the systematic errors, but they depend on the absolute brightness, as illustrated in Fig. A.2. It is interesting to note that above $I (100 \mu m) = 1$ MJy sr$^{-1}$, the fitted values of $T$, $\beta$, and $\tau_{250}$ are not biased, since $(T) \approx 17$ K, $(\beta) \approx 1.8$, and $(\tau_{250}) = 1$ (relative value). On the contrary, below $I (100 \mu m) = 1$ MJy sr$^{-1}$, we see...
Table A.1. Standard deviations of the three parameters $T, \beta$ and $\tau_{250}$ adjusted for different simulations, with $T = 17$ K and $\beta = 1.8$.

<table>
<thead>
<tr>
<th>Simulation type</th>
<th>$I$ (100 $\mu$m) (MJy sr$^{-1}$)</th>
<th>$\sigma_T$ (K)</th>
<th>$\sigma_\beta$</th>
<th>$\sigma_\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration errors</td>
<td></td>
<td>$\sim 0.7$</td>
<td>$\sim 0.07$</td>
<td>$\sim 18%$</td>
</tr>
<tr>
<td>Statistical noise and CIBA</td>
<td>1</td>
<td>$\sim 1$</td>
<td>$\sim 0.25$</td>
<td>$\sim 20%$</td>
</tr>
<tr>
<td>Statistical noise and CIBA</td>
<td>10</td>
<td>$\sim 0.1$</td>
<td>$\sim 0.025$</td>
<td>$\sim 2%$</td>
</tr>
</tbody>
</table>

that $\langle T \rangle$ decreases, while $\langle \beta \rangle$ and $\langle \tau_{250} \rangle$ increase. Therefore, we consider that pixels with $I$ (100 $\mu$m) < 1 MJy sr$^{-1}$ cannot be used for any quantitative analysis of the fitted parameters.
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