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Summary

In many epidemiological contexts the effects of risk factors on the occurrence of a disease are assessed by means of logistic regression. Many such risk factors are not recorded exactly but are subject to measurement error. This is particularly true for risk factors such as blood pressure and cholesterol levels, which are then related to heart conditions.

Much has been written on the linear regression ‘errors-in-variables’ problem, of regressing a continuous response on an explanatory variable which is subject to error. It is widely known that in linear regression measurement error acts to weaken the association between variables and, the same is shown to be true when the outcome is binary. This thesis considers the logistic regression errors-in-variables problem where it is assumed that the explanatory variable is measured with error.

The logistic regression measurement error model is more complex than the linear regression measurement error model. This has led to many methods being designed and implemented. This thesis brings together a number of elements and methods of the logistic regression measurement error model, to bring understanding of the effects
of measurement error and clarity as to which methods are best used in practice given certain assumptions. Methods are considered from both a classical as well as Bayesian approach. Though it has been theoretically proven that all the model parameters can be estimated from a single study data set, our investigations have found no practical use of this theory, thus the properties of the logistic regression measurement error likelihood have also been examined. To conclude, the investigated methods are compared with a current method used in the literature showing that there are better correction methods available and therefore, should be more commonly used in practice.

This thesis will enable practical studies to be designed to use the most accurate method for correcting for measurement error, thus leading to the best estimates of the true relationship between an explanatory variable and a disease status.
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Chapter 1

1 Introduction

1.1 Background
The causes of most common diseases are not fully understood. Interest lies in both the genetic origins of disease as well as external environmental factors. Both areas are of great concern and have warranted extensive research. For example, what effect does blood pressure have on heart disease? What role does diet have on heart disease? Do certain genotypes affect the risk of different forms of cancer or does living near a source of radiation emission also increase the risk of cancer?

To answer such questions we need to create a model to relate the outcome, in this case that there is a disease present, to the risk factor in question. A very commonly used model for this is logistic regression. This is analogous to the more widely used linear regression, which, in its simplest form, deals with the problem of fitting a line through a scatter plot of data but in more complex situations is concerned with establishing
relationships between a continuous outcome variable and a number of explanatory variables.

These models are well understood and methods have been developed for fitting them to data and for making inferences based on the results. In many situations, however, there is an added complication. The standard model has a vital assumption, namely that the explanatory variables are known exactly and are not subject to error. This is extremely important both in fitting the model and in making inferences based on the model.

In designed studies it is sometimes a plausible assumption that an explanatory variable is measured without error as the values may be determined by the experimenter. In some observational studies it may also be reasonable. For example, if a study is investigating the effect of age and gender on the prevalence of a medical condition, then these should be known exactly.

In many other cases, however, this will not be the case. For example, if we are investigating the effect of the consumption of saturated fat on the risk of a person developing ischaemic heart disease then we need to know the amount consumed by each person in the study. What is relevant is the consumption over a long period of time; is it possible to know this exactly? Clearly the answer is that generally such a value will not be known exactly but will be estimated, and the estimates will be used within the study to determine associations between saturated fat intake and the development of ischaemic heart disease. These estimates will be subject to error and
this may affect the nature of the association between fat consumption and ischaemic heart disease.

Situations of this type are very common in medical contexts and so there is a great need for methods which will take into account this inexact measurement of explanatory variables when modelling relationships. It is widely known that in linear regression measurement error acts to weaken the association between variables and, as we shall see, the same is true when the outcome is binary. It is important, therefore, that corrections are made which will lead to correct inferences being drawn. Before explaining how this thesis will investigate how this may be achieved, a range of more detailed examples are presented.

1.2 Examples of measurement error
The term measurement error will be used to refer to situations in which an explanatory variable is not known exactly. It can arise for many different reasons and in some cases the term ‘measurement error’ is not entirely appropriate, but the standard convention of using this terminology for all situations in which an explanatory variable is not known precisely will be followed here.

A number of examples follow which illustrate different types of measurement error situations. Sometimes a variable can be measured accurately and precisely by an expensive method but the costs would be too large to do this on a large scale and a cheaper but less accurate method is used. In other situations it may be difficult to measure the quantity of interest exactly and so a proxy measure must be used. In other circumstances it is hard to even define the quantity precisely.
Measurement of gestational age

In antenatal screening, algorithms which estimate the risk of a foetus being affected by Down’s Syndrome use a number of markers, such as alpha-fetoprotein and chorionic gonadotrophin. These values need to be adjusted for gestational age, as they change during pregnancy, and this adjustment uses the results of a regression using gestational age as an independent variable. Gestational age is estimated from either the dates of the last menstrual period or from an ultrasound scan which records the size of a particular foetal dimension, such as the crown-rump length. This measurement is converted into a gestational age but the process is based on fitting a model to averages and is subject to error when considering an individual. Methods currently used use linear regression for the adjustment and then relate the pregnancy outcome to adjusted values but it would be possible to relate the measured values directly to outcome with this imprecise measurement of gestational age.

Measurement of blood pressure

Blood pressure is usually measured by a sphygmomanometer although other methods, including electronic ones, are possible. The values may not be exact as studies have shown that there is a certain degree of intra-observer variation. There is another issue here, in that it is well known that blood pressure varies over a time period and a single reading may not reflect that adequately (MacMahon (1990)). If the aim of a study is to study association between, say, blood pressure and the risk of strokes then what matters is the underlying ‘normal’ level for an individual. Random fluctuations, often considerable in magnitude, mean that a single measurement may be different from this ‘normal’ level and therefore will estimate it with error. This example will be discussed in greater detail in Chapter 9.
Measurement of fasting plasma glucose

Fasting plasma glucose is used in diagnosing diabetes, with values exceeding 7 mmol/l indicating the presence of the disease. A blood sample is taken after a patient has fasted, usually for 12 hours, and the glucose concentration is measured. In some individuals the level varies considerably from day to day, and if values were measured on a second occasion they may be different from those obtained initially. A study on the reproducibility of fasting plasma glucose (Ollerton et al. (1999)) considered the difference between two values obtained under the same conditions on different days and found that the difference could be as large as 2.65 mmol/l, with a standard deviation of 0.8 mmol/l. This shows that an individual value could easily be different from the underlying true value by at least 1 mmol/l. This obviously causes problems in classifying subjects as diabetic or not. Further, the level of fasting plasma glucose is often used in models assessing the risk of developing complications such as retinopathy and so measurement errors need to be accounted for in this model.

Measurement of dietary intake

There is growing evidence that diet may change the risk of many diseases, including a number of different types of cancer. For example Evans et al (2002) investigated the importance of different types of dietary fibre on the risk of colorectal cancer, and found significant associations. In order to carry out such a study the intake of fibre must be estimated for each person in the study, and many problems arise in attempting to do this.
One approach is to use a food frequency questionnaire, in which subjects are asked to record the number of times per week or month that a certain type of food is eaten. Recall will be imperfect, leading to errors, and the size of portions is often ignored. Further, a subject who knows about the purpose of the study may tend to give the answers expected, or which are more acceptable, thus introducing bias. In a study on heart disease and saturated fat consumption, participants may well under-estimate or under-report the amount of chips consumed.

An alternative approach is to weigh portions of food eaten, which are analysed for their content. It is difficult to do this on a large scale or for a long period. If it is only carried out for a few days, these may not be typical; indeed the use of such a process may well change eating habits, thus introducing more bias.

Therefore, whatever method is used, the reported levels of intake of certain foods are likely to be subject to error.

**Measurement of deprivation**

Deprivation is used as an explanatory variable in many health studies because, for a large number of diseases, the incidence of the disease, and also the outcome, are different in deprived people compared to affluent ones. Deprivation is not easy to measure on individuals without detailed surveys and often an area-based measure is used. There are a number of these, including the Townsend index (Townsend et al (1988)), derived from census data, and the Index of Multiple Deprivation, derived from a number of data sources. They are usually calculated for an area such as an
electoral division, although sometimes smaller census output areas are used. Using an area-based measure for an individual clearly induces error.

**Drug absorption**

In studying the effect of a therapeutic drug the outcome may be related to the dosage, via the production of a dose-response curve. In fact different subjects given the same dosage will have different concentrations in their blood and it is probably this concentration that is crucial, rather than the nominal level in the amount given. Thus modelling the outcome in terms of the dosage will need to take account of the measurement error, essentially the difference between the amount ingested and the amount absorbed into the blood.

**Laboratory variation**

In many situations, the concentration of a chemical in the blood may be regarded as a potential risk factor. Returning to the example of antenatal screening, the levels of alpha-fetoprotein and chorionic gonadotrophin are measured in blood samples from a pregnant woman and are fed into an algorithm which estimates the risk of a foetus being affected by a chromosomal disorder. External quality schemes monitor laboratory performance by sending identical samples to laboratories who have to report the concentrations they measure in these samples. Results can show marked differences, both from each other and from the gold standard. In one instance, laboratories involved in processing blood samples for antenatal screening were asked to report the estimate of risk which would be derived from the blood sample concentrations – a function of maternal age and these concentrations. Figure 1.1 shows the resulting spread of results.
Figure 1.1: Results from antenatal screening laboratories, UK NEQAS Scheme

Differences in reported values of the levels of chorionic gonatotrophin and alpha-fetoprotein have led to very different risk estimates showing that a single measurement from a single laboratory is liable to be subject to considerable measurement error.
1.3 Outline
In section 1.2 a wide range of examples of clinical situations was described. The usual approach to this type of problem is to fit a statistical model relating the outcome variable with a set of explanatory variables. This is usually some form of regression model. Two cases must be distinguished. If the outcome is a continuous variable then the approach usually adopted is that of linear regression. If, however, the outcome is a binary one, such as disease or no disease, then a different method is required. The most widely used method is that of logistic regression and it is this model which is the main focus of this thesis.

In Chapter 2 the basic principles of this approach will be summarized. In linear regression, the estimates of the model parameters have a closed analytical expression and this makes analysis rather easier. In logistic regression, by contrast, iterative methods are required for deriving estimates. This absence of a closed form for the estimators makes the derivation of their properties, including bias and variance, much more difficult. Some simulation results will illustrate this in the absence of measurement error.

A considerable amount of attention has been given to the problem of measurement error in linear regression models and in Chapter 3 some of the key results will be summarized. As will be seen then, situations like the examples in section 1.2 fall into a number of different categories and so an early priority is to classify them into a number of different models for measurement error. Thus the chapter begins with a discussion of these different types of models and presents a unifying structure into which all can be classified. One aspect which will recur throughout the thesis is the
possible knowledge of the statistical distribution of the measurement errors and
different study designs which might be employed to estimate this distribution are
described there.

Chapter 4 reviews a selection of methods which have been proposed for dealing with
the estimation of parameters of logistic regression models subject to measurement
error. They use a variety of different approaches, such as deriving a different but
related logistic regression model whose parameter estimates can be transformed into
estimates for the model under investigation.

Chapters 5 and 6 deal with comparisons of these methods through a simulation
exercise. The methods generally make certain assumptions about the nature of the
data and the distribution of the measurement errors and the methods will be compared
when these assumptions are satisfied. In addition the robustness of the methods to
these assumptions will be explored by presenting simulation results for situations in
which the assumptions are not satisfied.

The methods presented in Chapter 4 all use a classical, or frequentist, approach.
Another statistical approach, which has become increasingly widely used in the last
10 years, is the Bayesian approach. This adopts a different stance, regarding a
parameter as having a statistical distribution rather than having a fixed, but unknown,
value. An outline of such methods is given in Chapter 7, together with a brief
discussion of the main method used for fitting Bayesian models, namely the Markov-
Chain Monte-Carlo method. Results will then be presented from the application of
these methods to the measurement error problem for logistic regression. The methods used are computationally intensive and so a smaller range of cases is explored here.

The methods described in Chapter 4 and tested in Chapters 5 and 6 all assume that the distribution of measurement errors is known; in particular, knowledge of the error variance is assumed. In linear regression it is not possible to identify the parameters of the model without an analogous assumption but it has been shown that in the case of logistic regression the parameters are actually identifiable without knowing this error variance. In Chapter 8 this issue of identifiability is discussed further and the results of Kuchenhoff, who first showed this, are presented and extended. It does appear to be difficult to use this in practice to obtain estimates and attempts to do so will be described and discussed in that chapter.

The issues and methods associated with the logistic regression measurement error model have been discussed from a theoretical viewpoint so we conclude this study in Chapter 9 with a practical example returning to the example of inaccurate blood pressure measurements being related to heart disease. This chapter will consider a method currently used by epidemiologists to deal with measurement error in blood pressure measurements when investigating its association with heart disease or strokes. The properties of the method will be derived and compared to those discussed in chapter 4.

The logistic regression measurement error model is more complex than the linear regression measurement error model. This has led to many methods being designed and implemented. This thesis brings together a number of elements and methods of
the logistic regression measurement error model to bring understanding of the effects of measurement error and clarity as to which methods are best used in practice given certain assumptions. This will enable practical studies to be designed to use the most accurate method for correcting for measurement error, thus leading to the best estimates of the true relationship between an explanatory variable and a disease status.
Chapter 2

2 The Linear Logistic Model

2.1 Introduction

This chapter is aimed at providing the background to the linear and logistic regression models referred to in Chapter 1. In particular, we look at the logistic regression model and the iterative methods that can be implemented to estimate the model parameters. Further to this, we discuss some of the issues surrounding inference and goodness of fit. This information is provided as a background before introducing the logistic regression measurement error model in Chapter 3, which will take these results a step further.

2.2 The Linear Regression Model

Linear regression is a model for the relationship between a response variable and one or more predictor variables, that is, it provides a way of predicting the value of the response variable from the predictor variables. It is assumed that there is a linear
relationship between a continuous response variable \( Y \) and a single explanatory variable \( X \) via the following model

\[ Y_i = \alpha + \beta x_i + \epsilon_i \]

where \( n \) is the sample size, \( i \) denotes the \( i \)th subject and \( \epsilon_i \) is the associated measurement error or random variation in \( Y \). The \( \{ \epsilon_i \} \) are assumed to be independent with zero mean and constant variance \( \sigma^2 \). An equivalent formulation is

\[ E(Y_i) = \alpha + \beta x_i \]

and the variance is

\[ Var(Y_i) = \sigma^2. \]

To be able to predict the response from the predictor variable as well as understand the nature of this relationship, values for \( \alpha \) and \( \beta \) must be estimated. A widely used method to estimate the model parameters is that of least squares. This method assumes that the predictor variable \( X \) is not subject to measurement error and the criterion for choosing estimates of \( \alpha \) and \( \beta \) is that \( S \) is minimised, where

\[ S = \sum (Y_i - E(Y_i))^2 = \sum (Y_i - \alpha - \beta x_i)^2 \]

By differentiating \( S \) with respect to the model parameters \( \alpha \) and \( \beta \), estimates are obtained using the following formula

\[ \hat{\beta} = \frac{\sum (Y_i - \bar{y})(x_i - \bar{x})}{\sum (x_i - \bar{x})^2} \]

\[ \hat{\alpha} = \bar{y} - \hat{\beta} \bar{x} \]

with estimated variance

\[ \hat{\sigma}^2 = \frac{1}{n - 2} \sum_{i=1}^{n} (Y_i - \hat{\alpha} - \hat{\beta} x_i)^2 \]

Consider the case of \( m \) covariates \( x_1, x_2, \ldots, x_m \) and the model
\[ E(Y) = \beta_0 + \beta_1 x_1 + \ldots + \beta_m x_m \]

Let \( X \) denote a matrix with \( n \) rows, row \( i \) being \( (1, x_1, \ldots, x_m) \), where \( x_j \) is the value of the \( j \)th covariate in subject \( i \). Then the least squares estimator of \( \beta \) is

\[
\hat{\beta} = (X^T X)^{-1} (X^T Y)
\]

where \( \beta \) denotes all the model parameters, with covariance matrix

\[
\text{Cov}(\hat{\beta}) = \sigma^2 (X^T X)^{-1}
\]

The method of least squares is intuitively appealing and results in simple analytical unbiased estimates. If \( \{e_i\} \) have a normal distribution then these estimates coincide with the maximum likelihood estimates.

### 2.3 Binary Data

In many applications in medical statistics the dependent or outcome variable is a disease status. For example, it may simply denote whether the disease is absent or present. This binary variable may be coded as 0 or 1 that is, if \( Y_i \) represents the status of the \( i \)th person then \( Y_i = 1 \) if the disease is present and \( Y_i = 0 \) if not. As the probability of disease will vary between people due to a variety of different factors, we use \( p_i \) to denote the probability that person \( i \) has the disease. The dependent variable \( Y \) is then binomially distributed with \( Y_i \sim Bin(1, p_i) \) with mean \( E(Y_i) = p_i \) and variance \( \text{Var}(Y_i) = p_i(1 - p_i) \) where \( p_i = P(Y_i = 1) \). The variance in this case, unlike the linear regression case, is not constant but is related to the probability and hence the mean of the distribution.
Suppose \( x \) denotes a covariate believed to affect the probability of a person having the disease; we wish to model the relationship between \( Y \) and \( x \). A linear regression model would give

\[
E(Y_i) = p_i = \alpha + \beta x_i
\]

However, this model is flawed due to the fact that it can produce values for the probability \( p_i \) greater than 1 and less than 0. Also, the further assumption of constant variance is not satisfied as \( \text{Var}(Y_i) = p_i(1 - p_i) \) and so varies with the mean. A different model is required in this case. A possible way is to use a transformation of the probability. The aim of this transformation is two fold. The first is to transform \( p \) so that the probability values \([0,1]\) are mapped to the real line, the second is so that the transformed values of \( p \) are linearly related to the explanatory variables, so that a linear model is appropriate to use in the estimation process. Various methods have been suggested for making this transformation and these are discussed in the following section.

### 2.4 Transformations

Since the cumulative distribution function \( F(w) \) of a continuous random variable \( w \) increases from 0 to 1 and has an inverse, a possible general transformation which maps \( p \) onto the real line is

\[
w = F^{-1}(p)
\]

If the domain of \( w \) is \((-\infty, \infty)\) then the first objection in 2.3 is removed. Particular examples of this are the Logistic and Normal distributions, which lead to the logit and probit models that are discussed further in the next two sections.
2.4.1 The Logistic Transformation

The logistic transformation is based upon the logistic distribution whose cumulative distribution function is

\[
F(w) = \frac{e^{(w-\mu)/\tau}}{1 + e^{(w-\mu)/\tau}}
\]  

(2.1)

with mean \( \mu \) and variance \( \frac{\tau^2 \pi^2}{3} \). For the logistic transformation the mean is set to zero and \( \tau = 1 \), then

\[
F(w) = \frac{e^w}{1 + e^w}
\]

(2.2)

Inverting this, we define, for a probability \( p \), the logistic transform

\[
w = F^{-1}(p) = \ln\left( \frac{p}{1 - p} \right) = \logit(p)
\]

This transformation, mapping \([0,1]\) onto the real line, is the logistic transformation. Figure 2.1 shows the values of \( p \) and the corresponding transformed \( \logit(p) \) values. It can clearly be seen that \( \logit(p) \) is a sigmoid curve that is approximately linear for \( p \) values between 0.2 and 0.8.

A possible model for relating the probability \( p \) to an explanatory variable \( x \) is therefore

\[
\logit(p) = \ln\left( \frac{p}{1 - p} \right) = \alpha + \beta x
\]

(2.3)

or, equivalently,

\[
p = \frac{e^{\alpha + \beta x}}{1 + e^{\alpha + \beta x}}
\]
2.4.2 The Probit Transformation

The probit transformation is based upon the standard Normal distribution whose cumulative distribution function is

$$
\Phi(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{y} \exp\left( -\frac{1}{2} w^2 \right) dw
$$

Defining $w = \Phi^{-1}(p)$ for $p \in [0,1]$ defines another mapping onto the real line and leads to the probit model

$$
\text{probit}(p) = \Phi^{-1}(p) = \alpha + \beta x
$$

Equivalently,

$$
p = \Phi(\alpha + \beta x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\alpha + \beta x} e^{-\frac{1}{2} z^2} dz
$$

where $\Phi(\cdot)$ is the Normal cumulative distribution function.

The probit transformation is also a symmetric sigmoid curve around $p=0.5$, see Figure 2.1. It is worth noting that the probit transformation sigmoid curve is in fact approximately linear between 0.1 and 0.9, which is a larger range than the logistic curve. The comparison between the logit and probit models is discussed further in section 2.4.4.

2.4.3 The Complementary Log-Log Transformation

The complementary log-log transformation is used when the probability of an event is very small or very large. Unlike logit and probit the complementary log-log function is asymmetrical. It is based on the random variable with cumulative distribution function
\[ F(w) = 1 - \exp(-\exp(w)) \]

where \( w \) takes the values from \(-\infty\) to \(+\infty\).

The inverse transformation gives

\[ w = F^{-1}(p) = \ln(-\ln(1 - p)) \quad (2.6) \]

This transformation, which again maps \([0,1]\) onto the real line, is the complementary log-log transformation.

A possible model is then

\[ \ln(-\ln(1 - p)) = \alpha + \beta x \]

or, equivalently

\[ p = 1 - \exp[-\exp(\alpha + \beta x)] \]

These three transformations are shown in Figure 2.1. The complementary log-log transformation is not symmetric about \( p = 0.5 \), unlike the others, but for small values of \( p \) the transformed values under the logistic and complementary log-log models are very similar.
Figure 2.1: Graph to show logistic, probit and complementary log-log mean values across the range [0,1] where Y=transformed values of p from models (2.3), (2.5) and (2.6) respectively.

2.4.4 Comparison between the logistic and probit models
As can be seen from the above graph the logistic and probit transformations have approximately the same shape but give rather different transformed values. The probit transform is derived from the CDF of a standard normal distribution, variance 1, while the logistic distribution implied by (2.3) has variance \( \frac{\pi^2}{3} \).

If we use distributions with the same variance then the probit model would be modified to become

\[ p = \Phi \left( \frac{x}{\sigma} \right) \]

where
\[ \sigma = \frac{\pi}{\sqrt{3}}. \]

The resulting transformation is shown in Figure 2.2. As we can see, there is only a small difference between the logistic transform and this scaled probit one, a point we will return to later.

![Graph showing logistic, scaled probit, and complementary log-log mean values across the range [0,1]](image)

Figure 2.2: Graph to show logistic, scaled probit and complementary log-log mean values across the range [0,1]

2.4.5 Discussion

Despite the similarities between the transformations, and that each of the transformations can be used for certain natural occurring problems, the most commonly used in practice is that of the logistic transformation. The logistic transformation has the advantage that the model parameter associated with the explanatory variable can easily be interpreted as we shall see in section 2.5 and is undoubtedly the most widely used model in this context. Therefore, for the purpose of this study we will restrict our discussion to the logistic transformation although the other two transformations do have their uses and will be described where appropriate.
2.5 The Linear Logistic Model

A single explanatory variable is related to the binary outcome variable $Y$ using the logistic transformation, through the probability $p$ where $p = P(Y = 1|X = x)$, such that

$$\log \left( \frac{p}{1 - p} \right) = \alpha + \beta x$$  \hspace{1cm} (2.7)

and on re-arrangement

$$p = \frac{\exp(\alpha + \beta x)}{1 + \exp(\alpha + \beta x)}$$  \hspace{1cm} (2.8)

What makes this model so appealing is that the regression coefficient of the explanatory variable has a direct interpretable meaning. That is, the term $e^\beta$ is the Odds Ratio corresponding to a unit change in the explanatory variable. Let

$$p_0 = P(Y_i = 1|x_i = x)$$

$$p_1 = P(Y_i = 1|x_i = x + 1)$$

Then

$$\log \left( \frac{p_1}{1 - p_1} \right) = \alpha + \beta(x + 1)$$

$$\log \left( \frac{p_0}{1 - p_0} \right) = \alpha + \beta x$$

And

$$\log \left( \frac{p_1}{1 - p_1} \right) = \frac{p_0}{1 - p_0} = \beta$$

Therefore,

$$\log \text{(odds ratio)} = \beta$$

and
\[ e^\beta = \text{odds ratio} \]

Since the odds ratio is widely used in epidemiology, this makes the model very appealing, though this is not in itself a justification for its use. The following sections will show how the above model can be fitted to a set of data using various different techniques and will briefly consider issues of model checking.

2.6 How to fit the linear logistic model

2.6.1 Maximum Likelihood Estimates

As was shown in section 2.2, simple analytical unbiased estimates can be obtained for the linear regression model parameters by the method of least squares. If the errors are normally distributed then the method of least squares is equivalent to the method of maximum likelihood. For the logistic regression model, the method of maximum likelihood is generally used to obtain estimates of the model parameters. In the following sections we will see that parameter estimation for the logistic regression model is more complex than for linear regression and in general there is no closed expression for the maximum likelihood estimates.

For the binary data case where we have \( n \) pairs of values \((x_i, y_i)\) with

\[ p_i = P(Y_i = 1|X = x_i) \]

the likelihood function is given by

\[ L = \prod_{i=1}^{n} p_i^{y_i} (1 - p_i)^{1-y_i}. \]

For convenience in maximisation we use the log-likelihood

\[ \ell = \text{Log}L = \sum_{i=1}^{n} Y_i \log p_i + \sum_{i=1}^{n} (1 - Y_i) \log(1 - p_i) \]
On substitution of $p_i$ when a logistic regression model is assumed,

$$
\ell = \sum_{i=1}^{n} Y_i \log \left[ \frac{e^{\alpha + \beta x_i}}{1 + e^{\alpha + \beta x_i}} \right] + \sum_{i=1}^{n} (1 - Y_i) \log \left[ \frac{1}{1 + e^{\alpha + \beta x_i}} \right]
$$

$$
= \sum_{i=1}^{n} Y_i \log \left[ \frac{e^{\alpha + \beta x_i}}{1 + e^{\alpha + \beta x_i}} \right] + \sum_{i=1}^{n} (1 - Y_i) \log \left[ \frac{1}{1 + e^{\alpha + \beta x_i}} \right]
$$

$$
= \sum_{i=1}^{n} Y_i (\alpha + \beta x_i) + \sum_{i=1}^{n} \log \left[ \frac{1}{1 + e^{\alpha + \beta x_i}} \right]
$$

On differentiating with respect to the individual parameters

$$
\frac{\partial \ell}{\partial \alpha} = \sum_{i=1}^{n} Y_i - \sum_{i=1}^{n} \frac{e^{\alpha + \beta x_i}}{1 + e^{\alpha + \beta x_i}} = 0 \quad (2.9)
$$

$$
\frac{\partial \ell}{\partial \beta} = \sum_{i=1}^{n} Y_i x_i - \sum_{i=1}^{n} \frac{X_i e^{\alpha + \beta x_i}}{1 + e^{\alpha + \beta x_i}} = 0 \quad (2.10)
$$

It can clearly be seen that these are a set of non-linear equations and cannot be solved easily. Therefore, there are no simple analytical estimates for the model parameters, except for the case where $X$ is binary, unlike with the linear regression model. Hence a numerical method must be used to obtain estimates of the model parameters.

### 2.6.2 Newton-Raphson’s approximation to a root of an equation

The standard method to obtain estimates for the logistic regression model parameters is the iterative Newton-Raphson process. The Newton-Raphson method is an iterative numerical method used to solve an equation in the form $f(x) = 0$. Given a starting value $x_0$, a sequence of approximations is obtained using

$$
x_r = x_{r-1} - \frac{f(x_{r-1})}{f'(x_{r-1})} \quad r = 1, 2, \ldots
$$

(2.11)
This continues until a sufficient amount of accuracy is achieved, and hence the root of the equation has been found. However, as convergence is not guaranteed then the starting value \( x_0 \) should be chosen to be as close to the actual root as possible.

This generalises to a set of equations involving several variables say \( f(x) = 0 \); the resulting iterative process is the Newton-Raphson approximation to a root of an equation. Then

\[
x_r = x_{r-1} - J_{r-1}^{-1} f(x_{r-1})
\]

where \( J \) is the matrix of the first derivatives evaluated at \( x_{r-1} \).

For the case of the simple linear logistic model, two roots from two simultaneous equations must be solved namely (2.9) and (2.10). Therefore, to utilise the Newton-Raphson method their vector forms must replace the elements of equation (2.11).

Let \( \alpha_r \) and \( \beta_r \) be the respective starting values for equations (2.9) and (2.10). The two functions are then

\[
f_1(\alpha_r, \beta_r) = \frac{\partial \ell}{\partial \alpha} = \sum_{i=1}^{n} y_i - \sum_{i=1}^{n} \frac{\exp(\alpha_r + \beta_r x_i)}{1 + \exp(\alpha_r + \beta_r x_i)}
\]

(2.12)

\[
f_2(\alpha_r, \beta_r) = \frac{\partial \ell}{\partial \beta} = \sum_{i=1}^{n} y_i x_i - \sum_{i=1}^{n} \frac{x_i \exp(\alpha_r + \beta_r x_i)}{1 + \exp(\alpha_r + \beta_r x_i)}
\]

(2.13)

respectively. Both functions are then differentiated again with respect to each of the model parameters to be estimated.

\[
\frac{\partial^2 f_1}{\partial \alpha^2} = \sum_{i=1}^{n} \frac{\exp(\alpha + \beta x_i)}{(1 + \exp(\alpha + \beta x_i))^2}
\]

(2.14)

\[
\frac{\partial^2 f_1}{\partial \beta^2} = \sum_{i=1}^{n} \frac{x_i \exp(\alpha + \beta x_i)}{(1 + \exp(\alpha + \beta x_i))^2}
\]

(2.15)
\[
\frac{\partial f_1}{\partial \alpha} = \frac{\partial^2 \ell}{\partial \alpha \partial \beta} = \sum_{i=1}^{n} x_i \exp(\alpha + \beta x_i) \frac{1}{(1 + \exp(\alpha + \beta x_i))^2}
\]

\[
\frac{\partial f_2}{\partial \beta} = \frac{\partial^2 \ell}{\partial \beta^2} = \sum_{i=1}^{n} x_i^2 \exp(\alpha + \beta x_i) \frac{1}{(1 + \exp(\alpha + \beta x_i))^2}
\]

(2.16)

(2.17)

If the new estimates are said to be \( \alpha_{r+1} \) and \( \beta_{r+1} \) respectively, then Newton's formula is

\[
\begin{pmatrix} \alpha_r \\ \beta_r \end{pmatrix} = \begin{pmatrix} \alpha_{r-1} \\ \beta_{r-1} \end{pmatrix} - \left( \frac{\partial f_1}{\partial \alpha} \frac{\partial f_2}{\partial \beta} \right)^{-1} \begin{pmatrix} f_1(\alpha_{r-1}, \beta_{r-1}) \\ f_2(\alpha_{r-1}, \beta_{r-1}) \end{pmatrix}
\]

This iterative process is continued until a stopping criterion is satisfied; for example this might involve the magnitude of changes between \((\alpha_{r-1}, \beta_{r-1})\) and \((\alpha_r, \beta_r)\) or the magnitude of the derivatives in (2.12) and (2.13).

2.6.3 The Quasi-Newton Method

The Newton Raphson method found the maximum likelihood estimates by solving the likelihood equations (2.9) and (2.10). This required the first and second derivatives of the log likelihood namely (2.12 --2.13) and (2.14-2.17) respectively. Another approach is to maximise the likelihood, or the log likelihood, directly and there is a whole family of methods available for use which do not require these derivatives. One such method is the Quasi-Newton method.

The basic idea is that the method approximates the given function at each iteration by a quadratic function and then uses the turning point of this quadratic as the next point, this process is repeated until a maximum has been found. The resulting formula is

\[
x_r = x_{r-1} - \lambda_{r-1} \ast G_{r-1}^{-1} g_{r-1}
\]
where

\[ x_r \] is the current point

\[ \lambda_{r-1}^* \] is determined by a linear search from \( x_{r-1} \) in the direction \(-G_{r-1}^{-1} g_{r-1}\)

\( G_{r-1}^{-1} \) is a positive definite symmetric matrix, which is updated in each iteration

\( g_{r-1} \) the gradient vector of \( f(x) \)

Both of the above are evaluated at \( x = x_{r-1} \).

As with the usual Newton-Raphson method, the iterative process needs starting values for the unknown model parameters.

Convergence is not guaranteed with the Newton-Raphson method, as it is very much dependent on the original starting values of the model parameters. The Quasi-Newton method is always guaranteed to move to points where the function is decreasing in value and so is used in this work. The method that we have used is a NAG routine from the Fortran Library Mark 17, E04JAF. This finds the minimum of a function of several variables using a Quasi-Newton algorithm that has simple bounds on the unknown model parameters and the user has to specify the starting values. To find the maximum of a function of several variables is equivalent to minimising \(-f(x)\).

2.7 Properties of estimates of the logistic regression coefficients

For the method of least squares, the Gauss-Markov theorem provides justification that the estimates are unbiased. For the method of maximum likelihood it is not generally true that the estimates are unbiased. However, there are a number of properties associated with maximum likelihood estimators that provide partial justification for the method. These include consistency and large sample efficiency, that is as the
sample size increases the estimates become unbiased minimum variance estimators. To investigate possible bias in small samples a simulation exercise was performed.

An simulation study was conducted to test how well the model parameters were estimated when there is no measurement error in $X$.

Sample sizes of 100, 500 and 1000 were chosen and the true risk factor $X$, was taken to follow a Normal distribution with parameters $X \sim N(30,10^2)$. The model parameters were set to $\alpha_t = -3$ and $\beta_t = 0.1$ respectively. The dependent variable $Y$ was then generated according to

$$P(Y = 1|X) = \frac{\exp(\alpha_t + \beta_t X)}{1 + \exp(\alpha + \beta X)}$$

The simulation was run 1000 times. Table 2.1 contains the results that were obtained.

<table>
<thead>
<tr>
<th>N</th>
<th>$\hat{\alpha}_t$</th>
<th>SE($\hat{\alpha}_t$)</th>
<th>$\hat{\beta}_t$</th>
<th>SE($\hat{\beta}_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>-3.1125</td>
<td>0.8549</td>
<td>0.1031</td>
<td>0.0275</td>
</tr>
<tr>
<td>500</td>
<td>-3.0276</td>
<td>0.3698</td>
<td>0.1007</td>
<td>0.0119</td>
</tr>
<tr>
<td>1000</td>
<td>-3.0124</td>
<td>0.2605</td>
<td>0.1004</td>
<td>0.00836</td>
</tr>
</tbody>
</table>

Table 2.1: Tabular form of simulation results

From these results it can be seen that there is a slight bias in the estimation of the model parameters when the sample size is small. This decreases as the sample size increases. Therefore the observations in Table 2.1 confirm that as the sample size increases so the bias in estimating the model parameters reduces.
2.8 Multivariate Case

Within this study we are primarily concerned with the case of a single covariate related to a binary outcome. Thus we have shown the results for this special case. However, these results do generalise to the multivariate case where \( m \) explanatory variables \( X \) are related to an outcome variable \( Y \) through the probability \( p \) where

\[
p = p(Y=1 \mid X),
\]

such that

\[
\log \left( \frac{p}{1 - p} \right) = \alpha + \beta_m X_m
\]

where \( \beta_m \) is a row vector of the associated model parameters for the \( m \) explanatory variables \( X \). To estimate the model parameters, the same methods of Newton-Raphson and Quasi-Newton can be used to maximise the log likelihood, finding numerical solutions to the set of \( m+1 \) simultaneous equations.

2.9 Inference and Goodness of fit

Once a model has been fit to the observed data, it leads to the questions of how well the model actually explains the data and how confident we are in the estimates of the model parameters. Thus estimates of the standard errors associated with the estimates of the model parameters are required.

2.9.1 Confidence intervals for the single covariate coefficient, namely \( \hat{\beta}_1 \)

To be able to construct a confidence interval for the estimate of the model parameter \( \beta_1 \), we need an expression for its variance. A proof is given in Appendix A.

\[
Var(\hat{\beta}_1) = \frac{\sum p_i(1 - p_i)}{\sum x_i^2 p_i(1 - p_i) \sum p_i(1 - p_i) - (\sum x_i p_i(1 - p_i))^2} \tag{2.19}
\]
By using the estimates for $\alpha$ and $\beta$ to determine the estimates for $p_i$, and assuming approximate normality of the estimators, a confidence interval for the logistic regression coefficient can be constructed.

2.9.2 Assessing the fit of a logistic regression model: Robust Locally Weighted Regression and Smoothing Scatterplots

In section 2.4 we introduced the three transformations that are commonly used to transform the probability. These transformations had two requirements namely, to transform the probability to the real line and create a linear relationship between these transformed values and the explanatory variables. However, these transformations were chosen for the first requirement and do not guarantee that a linear relationship would hold. Therefore, before proceeding with a method such as the logistic regression model, it must be determined whether a linear relationship between the transformed probability and the explanatory variable is a valid model.

There are a number of ways of seeing how well a linear regression model fits the data involved. One way is to use a graphical representation. This is usually in the form of a scatter plot. The data is plotted on a graph with the regression line drawn through the points, judgement is then made on how well this line fits the data. Alternatively, residuals can be plotted. When the dependent variable is binary, such as in our case, the scatter plot can be drawn but the display is uninformative. Figure 2.3 is a plot of this type of data.
Figure 2.3: Scatter plot of example data

As can be seen from this plot, it visually provides very little information on the relationship between the two variables. As a result, we would like to find a way of representing the data to see what type of model would be appropriate.

One way of fitting a line to this type of data so as to explore the relationship between the variables is to split the range of $X$ values into groups and then calculate in each group the proportion of those values that correspond to a $Y$ value of 1. These proportion values then become points on the scatter plot. Depending on the size of $n$, this process can be refined further by increasing the number of groups. However, if there are small numbers of $X$ values within each group, or there are some groups that do not have any $X$ values that correspond to a $Y$ value of 1, then this method will not give a smooth curve and therefore, would not show any trend in the data.
For example, if we return to our example from Chapter 1, fasting plasma glucose is used as an indicator for the presence of diabetic retinopathy in type II diabetics. If we plot this relationship on a scatter diagram then the following is observed:

Figure 2.4: Graph to show the association between FPG and diabetic retinopathy in type 2 diabetics

From Figure 2.4 it is not apparent that a linear model would fit this particular set of data. However, if we group the fasting glucose levels into a number of classes and consider the proportion of retinopathy positive status against increasing levels of the grouped fasting plasma glucose values in Figure 2.5, then an upwards linear trend is observed.
Figure 2.5: FPG against proportion of retinopathy status

A more reliable process that will show the pattern of the data and suggest a plausible model is known as LOWESS, see Cleveland (1979).

For the linear regression model the predicted $Y$ values, $\hat{Y}_i$, were fitted using the model

$$\hat{Y}_i = \hat{\alpha} + \hat{\beta}x_i$$

LOWESS approaches the process of estimation slightly differently. For each point $x_i$ in turn, a polynomial of degree $d$ is fitted to $x_i$ and its local influential neighbouring points using weighted least squares. This fitted polynomial is then used to predict a value corresponding to the $x_i$ value. This process is repeated for each $x_i$. These values are then plotted to see if there is any trend in the data.
The author recommends fitting a linear model using the following formulation

\[ \hat{Y}_i = \beta_0(x_i) + \beta_1(x_i)x_i \]

where the regression coefficients \( \beta_0(x_i) \) and \( \beta_1(x_i) \) are dependent on the \( x_i \) value and a weighted function of the surrounding influential neighbouring \( x_k \) points.

Therefore,

\[
\hat{\beta}_0 = \frac{\sum_{k=1}^{n} w_k(x_i)Y_k - \hat{\beta}_1 \sum_{k=1}^{n} w_k(x_i)x_k}{\sum_{k=1}^{n} w_k(x_i)}
\]

and

\[
\hat{\beta}_1 = \frac{\sum_{k=1}^{n} w_k(x_i)x_k Y_k - \left( \sum_{k=1}^{n} w_k(x_i)Y_k \right) \left( \sum_{k=1}^{n} w_k(x_i)x_k \right)}{\sum_{k=1}^{n} w_k(x_i)} - \left( \frac{\sum_{k=1}^{n} w_k(x_i)x_k}{\sum_{k=1}^{n} w_k(x_i)} \right)^2
\]

To calculate the above regression coefficients the author recommends the ‘tricube’ weight function

\[ W(u) = \left(1 - |u|^3\right)^3, \text{ for } |u| < 1 \]

\[ = 0, \quad \text{for } |u| \geq 1 \]

such that

\[ w_k(x_i) = W\left(\frac{x_k - x_i}{h_i}\right) \]
Here \( x_i \) is the current explanatory variable value under consideration, \( x_k \) is a neighbouring point and \( h \) is the distance between \( x_i \) and the furthest neighbouring influential point, so that the argument of \( W \) is less than 1, with a consequent non-zero weight, only for values of \( x_k \) sufficiently close to \( x_i \). The value of \( h \) controls the degree of smoothing, a small value smoothes less than a large value.

Once all the fitted points have been calculated, they can either be plotted or the process can be turned into an iterative one to smooth the points further. This procedure is now standard in a number of statistical packages and can be used to see whether a logistic model will fit the data.

The method described here is not guaranteed to give non-negative predicted values and so may not be ideal when applied to binary data, but is sufficient in most cases to establish the general relationship. Other methods, involving local logistic regression and kernel smoothing methods are described in Bowman & Azzalini (1997).

If we return to the example of relating fasting plasma glucose to retinopathy status then the LOWESS smoothing plot is shown in Figure 2.6:
Figure 2.6: Graph to show the relationship between FPG and retinopathy status through a LOWESS plot

This LOWESS plot shows that there is an increasing relationship between fasting plasma glucose and retinopathy status, suggesting that a logistic regression might be an appropriate model to use when examining the relationship between the two factors. A plot on the logit scale would demonstrate this more effectively but has the disadvantage that the observed data cannot be plotted.

Although in this thesis we are concerned with the effect of measurement error in an explanatory variable. However, this discussion on observing whether there is a linear relationship between the explanatory variable and binary outcome raises many issues about the appropriateness of the logistic and other transforms. Current medical literature rarely has cases of model checking and validation and so these issues should be investigated further.
2.10 Discussion
Throughout this chapter we have discussed a model that can be used to relate a binary outcome variable to an explanatory variable, namely the linear logistic model. We have shown how this model can be fitted and how graphical plots such as the LOWESS plot can show how well the logistic model fits the data. We have also shown the linear regression case for relating a continuous variable to an explanatory variable. This information has been provided as background to the measurement error problem, models for which are now discussed in Chapter 3.
3 The Errors-in-Variables Problem

3.1 Introduction
In Chapter 1 we discussed a number of examples where the measurement of a variable could be subject to measurement error. In Chapter 2 we introduced the modelling technique of logistic regression that relates a disease status to an explanatory variable. In this chapter we extend the logistic regression model to allow for measurement error in an explanatory variable.

As the examples in Chapter 1 showed there is a variety of situations where the observed variable could be subject to measurement error. This variety of situations showed that the measurement error could take different forms for example, machine error or average values being used in place of true values. What is also apparent from these examples is that the true and observed values can be related in different ways. In this chapter we introduce a number of different measurement error models for
describing the relationship between the true and observed values. We also explain the concept of subsidiary studies, and of different forms they may take, and how they can be used to estimate the measurement error distribution parameters. Further models are introduced concerning the explanatory variable and their associated distribution assumptions.

Much work has been conducted on the linear regression errors-in-variables particular form of the errors-in-variables problem, for example see Hill, Nix & Iles (1999) and Chen & Van Ness (1999). Some of the work from Hill, Nix & Iles (1999) is summarized so that contrasts can be made with the logistic case.

We then introduce the logistic regression errors-in-variables problem and its formulation and explain why in comparison to the linear regression errors-in-variables problem that this case is more complex, as with the ordinary logistic regression model described in chapter 2.

3.2 The Errors-in-Variables Models

3.2.1 Introduction
As we have seen, measurement error can occur in a number of different ways and as a result a number of different models can be formulated to represent different situations. In what follows $X$ will denote the true value and $Z$ the observed values. For example, returning to the examples given in chapter 1, consider the measurement of fasting plasma glucose from a single blood measurement. Then $Z$ denotes the measured glucose concentration while $X$ denotes the true glucose concentration. In another case, a food frequency questionnaire is used to measure true fibre intake. $Z$, the value obtained from the dietary questionnaire, is a surrogate variable for $X$, the true fibre
intake. The measurement error model expresses the relationship between $X$ and $Z$. In the case of the measurement of dietary fibre intake, a surrogate is used to describe the true value, but when measuring drug absorption into the blood stream, a clinician knows the amount administered but not how much of the drug has been absorbed by the body. In these two instances, different measurement error models would be needed to describe these situations.

Within this section we introduce the different types of measurement error model as well as explain the role of validation studies and how they help to estimate the measurement error associated with the risk factor.

3.2.2 The Classical Measurement Error Model

The Classical Measurement Error Model is of the form

$$Z = X + V$$

where $V$, the error incurred in measuring $X$, has a mean of 0 and is independent of the true value $X$. This measurement error model corresponds to the situation where the investigator has aimed to measure $X$ directly but has incurred a random error in the process. Returning to the examples given in chapter 1, this type of measurement error model would be used for the case where a measurement of gestational age is required. The true gestational age is calculated from foetal measurements using a model based on expected values and thus the true age is not measured directly and a surrogate value is used instead. Another example was the measurement of blood pressure which can be subject to both machine error as well as variation over time, so that a single blood pressure reading may not truly indicate an individual’s long-term blood pressure but would be this true value plus an associated error involving the two
components, one reflecting within-subject fluctuations and the other reflecting genuine measurement error.

3.2.3 The Berkson Measurement Error Model
The Berkson Measurement Error Model is in the form

\[ X = Z + V \]

where it is assumed that \( Z \) and \( V \) are independent. This model is used in situations where a fixed level can be observed or administered but the actual individual level cannot be observed. For example, if we return to the example of measuring drug absorption in the body, the actual level \( Z \) administered is known but the level \( X \) absorbed by the patient will depend on the physical attributes of the patient. The clinicians are more interested in the true value that is absorbed by the patient than the fixed amount that was administered which is likely to be related to an outcome. In the case of measuring deprivation, a number of area based measures are used but it is the individual level of deprivation that is interesting. Therefore, in these cases the Berkson measurement error model would be used to describe the relationship between the true and observed variables. It is important to note that \( X \) and \( V \) are now dependent; this has considerable implications for analysis.

3.2.4 Measurement Error Model by Reeves, Cox, Darby & Whitley (1998)
The two models considered appear rather different but in fact can be incorporated into a single formulation. This measurement error model was defined by Reeves, Cox, Darby & Whitley (1998) using the generalisation

\[ Z = \tilde{X} + V \quad \quad X = \tilde{X} + U \tag{3.1} \]

where \((\tilde{X}, V, U)\) are independent variables with corresponding means \((\mu_x, 0, 0)\) and variances \((\sigma_x^2, \sigma_v^2, \sigma_u^2)\). The classical error model case corresponds to the case where
\( \sigma^2_v = 0 \) , so that \( X = \bar{X} \) and \( Z = X + V \). The Berkson error model corresponds to \( \sigma^2_v = 0 \) , leading to the measurement error model \( X = Z + U \). The usual assumption of \( (\bar{X}, V, U) \) being independently normally distributed and therefore mutually uncorrelated, allows for the usual general inferences such as confidence intervals of the model parameters to be drawn up. However, these confidence intervals will not take into account the error involved in estimating the parameters in the validation study. We will return to the subject of validation studies in section 3.2.6.

As this formulation can incorporate both the Classical as well as the Berkson Models it can deal with all the medical examples previously given where \( E(X) = E(Z) \).

### 3.2.5 Other Measurement Error Models

If we return to the example of measuring dietary intake, a food frequency questionnaire or a more detailed study of weighing food are used as surrogates for actual fibre intake, but both can be subject to error such as under-reporting. In this case a model in the form

\[
X = \lambda Z + V
\]

would be required. This form of model may be more appropriate in describing the relationship than assuming that there is no scaling factor.

In this study, most of the work shall consider the Classical, Berkson and Reeves form of measurement error model, this particular measurement error model will be discussed further in section 4.2.1.
3.2.6 Subsidiary and Validation Studies
We will use the term the 'main study' to refer to the study which provides the information on all the variables on the principal set of subjects and which will be used to make inferences about associations between the disease in question and its associated risk factors. The vast majority of the methods we shall consider require making assumptions about the measurement error model and this may involve another study, called a subsidiary or validation study. This is used to estimate the parameters involved in the measurement error model. This subsidiary study may be internal to the main study or external, that is a study that has been conducted independently of the main one. The following then is an explanation of the different types of subsidiary study and their associated assumptions.

The main idea of a subsidiary study is that more detailed measurements can be taken on a sub-sample of individuals. In that way an assessment can be made of the distribution of the error involved in measuring the risk factor under consideration. This can be done in two ways, either by measuring what is known as a 'gold standard' as well as the surrogate risk factor, or through repeated measurements of the surrogate risk factor. The first study is known as a validation study, and it is assumed that there is some procedure, or perhaps a measuring instrument, that can measure what the 'true' value should be; this is known as the 'gold standard'. Therefore, on either a sub sample of the main study, or a completely separate study, both the 'gold standard' and the surrogate exposure variable are measured and compared to derive a model for the measurement error. It can also be concluded whether \( E(X) = E(Z) \), as is assumed in both the Classical and Berkson measurement error models. The advantage of this method is that sometimes the 'gold standard' is too expensive to carry out on all the subjects of the main study; however, by just measuring a sub-sample, the cost of the
study is reduced. An indication of how well the surrogate measuring device works at measuring the risk factor is also given.

For example, if we consider the measurement of saturated fat in an individual’s diet, this risk factor is measured through the use of a food questionnaire; however it can be subject to measurement error. Therefore, along with the main study a separate validation study can also be conducted. This separate study can involve a more detailed questionnaire, going into greater depth than the questionnaire given to the subjects in the main study. For example, a more detailed questionnaire could involve the weighing of individual portions and noting down each time something is ingested. This would provide far more detail than a general recall questionnaire as well as less biased results, since individuals tend to under-report food intake in general recall questionnaires. This separate study is then used to verify information gathered from the main study.

However, there is not always a ‘gold standard’ and as a result a reproducibility study is required. Again, an internal or external study can be used, in either case a number of measurements are taken on each individual using the same imperfect device. It is then assumed that by comparing these values for each individual, we can again obtain an estimate of the standard deviation of the measurement error involved.

When assessing the relationship between FPG and retinopathy in type II diabetic subjects, as discussed in chapter 1, the study was designed to look at the variability of measuring FPG. A reproducibility study involving two repeated measurements on the
same subjects could be carried out to estimate the measurement error standard deviation.

To use these subsidiary studies in the assessment of measurement error a number of assumptions have to be made. For an internal subsidiary study it is assumed that the sub-sample used to estimate the measurement error is a representative sample of the population. Otherwise, this selection could introduce a bias into the results, and therefore cloud any inferences that could be made from the study. For an external subsidiary study further checks and assumptions have to be made. Again, the sample must be based on a population similar to that of the main study. However, it also has to be assumed that the measurement error model is the same for both studies. By this we mean that the same model holds with the same parameter values for both the main and validation study. If this assumption cannot be met then the external study should not be used as a subsidiary study for the main study. The result could be an introduction of unnecessary bias into the estimation procedure. Therefore, we issue caution in the use of external studies and advise that an internal subsidiary study should be designed into the original study specifications. Work has been conducted on the effects of measurement error and the requirements for subsidiary studies, see White, Frost, & Tokunaga (2000) and Thurigen, Spiegelman, Blettner, Heuer & Brenner (2000). This thesis will not discuss these issues and requirements but make the assumptions regarding validation studies as stated above.

3.2.7 Summary
In summary, the logistic model linearly relates the probability \( p = p(Y = 1|X = x) \) to the true explanatory variable \( X \) through the logit transform in the form
\[
\text{logit}(p) = \alpha_i + \beta_i x
\]

where \( t \) denotes the true model parameter values. When the true explanatory variable is known to be subject to error then a model linking the outcome to the observed data is

\[
\text{logit}(p) = \alpha_z + \beta_z z
\]

where \( p = p(Y = 1|Z = z) \). \( X \) and \( Z \) are related through a measurement error model such as the Classical or Berkson measurement error models. In the Classical model

\[
Z = X + V \quad \text{where } X \text{ and } V \text{ are independent}
\]

and in the Berkson model

\[
X = Z + V \quad \text{where } Z \text{ and } V \text{ are independent}
\]

and \( V \) denotes the measurement error term.

Standard methods give estimates of \( \alpha_z \) and \( \beta_z \), but we require estimates of \( \alpha_i \) and \( \beta_i \). How are these related?

### 3.3 Modelling Procedures in the Errors-in-Variables Problem

To completely specify the models, assumptions need to be made about the 'true' unobserved \( X \) values. There are two types of modelling procedures which Carroll, Ruppert & Stefanski (1995) have termed 'Functional Modelling' and 'Structural Modelling'. Both procedures assume that the measurement errors are independent and normally distributed as well as assuming that the \( X_i \) are independent and identically distributed. They differ, however, in their assumptions about the unobserved \( X \) values.
These are defined by:

**Functional Model**: the $X_i$ are unknown constants

**Structural Model**: The $X_i$ are a random sample from a distribution with mean $\mu_x$ and variance $\sigma_x^2$

There is also a third procedure which we shall also introduce that is,

**Ultrastructural Model**: $X_i$ are independent random variables with means $\mu_{x_i}$ and common variance $\sigma_x^2$

In the structural modelling approach, it is assumed that the $X_i$ follow a specific parametric distribution which leads to a likelihood based approach. This means that a full specification of the data distributions can be made which can then lead to a set of efficient estimators. For example, blood pressure measurements are believed to follow a Normal Distribution and so in the case of relating blood pressure to Coronary Heart Disease a parametric approach can be applied.

If there is concern over the distribution of the $X_i$, then a full parametric model cannot be specified and the semi parametric method of functional modelling should be employed. In this approach the $X_i$ can be regarded as either fixed or random; for the latter case no distributional assumptions are required, which is in contrast to the structural approach.

These two different types of modeling procedures allow different modeling assumptions to be made about the $X_i$. This provides flexibility in the different
designs of medical experiments and provides the ability to model the true situation. Both types of model are a part of the errors-in-variables problem and will be discussed further in Chapter 4 when considering the different types of methods that are available to correct for measurement error.

3.4 The Linear Regression Errors-in-Variables Problem

3.4.1 Introduction
We are now going to consider the linear regression errors-in-variables problem briefly before describing the logistic case, in order to make comparisons between the two techniques when considering methods and identifiability of the models. In the following sections we review some of the key results.

For convenience, we have used the standard notation of the linear regression errors-in-variables that is used throughout the literature, which was devised by Kendall & Stuart (1979).

3.4.2 The Model
The standard linear regression model for relating two variables is

\[ Y = mX + c + \varepsilon \]  \hspace{1cm} (3.2)

where the term \( \varepsilon \) represents the measurement error, or other sources of random variation, in \( Y \). The error-in-variables problem arises when \( X \) is known to be subject to measurement error. As a result the linear model is subject to a different formulation. Both the dependent and independent variables \( Y \) and \( X \) are assumed to be unobservable and hence we observe the two variables \( \xi \) and \( \eta \) instead

\[ \xi_i = X_i + \delta_i \]
\[ \eta_i = Y_i + \varepsilon_i \quad i = 1, \ldots, n \]  

(3.3)

where \( \delta_i \) is the error or random variation, incurred in measuring \( X_i \) and \( \varepsilon_i \) is the result of measurement error or random variation in \( Y_i \). It is also assumed that

\[
E(\delta_i) = E(\varepsilon_i) = 0 \quad Var(\delta_i) = \sigma^2_{\delta} \quad Var(\varepsilon_i) = \sigma^2_{\varepsilon} \quad Cov(\delta_i, \delta_j) = Cov(\varepsilon_i, \varepsilon_j) = 0 \quad \text{for all } i \neq j \quad Cov(\delta_i, \varepsilon_j) = 0 \quad \text{for all, } i, j
\]

(3.4)

Therefore, the linear regression errors-in-variables model is

\[
\eta_i = m\xi_i + c + (\varepsilon_i - m\delta_i)
\]

(3.5)

The aim is to estimate the model parameters \( m \) and \( c \), describing the relationship between \( X \) and \( Y \), even though neither is observed. In this model, the model parameters are not identifiable. This means that from a single study data set the model parameters \( m, c, \sigma^2_\delta \) and \( \sigma^2_\varepsilon \) can not all be estimated without further assumptions concerning the error variances.

For the purpose of this study we shall only consider the case of the structural model which has direct applicability to the logistic regression model that we consider. For further specifics we direct the reader to Chen & Van Ness (1999).

From this expanded formulation there are three error variances, namely \( \sigma^2 \), \( \sigma^2_\delta \) and \( \sigma^2_\varepsilon \).

From (3.3) and (3.4)
\[ E(\xi_i) = E(X_i) = \mu \]
\[ E(\eta_i) = E(mX_i + c) = m\mu + c \]
\[ \text{Var}(\xi_i) = \text{Var}(X_i + \delta_i) = \sigma_x^2 + \sigma_\delta^2 \]
\[ \text{Var}(\eta_i) = \text{Var}(Y_i + \varepsilon_i) = \text{Var}(mX_i + c + \sigma_\varepsilon^2 = m^2\sigma_x^2 + \sigma_\varepsilon^2 \]
\[ \text{Cov}(\xi_i, \eta_i) = \text{Cov}(X_i + \delta_i, mX_i + c + \varepsilon_i) = m\sigma_x^2 \]
\[ \text{Cov}(X_i, \delta_i) = \text{Cov}(Y_i, \varepsilon_i) = 0 \]

There are six parameters describing the model namely, \( \mu, c, m, \sigma_x^2, \sigma_\delta^2 \) and \( \sigma_\varepsilon^2 \).

As was described previously, the linear regression errors-in-variables model is not identifiable and therefore, to construct estimates for the model parameters, a further assumption concerning the error variances is required. There are four main cases.

These are

**Case 1** - Both error variances \( \sigma_\delta^2 \) and \( \sigma_\varepsilon^2 \) are known

**Case 2** - \( \sigma_\delta^2 \) is known

**Case 3** - \( \sigma_\varepsilon^2 \) is known

**Case 4** - The ratio \( \lambda = \frac{\sigma_\varepsilon^2}{\sigma_\delta^2} \) is known

To estimate the model parameters, the method of maximum likelihood is employed. It is assumed that the joint distribution of \( \xi_i \) and \( \eta_i \) is bivariate Gaussian that is,

\[
\begin{bmatrix} \xi_i \\ \eta_i \end{bmatrix} \sim N \left( \begin{bmatrix} \mu \\ m\mu + c \end{bmatrix}, \begin{bmatrix} \sigma_x^2 + \sigma_\delta^2 & m\sigma_x^2 \\ m\sigma_x^2 & m^2\sigma_x^2 + \sigma_\varepsilon^2 \end{bmatrix} \right) \]

and so the likelihood function for a sample of size \( n \) is

\[
L = \prod \frac{1}{2\pi \sqrt{\det(\Sigma)}} \exp \left\{ -\frac{1}{2} \left( \begin{bmatrix} \xi_i - \mu, \eta_i - (m\mu + c) \end{bmatrix} \Sigma^{-1} \begin{bmatrix} \xi_i - \mu \\ \eta_i - (m\mu + c) \end{bmatrix} \right) \right\}
\]
where the variance covariance matrix $\Sigma$ is

$$
\Sigma = \begin{pmatrix}
\sigma_x^2 + \sigma_\delta^2 & m\sigma_x^2 \\
m\sigma_x^2 & m^2\sigma_x^2 + \sigma_\epsilon^2
\end{pmatrix}
$$

The log likelihood is therefore

$$
I = -n \log(2\pi) - \frac{n}{2} \log(\sigma_\delta^2 \sigma_\epsilon^2 + m^2\sigma_x^2 \sigma_\delta^2 + \sigma_x^2 \sigma_\epsilon^2) - \frac{n}{2} \left( \frac{S_\xi^2 (m^2\sigma_x^2 + \sigma_\delta^2) - 2S_\xi m\sigma_x^2 + S_\eta^2 (\sigma_x^2 + \sigma_\delta^2)}{\sigma_\delta^2 \sigma_\epsilon^2 + m^2\sigma_x^2 \sigma_\delta^2 + \sigma_x^2 \sigma_\epsilon^2} \right) - \frac{n}{2} \left( \frac{(\bar{\xi} - \mu)^2 (m^2\sigma_x^2 + \sigma_\delta^2) - 2(\bar{\xi} - \mu)(\bar{\eta} - c - m\mu)m\sigma_x^2 + (\bar{\eta} - c - m\mu)^2 (\sigma_x^2 + \sigma_\delta^2)}{\sigma_\delta^2 \sigma_\epsilon^2 + m^2\sigma_x^2 \sigma_\delta^2 + \sigma_x^2 \sigma_\epsilon^2} \right)
$$

where

$$
S_\xi^2 = \frac{1}{n} \sum (\xi_i - \bar{\xi})^2
$$

$$
S_\eta = \frac{1}{n} \sum (\xi_i - \bar{\xi})(\eta_i - \bar{\eta})
$$

$$
S_\eta^2 = \frac{1}{n} \sum (\eta_i - \bar{\eta})^2
$$

By differentiating the above log likelihood, estimates for the model parameters can be obtained.

We shall now give the estimates for the model parameters for each of the specified cases in turn, see Hill, Nix & Iles (1999) for further details.

**Case 1: $\sigma_\delta^2$ and $\sigma_\epsilon^2$ known**

$$
\hat{m} = \frac{(S_\eta^2 - \lambda S_\xi^2) + \sqrt{(S_\eta^2 - \lambda S_\xi^2)^2 + 4\lambda S_\xi^2}}{2S_\eta}
$$
\[
\sigma_x^2 = \frac{\lambda^2 S_x^2 + 2\lambda m S_{\xi n} + m^2 S_n^2 - \lambda \left(m^2 \sigma_{\delta}^2 + \sigma_{\varepsilon}^2\right)}{(\lambda + m^2)^2}
\]

where \( \lambda = \frac{\sigma_{\varepsilon}^2}{\sigma_{\delta}^2} \). These results apply provided

\[
S_n^2 > \sigma_{\varepsilon}^2 \quad \text{or} \quad S_x^2 > \sigma_{\delta}^2 \quad \text{or} \quad S_{\xi n}^2 > \left(S_n^2 - \sigma_{\varepsilon}^2\right)\left(S_x^2 - \sigma_{\delta}^2\right)
\]

otherwise \( \sigma_x^2 = 0 \).

**Case 2: \( \sigma_{\delta}^2 \) known**

\[
\hat{m} = \frac{S_{\xi n}}{S_x^2 - \sigma_{\delta}^2}
\]

\[
\hat{\sigma}_x^2 = S_x^2 - \sigma_{\delta}^2
\]

\[
\hat{\sigma}_x^2 = \frac{S_x^2 S_n^2 - \sigma_{\delta}^2 S_n^2 - S_{\xi n}^2}{(S_x^2 - \sigma_{\delta}^2)}
\]

These results are dependent upon

\[
S_x^2 > \sigma_{\delta}^2 \quad \text{and} \quad S_n^2 > \frac{S_{\xi n}^2}{S_x^2 - \sigma_{\delta}^2}
\]

If the first restriction is broken then set \( \sigma_x^2 = 0 \) and the model collapses to the functional model, which is explained in more detail in the paper by Hill, Iles & Nix (1999). If the second restriction is broken then set \( \sigma_x^2 = 0 \). This reduces the model to the simple model of \( X \) on \( Y \). This is the case where the measurement error distribution associated with the risk factor \( X \) is known and is similar to the logistic regression errors-in-variables formulation that is studied within this thesis. It is also worth noting that if the measurement error in \( X \) was ignored then the gradient would be estimated as
\[ \hat{m}_{\text{obs}} = \frac{S_{\xi \eta}}{S_{\xi}^2} \]

Therefore, \(|\hat{m}_{\text{obs}}| < |\hat{m}|\) unless \(\sigma_\delta^2 = 0\).

**Case 3: \(\sigma_\varepsilon^2\) known**

\[ \hat{m} = \frac{S_{\eta}^2 - \sigma_\varepsilon^2}{S_{\xi \eta}} \]

\[ \sigma_\varepsilon^2 = \frac{S_{\xi \eta}^2}{(S_{\eta}^2 - \sigma_\varepsilon^2)} \]

\[ \sigma_\delta^2 = \frac{S_{\xi}^2 S_{\eta}^2 - \sigma_\varepsilon^2 S_{\xi}^2 - S_{\xi \eta}^2}{(S_{\eta}^2 - \sigma_\varepsilon^2)} \]

These results are dependent upon

\[ S_{\eta}^2 > \sigma_\varepsilon^2 \quad \text{and} \quad S_{\xi}^2 > \frac{S_{\xi \eta}^2}{(S_{\eta}^2 - \sigma_\varepsilon^2)} \]

As for case 2, if the first restriction is broken then \(\sigma_\varepsilon^2\) must be set to zero and the model collapses to the functional model. If the second restriction is broken then \(\sigma_\delta^2\) must be set to zero and the model reduces to the \(Y\) on \(X\) least squares regression solution.

**Case 4: \(\lambda = \frac{\sigma_\varepsilon^2}{\sigma_\delta^2}\) known**

Eliminating \(\sigma_\varepsilon^2\) from the log-likelihood by writing it in terms of \(\lambda\) and \(\sigma_\delta^2\), the following solution can be obtained.

\[ \hat{m} = \frac{(S_{\eta}^2 - \lambda S_{\xi}^2) + \sqrt{(S_{\eta}^2 - \lambda S_{\xi}^2)^2 + 4 \lambda S_{\xi \eta}^2}}{2 S_{\xi \eta}} \]
\[ \hat{\sigma}_x^2 = \frac{S_{x\eta} (m^2 S_{\eta}^2 + \lambda^2 S_{\eta}^2 + 2m\lambda S_{\eta}^2)}{(m^2 + \lambda)(mS_{\eta}^2 + \lambda S_{\eta}^2)} \]

\[ \hat{\sigma}_e^2 = \frac{(mS_{\eta}^2 - S_{x\eta})(m^2 S_{\eta}^2 + \lambda^2 S_{\eta}^2 + 2m\lambda S_{\eta}^2)}{(m^2 + \lambda)(mS_{\eta}^2 + \lambda S_{\eta}^2)} \]

and

\[ \hat{\sigma}_\eta^2 = \frac{\lambda (mS_{\eta}^2 - S_{x\eta})(m^2 S_{\eta}^2 + \lambda^2 S_{\eta}^2 + 2m\lambda S_{\eta}^2)}{(m^2 + \lambda)(mS_{\eta}^2 + \lambda S_{\eta}^2)} \]

Asymptotic information and variance-covariance matrices have also been ascertained; see Hill, Iles & Nix (1999). These formulae will not be included here.

Therefore, the linear regression errors-in-variables model is identifiable for the four cases described above, in each of which an assumption has been made concerning the error variances. In that case estimation is through simple analytical formulae that can easily be evaluated. Estimates for the variances of the estimators have also been derived, and therefore measures of the precision of the estimates can also be calculated. These estimates of the variances are dependent on, say, \( \sigma_\eta^2 \) or \( \sigma_e^2 \) being known. If these have been estimated from a validation study then this will have an effect on the estimate of the associated standard errors.

### 3.4.3 Effects of measurement error in the linear regression errors-in-variables problem

To illustrate the effect of measurement error on the estimation of the model parameters, we consider an example of case 1, where both the error variances \( \sigma_e^2 \) and \( \sigma_\eta^2 \) are assumed known.
For the method of case 1, a single data set was generated. The sample size was taken to be 100 and both $X$ and $Y$ were assumed to be normally distributed with parameters $N(30,10^2)$. The model was generated according to $Y = X + \varepsilon$ with $Z = X + V$ and $\sigma_\varepsilon^2 = 4$ and $\sigma_V^2 = 1$. The gradient and intercept were then calculated using the techniques of ordinary least squares and the method described in case 1. Figure 3.1 shows the results of this investigation.

![Figure 3.1: Comparison of methods for the linear error-in-variables problem](image)

For this illustrative data set it can be seen by ignoring the measurement error in the $X$ variable and using the standard statistical technique of ordinary least squares, the regression line clearly underestimates the gradient in comparison with the corrected method. For this single data set if both variables are known to be mismeasured then clearly the correction method should be used, otherwise the results produced are seriously attenuated and could result in an underestimation of an effect.
In the above example, we have taken the case where it is assumed that both the error variances are known and found that if there is a large amount of measurement error then this has an effect on estimating the model parameters. If we examine the 2nd case that is, $\sigma_\delta^2$ is known, then the measurement error associated with the explanatory variable is known. This is analogous to the logistic regression problem.

For the linear regression errors-in-variables problem there are analytical estimates of the model parameters including that of the measurement error variance. A simulation study was conducted for this particular case to see the effect of measurement error on the estimate of the slope as well as seeing how well these new parameter estimates work as the measurement error is increased. Again the method of least squares was utilised to calculate the parameter estimates and the errors-in-variables formulae for case 2 was used to calculate the corrected estimates. For this study, the explanatory variable $X$ was generated from $X \sim N(30,10^2)$ for 500 values, and $\sigma^2 = 1$, $\alpha = 0$, $\beta = 1$ and $\sigma_\delta$ was varied from 0 to 4. The mean value of 5000 simulations was taken for the parameter $\beta$ and the associated standard deviation.
Figure 3.2: Mean estimate for $\beta$ from 5000 simulations

Figure 3.3: Standard Deviation for $\beta$ from 5000 simulations

Figure 3.2 shows that with no measurement error the method of least squares produced unbiased estimates for the model parameter. As the measurement error is increased a bias is introduced in the estimate of $\beta$ which increases as the
measurement error is increased. As Figure 3.3 shows, as the measurement error is increased so the precision in estimating $\beta$ decreases.

The new errors-in-variables estimate for $\beta$ also produced an unbiased estimate when there was no measurement error. As the measurement error increases a slight positive bias is introduced into the estimate of $\beta$. However, this bias is less than that produced by the method of least squares. We shall return to this particular simulation study for the logistic regression model in Chapter 5.

For the linear regression errors-in-variables problem, it can be seen that measurement error in the explanatory variable can cause the strength of association to be underestimated between the explanatory variable and the continuous outcome variable. Thus estimates for the model parameters that correct for this measurement error are required. From these studies it can be seen that the corrected estimates do correct for the measurement error though when the measurement error standard deviation becomes large in relation to the explanatory variable standard deviation then these estimates slightly over-estimate the strength of the relationship.

The work by Hill, Nix & Iles (1999) provided analytical estimates for the linear regression errors-in-variables model parameters depending on certain assumptions concerning the error variances. The model is identifiable when one or more of the error variances is known or at least the ratio between the error variances is known. For the logistic regression errors-in-variables problem, there is only one measurement error variance associated with the model and, as we shall see later, the problem is
identifiable. We will now introduce the Logistic Regression Errors-in-Variables problem.

3.5 The Logistic Regression Errors-in-Variables Problem

3.5.1 Introduction
In Chapter 2 we introduced the logistic regression model and in section 3.2 we defined the measurement error models that can be associated with the observation of the true explanatory variable values. Within this section we explain how these two models come together to produce the logistic regression measurement error model and how in the same way as for the linear regression errors-in-variables model, estimates of the model parameters can be obtained.

3.5.2 Estimation of the Model Parameters
To estimate the model parameters $\alpha_i$ and $\beta_i$, further assumptions have to be made concerning the distributions of the random variables namely, $X$, $Z$ and $V$. Therefore, it is assumed that the true risk factor $X$ is Normally distributed with mean $\mu_x$ and variance $\sigma_x^2$. The measurement error variable $V$ is also assumed to be Normally distributed with mean 0 and variance $\sigma_v^2$. It follows that $Z$ is also Normally distributed. So the full model is

$$\logit\left(P(Y = 1|X = x)\right) = \alpha_i + \beta_i x$$

$$X \sim N(\mu_x, \sigma_x^2)$$

and

$$V \sim N(\mu_v, \sigma_v^2)$$

The observed likelihood is
\[ L = \prod_{i=1}^{n} P(Y_i = 1|Z_i) \prod_{i=1}^{n} \left(1 - P(Y_i = 1|Z_i)\right)^{-Y_i} \]

If we suppose that \(X\) and \(Z\) are discrete then

\[ P(Y = 1|Z = z) = \frac{P(Y = 1 \cap Z = z)}{P(Z = z)} \]

Now,

\[ P(Y = 1 \cap Z = z) = \sum_{x} P(Y = 1 \cap Z = z \cap X = x) \]

\[ = \sum_{x} P(Y = 1|Z = z \cap X = x) P(Z = z \cap X = x) \]

Hence,

\[ P(Y = 1|Z = z) = \frac{P(Y = 1 \cap Z = z)}{P(Z = z)} = \sum_{x} P(Y = 1|Z = z \cap X = x) \frac{f(z, x)}{f_Z(z)} \]

\[ = \sum_{x} P(Y = 1|Z = z \cap X = x) f(x|z) \]

However, \(Z\) is a surrogate value for \(X\) and it is assumed that, if \(X\) is known, then \(Z\) does not contain any 'extra' information concerning the response. Therefore,

\[ P(Y = 1|Z) = \sum_{x} P(Y = 1|X) f(X|Z) \]

The argument can be adapted to deal with the case where \(X\) and \(Z\) are continuous.

Then

\[ P(Y = 1|Z \in (z, z + dz)) = \frac{P(Y = 1 \cap \{Z \in (z, z + dz)\})}{P(Z \in (z, z + dz))} = \]

\[ \int P(Y = 1|X \in (x, x + dx) \cap Z \in ((z, z + dz)) P(X \in (x, x + dx) \cap Z \in ((z, z + dz)) dx \]
\[ P(Y = 1| X \in (x, x + dx) \cap Z \in ((z, z + dz)) \cdot \frac{P(Y = 1| X \in (x, x + dx) \cap Z \in ((z, z + dz))}{P(Z \in ((z, z + dz))} \cdot dx \]

On taking the limits as \( dx \) and \( dz \to 0 \) then

\[ P(Y = 1| Z) = \int P(Y = 1| X)f(X|Z)dx \quad (3.6) \]

This expression is not in a closed form due to the fact that \( P(Y = 1| X) \) is of logistic form and \( f(X|Z) \) is Normally distributed. Hence, when the variable distributions are assumed to be Normal, then the integral cannot be evaluated analytically. This is in direct contrast to the linear case, where under the same assumptions there were analytical solutions.

The Logistic regression measurement error likelihood can then be defined by

\[ l = \log L = \sum_{i=1}^{n} y_i \log p_i + \sum_{i=1}^{n} (1 - y_i) \log (1 - p_i) \]

where \( p_i = P(Y = 1| Z = z_i) \). In this model there are five parameters to be estimated namely, \( \alpha, \beta, \sigma^2, \sigma^2_x \) and \( \mu \).

If we return to the different measurement error models discussed in section 3.2 then the choice of measurement error model has an effect on the distribution \( f(X|Z) \) and thus the integral in (3.6). Due to the differing nature of the relationship between \( X \) and \( Z \), the form of \( f(X|Z) \) is generally simpler for the Berkson measurement error model than the classical measurement error model since for the Classical model

\[ Z \sim N(\mu, \sigma^2_x + \sigma^2_x) \]

where
\[ \mu_{x|z} = \frac{\sigma^2_x}{\sigma^2_z} z + \frac{\sigma^2_v}{\sigma^2_z} \mu_z \]
\[ \sigma^2_{x|z} = \frac{\sigma^2_x \sigma^2_v}{\sigma^2_z} \]

and for the Berkson model
\[ Z \sim N(\mu_z, \sigma^2_z) \]

where
\[ \mu_{x|z} = \mu_z \]
\[ \sigma^2_{x|z} = \sigma^2_x + \sigma^2_z \]

This has later relevance on the methods that are available to correct for measurement error that we discuss in Chapter 4 and the question of identifiability for the logistic regression measurement error model that we return to in Chapter 8.

### 3.6 The Probit Regression Measurement Error Model

#### 3.6.1 Introduction

In Chapter 2 we introduced three different models for describing the relationship between an explanatory variable and a binary outcome. One of these models was the Probit Model. Though logistic regression is the most popular technique to due its relationship with the odds ratio, the probit model can also be used. For completeness the probit regression measurement error model is described. We shall return to this particular technique in chapter 8 when considering the identifiability of the measurement error models.

#### 3.6.2 Estimation of the Model Parameters

If we return to the expression
\[ P(Y = 1|Z) = \int P(Y = 1|X) f(X|Z) dX \]  \hspace{1cm} (3.6)
for the logistic model it was assumed that

\[ P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)} \]

For the probit model

\[ P(Y = 1|X) = \Phi(\alpha_i + \beta_i X) \]

If we assume that the measurement errors follow a classical measurement error model that is

\[
\mu_{x|z} = \frac{\sigma_x^2 z + \sigma_v^2 \mu_x}{\sigma_z^2} \\
\sigma_{x|z}^2 = \frac{\sigma_x^2 \sigma_v^2}{\sigma_z^2}
\]

then we can make the substitution

\[ u = \frac{x - \mu_{x|z}}{\sigma_{x|z}} \]

to obtain

\[ P(Y = 1|Z) = \int \Phi \left( \alpha_i + \beta_i \left( \frac{\sigma_x^2 z + \sigma_v^2 u + \sigma_v^2 \mu_x}{\sigma_z^2} \right) \right) \varphi(u) du \]

This can be re-arranged as

\[ P(Y = 1|Z) = \Phi \left( \alpha_i + \beta_i \left( \frac{\sigma_x^2 z + \sigma_v^2 \mu_x}{\sigma_z^2} \right) \right) \left( 1 + \beta_i^2 \frac{\sigma_x^2 \sigma_v^2}{\sigma_z^2} \right)^{1/2} \]

(3.7)

See Appendix A.4 for proof of this evaluation. If we assume that the measurement errors follow a Berkson type measurement error model that is

\[
\mu_{x|z} = \mu_z \\
\sigma_{x|z}^2 = \sigma_v^2 + \sigma_z^2
\]
then we can make the substitution

\[ u = \frac{x - z}{\sigma_v} \]

Therefore,

\[ P(Y = 1|Z) = \int \Phi(\alpha_i + \beta_i(u + z)) \phi(u) du \]

Hence,

\[ P(Y = 1|Z) = \Phi \left( \frac{\alpha_i + \beta_i z}{(1 + \beta_i^2 \sigma_v^2)^{\frac{1}{2}}} \right) \]  

(3.8)

Therefore, there is an analytical expression for \( P(Y = 1|Z) \) for both measurement error models. This expression is then substituted into the log likelihood

\[ \log L = \sum_{i=1}^{n} y_i \log \{ P(Y_i = 1|Z_i) \} + \sum_{i=1}^{n} (1 - y_i) \log \{ 1 - P(Y_i = 1|Z_i) \} \]

which can then be maximised, as with the logistic model, using numerical procedures to estimate the model parameters.

### 3.7 Conclusion

In this chapter we have studied the various forms of measurement error model that can be associated with the logistic regression measurement error model as well as introducing the different forms of subsidiary studies that are available to assess this measurement error. Not only does an assessment need to be made of the form of the measurement error but also how the measurement error model parameters will be estimated, both concepts having an effect on the form of the model. Information must also be gathered concerning the explanatory variable and whether it can be defined by a distribution or whether a non-parametric model is required. These concepts were introduced within this chapter as they have an effect on the different methods that are
available to correct for measurement error when estimating the model parameters. For example, methods have been developed for particular cases such as the Berkson measurement model or if a functional model can be assumed. These methods and concepts are further discussed and examined in the following chapters.

We have also introduced both the linear and the logistic regression errors-in-variables models. In Chapter 2 we saw that analytical estimates for the linear regression model parameters could be obtained whereas for the logistic regression model a numerical method had to be employed. When examining the linear regression errors-in-variables model, again analytical estimates of the model parameters could be obtained if certain assumptions were made about the error variances, namely, that if one or more of the error variances are known, or at least the relationship between the two is known, then closed analytical expressions are available. However, the model was not identifiable when both the measurement error variances were unknown. In contrast the logistic regression errors-in-variables model involves an integral where there is no analytical solution so the logistic regression errors-in-variables model and so is more complex than the linear regression model. As a result a number of methods have been designed to estimate the logistic regression measurement error model parameters taking into account the distribution parameters of the measurement error. These are discussed in the following chapter.
Chapter 4

4 An overview of the current methods available to correct for measurement error in logistic regression

4.1 Introduction
In Chapters 2 and 3, we introduced both the logistic regression model and associated measurement error models and in 3.5 an expression for the likelihood was obtained. As we saw, this is complex and practical methods for estimating the model parameters are need to be devised. This chapter will consider a number of methods which have been suggested and which shall be compared in Chapter 5.

In 1989, Willett discussed a number of issues related to correction for measurement error and why such techniques are not commonly employed. Firstly, he stated that
techniques should ideally incorporate any number of covariates and produce confidence intervals for the estimates that take into account the measurement error. Secondly, investigators would perhaps more willingly use correction procedures if the methods were easy to understand and implement. There are so many methods available now that an investigator could easily be confused as to which method is the most appropriate.

Over the past thirty years various errors-in-variables issues and techniques have been designed and discussed. The result is a wide and varied selection of information concerning measurement error in covariates, ranging from the effects of measurement error to particular methods devised for different studies. The following is a list of references discussing the effects that measurement error can have on measures of association. Though not all these papers look specifically at the effect on logistic regression estimates, they give a concise background to the effects of measurement error in general; see Michalek & Tripathi (1980), Kupper (1984), Lagakos (1988), Armstrong (1990), Carroll (1997), Demidenko & Spiegelman (1997), Kronmal & Shemanski (1998) and Oppenheimer & Kher (1999). The following group of references contain methods that are either out of the scope of this work or are too specific in their implementation for our study; see Stefanski & Carroll (1985), Schafer (1987), Fuller (1988), Armstrong, Whittemore & Howe (1989), Carroll (1989), Tosteson, Stefanski & Schafer (1989), Crouch & Spiegelman (1990), Richardson & Gilks (1993), Schmid & Rosner (1993), Zhao, Lee & Van Hui (1994), Bashir & Duffy (1995), Dellaportas & Stephens (1995), Haukka (1995), Mallick & Gelfand (1996), Buzas (1997), Kuchenhoff & Carroll (1997), Muller & Roeder (1997), Richardson & Leblond (1997), Spiegelman & Casella (1997), Srivasta & Shalabh (1997), Wang &

This chapter and the following have been conducted on the basis of Willett’s paper, to try to answer some of these questions and provide recommended methods. Throughout the chapter we cover the specific details of some of the relevant methods that are available, showing the various approaches involved, whether confidence intervals can be constructed, as well as showing whether further covariates can be included in the method.

There are four classical main approaches to the logistic regression errors-in-variables problem.

- Ordinary logistic regression, also known as the ‘naïve’ method. This method is used if the investigator assumes that there is no error in measuring the risk factors involved. For the univariate case, the ordinary logistic regression coefficients are denoted by $\alpha$, and $\beta$, respectively.

- Correction Factor Methods

- Structural Modelling

- Functional Modelling

In the following sections we shall discuss each of these approaches in turn.

4.2 Correction Factor Methods

A correction factor method is where the ordinary logistic regression estimator $\beta$, is transformed by an appropriate correction factor, usually a measurement error variance
dependent quantity, to estimate the true parameter \( \beta_i \). The following is a summary of some of the methods that come under the category of ‘correction factor methods’.

4.2.1 Regression Calibration

One of the simplest methods to correct for measurement error in any generalised linear model, or in our specific case logistic regression, is that of Regression calibration; see Carroll, Ruppert & Stefanski (1995). It depends on an internal or external validation study to estimate the measurement error distribution and is based upon the Berkson measurement error model. The true model parameter \( \beta_i \) can then be estimated using the following technique.

1) From the validation study, estimate the relationship between \( X \) and \( Z \). If there are any further associated covariates \( W \), which are not subject to measurement error, then these too must be taken into account. For the simple case of the Berkson measurement error model, ordinary linear regression can be performed to estimate the parameters \( a_0 \), \( a_1 \) and \( a_2 \) from the following model

\[
X = a_0 + a_1 Z + a_2 W + \varepsilon
\]  
(4.1)

2) Using the above estimates \( \hat{a}_0 \), \( \hat{a}_1 \) and \( \hat{a}_2 \), estimate the expected true values of \( X_i \) from the \( Z_i \) and \( W_i \) in the main study.

3) Perform an ordinary logistic regression analysis on these transformed values and the dependent \( Y \) values.

No variance expression has been devised to calculate the standard errors for the parameters \( \hat{\alpha}_i \) and \( \hat{\beta}_i \) that take into account the estimation of the parameters \( \hat{a}_0 \), \( \hat{a}_1 \) and \( \hat{a}_2 \). Therefore, the standard errors are calculated using (2.19) and hence will
always underestimate the true variability in estimating \( \hat{\beta}_1 \). However, this method is simple and can easily be implemented using any standard statistical package.

A follow-on from the above regression calibration method is that of the linear approximation method; see Armstrong (1985) and Rosner, Spiegelman & Willett (1989). Instead of estimating the true variable \( X \) through the use of a validation study, the ordinary logistic regression parameter \( \hat{\beta}_s \) is corrected by an attenuation factor. The advantage of this method is that an expression for the variance of \( \hat{\beta}_1 \) has been derived that takes into account the variability in estimating \( \hat{a}_o \), \( \hat{a}_i \) and \( \hat{a}_2 \).

Rosner, Spiegelman & Willett (1989) assume that the measurement error model is of a Berkson form and that \( X \) and \( Z \) are related by the linear regression model (4.1). As before, the coefficients of the linear regression model (4.1) as well as the ordinary logistic regression coefficients \( \hat{\alpha}_s \) and \( \hat{\beta}_s \) must be estimated. The correction method is then

\[
\hat{\beta}_1 = \frac{\hat{\beta}_s}{\hat{a}_1}
\]

However, if \( \hat{a}_1 = 1 \) this correction procedure reduces to the no errors estimate for \( \hat{\beta}_1 \).

For the multiple covariate case see Kuha (1994). The expression for the variance of \( \hat{\beta}_1 \) is

\[
\text{var}(\hat{\beta}_1) = \left( \frac{1}{\hat{a}_1^2} \right) \text{var}(\hat{\beta}_s) + \left( \frac{\hat{\beta}_s^2}{\hat{a}_1^4} \right) \text{var}(\hat{a}_1) \\
\text{(4.2)}
\]
See appendix A.3 for the derivation of this expression. It can clearly be seen that this estimate takes into account the variation in estimating \( \hat{a}_i \), and therefore producing a less biased estimate of the variance.

The above method assumed that the errors follow a Berkson measurement error model and that \( \hat{a}_i \neq 1 \) in (4.1). If it is assumed that the errors follow a classical measurement error model and that \( a_0 = 0 \) and \( a_1 = 1 \) then

\[
Z = X + V
\]

This approach (Rosner, Spiegelman & Willett (1990)) works in the same way as the linear approximation method that is, the ordinary logistic regression coefficient \( \hat{\beta}_e \) is corrected by an attenuation factor which is known as the reliability coefficient \( R \) and can be used in the following way

1) From the validation study estimate the measurement error variance, \( \sigma_e^2 \).

2) In the main study, calculate the 'naïve' estimator \( \hat{\beta}_e \).

3) The true model parameter \( \beta_t \) is then estimated by

\[
\hat{\beta}_t = \hat{\beta}_e \frac{\hat{\sigma}_x^2 + \hat{\sigma}_e^2}{\hat{\sigma}_x^2}
\]

(4.3)

where \( \frac{\hat{\sigma}_x^2}{\hat{\sigma}_x^2 + \hat{\sigma}_e^2} \) is the reliability coefficient \( R \), and so the above term can be rewritten in the form \( \hat{\beta}_t = \hat{\beta}_e \hat{R}^{-1} \).

For multiple covariates measured with error \( \hat{\beta}_e \) and \( \hat{\beta}_e \) are replaced by their respective vectors of regression coefficients for the true and observed situations respectively and \( R \) is known as the multivariate reliability coefficient; see Rosner,
Spiegelman & Willett (1992). $R$ is then expressed in terms of the variance-covariance matrices for the true and observed variables as well as the associated measurement error. Hence

$$R = \hat{\Sigma}_x \left( \hat{\Sigma}_x + \hat{\Sigma}_e \right)^{-1}$$

where $\Sigma_x$ is the variance-covariance matrix for the true vector of covariates and $\Sigma_e$ is the variance-covariance matrix for the vector of associated measurement errors. Then

$$\hat{\beta}_i = \hat{\beta}_i \hat{R}^{-1}$$

As the method is a correction factor method it is simple and easy to implement through the use of a statistical package and a calculator. However, no expressions for the associated standard errors of the estimates are given and therefore there is no way of assessing the accuracy of the correction estimates taking into account the estimation of the associated variances.

4.2.2 Approximate Methods

The next group of methods revolve around the logistic regression measurement error model integral discussed in section 3.5

$$P(Y = 1|Z) = \int P(Y = 1|X) f(X|Z) dx$$

If it is assumed that the measurement errors follow a Normal distribution then this integral has been shown to have no analytical solution. By making specific assumptions and measurement error models, the following methods have been devised. The aim of this section is to give an overall picture of these methods with their associated assumptions. However, for specific details we refer the reader to the relevant papers.
Regression calibration is a simple method for correction. However, it is a crude method that does not involve the modelling of the measurement error problem. Therefore, Rosner, Spiegelman & Willett (1989) proposed a further method that is based on the integral (4.4) that produces analytical estimates of the true model parameters and provides an expression for the variance of \( \hat{\beta}_i \) that takes into account the estimation of the other model parameters. The method assumes that the errors follow a Berkson measurement error model and that \( X \) and \( Z \) are related through the equation (4.1). This method is based on the assumption that the probability of the disease under consideration is very rare and hence can be approximated by an exponential function.

Consider then the integral

\[
P(Y = 1|Z) = \int P(Y = 1|X)f(X|Z)\,dX
\]

and assume that the errors follow the Berkson measurement error model. Then \( X|Z = z \) is \( N(z, \sigma^2_v) \) and so

\[
f(X|Z) = \frac{\exp\left(-\frac{(X - Z)^2}{2\sigma^2_v}\right)}{\sqrt{2\pi \sigma^2_v}}
\]

Define \( X^* = X - \bar{X} \), where \( \bar{X} \) is the sample mean of the true covariate in the validation study. Then the logistic function can be re-written in the following way

\[
\ln\left(\frac{P(Y = 1|X^*)}{1 - P(Y = 1|X^*)}\right) = (\alpha_i + \beta_i \bar{X}) + \beta_i X^*
\]

(4.5)
To be able to approximate the integral (4.4), the expression (4.5) is used to approximate $\ln(P(Y = 1|X^*))$ by a second order Taylor series expansion about $X^* = 0$ that is,

$$\ln(P(Y = 1|X^*)) \approx \alpha_i + \beta_i X - \ln(1 + \exp(\alpha_i + \beta_i X)) + \frac{\beta_i X^*}{1 + \exp(\alpha_i + \beta_i X)} + \frac{\beta_i^2 X^*^2 \exp(\alpha_i + \beta_i X)}{2(1 + \exp(\alpha_i + \beta_i X))^2}$$

Therefore,

$$P(Y = 1|X^*) \approx \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)} \exp\left\{ \frac{\beta_i X^*}{1 + \exp(\alpha_i + \beta_i X)} - \frac{\beta_i^2 X^*^2 \exp(\alpha_i + \beta_i X)}{2(1 + \exp(\alpha_i + \beta_i X))^2} \right\}$$

which can be re-written as

$$P(Y = 1|X^*) \equiv c_0 \exp(c_1 X^* - c_2 X^*^2)$$

where

$$c_0 = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)}$$

$$c_1 = \frac{\beta_i}{1 + \exp(\alpha_i + \beta_i X)}$$

$$c_2 = \frac{c_1^2 c_0}{2(1 - c_0)}$$

This expression can then be substituted into the integral (4.4) to produce

$$P(Y = 1|Z^*) \equiv \int c_0 \exp(c_1 X^* - c_2 X^*^2) \frac{\exp\left(-\frac{(X^* - Z^*)^2}{2\sigma^2}\right)}{\sqrt{2\pi}\sigma} dX^*$$

where $Z^* = Z - \bar{Z}$ and $\bar{Z}$ is the sample mean of the observed values in the validation study. This integral is now in a closed form and therefore, it can be evaluated analytically. Hence, $\hat{P}(Y = 1|Z^*)$ can also be expressed as
\[ \hat{P}(Y = 1|Z^*) \approx c_0' \exp(c_1'Z^* - c_2'Z^{*2}) \]

where

\[ c_0' = \frac{c_0}{1 + 2\sigma_1^2 c_2} \exp \left( \frac{\sigma_1^2 c_1^2}{1 + 2\sigma_1^2 c_2} \right) \]

\[ c_1' = \frac{c_1}{1 + 2\sigma_1^2 c_2} \]

\[ c_2' = \frac{c_2}{1 + 2\sigma_1^2 c_2} \]

However, to produce an analytical estimate of the model parameters a further expression for \( \hat{P}(Y = 1|Z^*) \) is required. Using a second-order Taylor series the further approximation to \( \hat{P}(Y = 1|Z^*) \) can be made in the same way as \( P(Y = 1|X^*) \), resulting in

\[ \hat{P}(Y = 1|Z^*) \approx c_0^* \exp(c_1^*Z^* - c_2^*Z^{*2}) \]

where

\[ c_0^* = \frac{\exp(\alpha_s + \beta_s, Z)}{1 + \exp(\alpha_s + \beta_s, Z)} \]

\[ c_1^* = \frac{\beta_s}{1 + \exp(\alpha_s + \beta_s, Z)} \]

\[ c_2^* = \frac{c_1^2 c_0^*}{2(1 - c_0^*)} \]

where \( \alpha_s \) and \( \beta_s \) are the ordinary logistic regression estimates, assuming no error, calculated from the main study data set. By equating \((c_0', c_0^*), (c_1', c_1^*)\) and \((c_2', c_2^*)\), the expressions for \( c_0, c_1 \) and \( c_2 \) can be expressed as
\[ \hat{c}_2 = \frac{\hat{\beta}_z^2 \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})}{2\left[1 + \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})\right]^2 - 2 \hat{\beta}_z^2 \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})\hat{\beta}_z^2} \]  

(4.6)

\[ \hat{c}_1 = 2\hat{c}_2 \left\{ \frac{1 + \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})}{\hat{\beta}_z \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})} \right\} \]  

(4.7)

\[ \hat{c}_0 = (1 + 2\hat{\sigma}_v^2\hat{c}_2) \left\{ \frac{\exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})}{1 + \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})} \right\} \exp\left( -\frac{\hat{\sigma}_v^2\hat{c}_2}{2} \right) \]  

(4.8)

By solving these equations an estimate for \( \hat{\beta}_1 \) can be obtained from the equation

\[ \hat{\beta}_1 = \frac{\hat{c}_1}{1 - \hat{c}_0} \]

where the unknown parameters \( \hat{Z} \) and \( \hat{\sigma}_v^2 \) are estimated from the validation study whilst \( \hat{\alpha}_z \) and \( \hat{\beta}_z \) are the usual ‘naïve’ estimates.

This method was investigated further to see whether the method reduces to the usual no errors estimate \( \hat{\beta}_z \) when there is no error. Let \( W = \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z}) \) then

\[ \hat{c}_2 = \frac{\hat{\beta}_z^2 \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})}{2\left[1 + \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})\right]^2 - 2 \hat{\beta}_z^2 \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})\hat{\beta}_z^2} = \frac{\hat{\beta}_z^2 W}{2(1+W)^2 - 2\hat{\beta}_z^2 W \hat{\sigma}_v^2} \]

For \( c_1 \)

\[ c_1 = 2c_2 \left\{ \frac{1 + \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})}{\hat{\beta}_z \exp(\hat{\alpha}_z + \hat{\beta}_z \hat{Z})} \right\} = 2 \left\{ \frac{\hat{\beta}_z^2 W}{2 \left( (1+W)^2 - \hat{\beta}_z^2 W \hat{\sigma}_v^2 \right)} \right\} \left\{ \frac{1+W}{\hat{\beta}_z W} \right\} \]

Therefore,

\[ c_1 = \frac{\hat{\beta}_z (1+W)}{(1+W)^2 - \hat{\beta}_z^2 W \hat{\sigma}_v^2} \]

For \( c_0 \)
\[ c_0 = (1 + 2\hat{\sigma}_v \hat{c}_2)^{\frac{1}{2}} \left\{ \frac{\exp(\hat{\sigma}_v \beta_v)}{1 + \exp(\hat{\sigma}_v \beta_v)} \right\} \exp\left\{ -\frac{\hat{\sigma}_v^2 \hat{c}_2^2}{1 + 2\hat{\sigma}_v \hat{c}_2} \right\} \]

\[ = \left(1 + \frac{\hat{\beta}_v^2 W \hat{\sigma}_v^2}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \right)^{\frac{1}{2}} \frac{W}{1 + W} \exp\left\{ -\frac{\hat{\sigma}_v^2 \hat{\beta}_v^2 (1 + W)^2}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \right\} \exp\left\{ \frac{\hat{\sigma}_v^2 \hat{\beta}_v^2 W}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \right\} \]

So

\[ \hat{\beta}_v = \frac{\hat{\beta}_v (1 + W)}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \]

\[ 1 - \frac{W}{\sqrt{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2}} \exp\left\{ -\frac{\hat{\sigma}_v^2 \hat{\beta}_v^2 (1 + W)^2}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \right\} \exp\left\{ \frac{\hat{\sigma}_v^2 \hat{\beta}_v^2 W}{(1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2} \right\} \]

Therefore, as \( \hat{\sigma}_v \to 0 \) then \( \hat{\beta}_v \to \frac{\hat{\beta}_v (1 + W)}{W} = \hat{\beta}_v \)

Hence, this method reduces to the no errors model, when \( \hat{\sigma}_v \to 0 \). In addition, this method puts a condition on the estimate \( \hat{\sigma}_v \) for this method to give a meaningful estimate,

\[ (1 + W)^2 - \hat{\beta}_v^2 W \hat{\sigma}_v^2 > 0 \]

Hence,

\[ \hat{\sigma}_v^2 < \frac{(1 + W)^2}{\hat{\beta}_v^2 W} \]
Therefore, using a validation study and the estimates of \( \hat{\alpha} \) and \( \hat{\beta} \), produced from any standard statistical package, we have an analytical expression for \( \hat{\beta} \), and hence \( \hat{\alpha} \). The other advantage of this method is that an expression for the variance of \( \hat{\beta} \), can be obtained. As before, this variance expression takes into account the variability from estimating the various parameters in the validation study. The subsequent formulation is the result of using the delta method as given in appendix A.3.

\[
\text{var}(\hat{\beta}) = \left( \frac{\partial f}{\partial \hat{\alpha}_s} \right)^2 \text{var}(\hat{\alpha}_s) + \left( \frac{\partial f}{\partial \hat{\beta}_s} \right)^2 \text{var}(\hat{\beta}_s) + \left( \frac{\partial f}{\partial \hat{Z}} \right)^2 \text{var}(\hat{Z})
\]

\[
+ \left( \frac{\partial f}{\partial \hat{\sigma}_r^2} \right)^2 \text{var}(\hat{\sigma}_r^2) + 2 \left( \frac{\partial f}{\partial \hat{\alpha}_s} \right) \left( \frac{\partial f}{\partial \hat{\beta}_s} \right) \text{cov}(\hat{\alpha}_s, \hat{\beta}_s)
\]

where \( f = \frac{\hat{c}_1}{1 - \hat{c}_0} \) and the other covariances are 0 due to independence.

\[
\frac{\partial f}{\partial \hat{\alpha}_s} = \left( \frac{\partial \hat{c}_1}{\partial \hat{\alpha}_s} \right) / (1 - \hat{c}_0) + \left( \frac{\partial \hat{c}_0}{\partial \hat{\alpha}_s} \right) \left[ \frac{\hat{c}_1}{1 - \hat{c}_0} \right]
\]

\[
\frac{\partial f}{\partial \hat{\beta}_s} = \left( \frac{\partial \hat{c}_1}{\partial \hat{\beta}_s} \right) / (1 - \hat{c}_0) + \left( \frac{\partial \hat{c}_0}{\partial \hat{\beta}_s} \right) \left[ \frac{\hat{c}_1}{1 - \hat{c}_0} \right]
\]

\[
\frac{\partial f}{\partial \hat{\sigma}_r^2} = \left( \frac{\partial \hat{c}_1}{\partial \hat{\sigma}_r^2} \right) / (1 - \hat{c}_0) + \left( \frac{\partial \hat{c}_0}{\partial \hat{\sigma}_r^2} \right) \left[ \frac{\hat{c}_1}{1 - \hat{c}_0} \right]
\]

\[
\text{var}(\hat{Z}) = \sum_{i=1}^{n} \frac{(Z_i - \bar{Z})^2}{n(n-1)}
\]

\[
\text{var}(\hat{\sigma}_r^2) = \frac{2\hat{\sigma}_r^4}{n - 2}
\]
As before, $\bar{Z}$ and $\sigma^2_\nu$ are estimated from the validation study as are the associated model parameter variances. The derivatives, such as, $\frac{\partial \hat{c}_i}{\partial \hat{\alpha}_x}$, are calculated from equations (4.6), (4.7) and (4.8). The rest of the parameters are estimated from the main study data set.

This simple analytical formula has one drawback, the method cannot be extended to include further covariates. Therefore, the reader is directed to the multivariate version of the simple correction factor method discussed in section 4.2.1.

One further approximate method was devised by Reeves, Cox, Darby & Whitley (1998). The advantages of this method is that it can incorporate either a classical or Berkson measurement error model and is also a correction factor method that can be implemented using any statistical package. The disadvantage of this paper compared to that of Rosner, Spiegelman & Willett (1989), is that no formula for the variance of $\hat{\beta}$, incorporating the error of estimating the parameters in the validation study is included. However, as the examples and simulation study will show, this method works extremely well at correcting for measurement error. This method uses the measurement error model described in section 3.2.4.

So that the Reeves error structure can be utilised, a different form of the conditional distribution of $X|Z$ is used. This form can be found in Cox and Hinkley (1974).

$$X = \mu_x + \gamma_{x,z}(Z - \mu_z) + \xi_{x,z}$$  \hspace{1cm} (4.9)

where

$$\mu_z = E(X) = E(\bar{X}) = E(Z)$$  \hspace{1cm} (4.10)
and
\[ \gamma_{xz} = \frac{\text{Cov}(X, Z)}{\text{Var}(Z)} \]  
(4.11)

Now
\[ \text{Cov}(X, Z) = \text{Cov}(\tilde{X} + U, \tilde{X} + V) \]
\[ = \text{Var}(\tilde{X}) \quad \text{by independence} \]
\[ = \sigma_x^2 \]

Therefore,
\[ \gamma_{xz} = \frac{\text{Cov}(X, Z)}{\text{Var}(Z)} = \frac{\sigma_x^2}{\sigma_x^2 + \sigma_v^2} \]

As \((\tilde{X}, V, U)\) are all normally distributed then (4.9) is a normal linear regression model with \(\xi_{xz}\) as the error term independent of \(Z\) with mean zero and variance \(\sigma_{xz}^2\). If we return to (4.9), it can be re-written as
\[ \xi_{xz} = (X - \mu_x) - \gamma_{xz}(Z - \mu_x) \]

By substituting into (3.1)
\[ X - \mu_x = \tilde{X} - \mu_x + U \]
and
\[ Z - \mu_x = \tilde{X} - \mu_x + V \]
we have
\[ \xi_{xz} = (\tilde{X} - \mu_x)(1 - \gamma_{xz}) + U - \gamma_{xz}V \]

Hence \(E(\xi_{xz}) = 0\) and
\[ \text{Cov}(\xi_{xz}, Z) = \text{Cov}(Z, X) - \gamma_{xz} \text{Cov}(Z, Z) \]
\[ \begin{align*} 
= \text{Var}(Z) \gamma_{x,z} - \gamma_{x,z} \text{Var}(Z) \\
= 0 
\end{align*} \]

As \( E(\gamma_{x,z}) = 0 \) and \( (\tilde{X}, V, U) \) are independent the variance term can be written as

\[ \text{Var}(\xi_{x,z}) = (1 - \gamma_{x,z}) \text{Var}(\tilde{X} - \mu_x) + \text{Var}(U) + \gamma_{x,z}^2 \text{Var}(V) \]

\[ = \left( \frac{\sigma_x^2}{\sigma_x^2 + \sigma_v^2} \right)^2 \left( \sigma_x^2 + \sigma_u^2 + \frac{\sigma_x^4}{(\sigma_x^2 + \sigma_v^2)^2} \right) \sigma_v^2 \]

\[ = \sigma_u^2 + \frac{\sigma_x^2 \sigma_v^2}{\sigma_x^2 + \sigma_v^2} \]

\[ = \sigma_u^2 + \sigma_x^2 - \frac{\sigma_x^4}{\sigma_x^2 + \sigma_v^2} \]

\[ = \sigma_u^2 + \sigma_x^2 - \frac{\sigma_x^4}{(\sigma_x^2 + \sigma_v^2)^2} \left( \sigma_x^2 + \sigma_v^2 \right) \]

Hence,

\[ \text{Var}(\xi_{x,z}) = \sigma_{x,z}^2 = \sigma_u^2 + \sigma_x^2 - \gamma_{x,z}^2 \left( \sigma_x^2 + \sigma_v^2 \right) \] (4.12)

Using this new error structure and the reparameterized conditional distribution of \( X|Z \), Reeves et al produced a simple analytical method that corrects the model parameters for measurement error providing the error model satisfies (3.1).

The actual methodology of this approach revolves around the close relationship between the logistic and probit models that was described earlier in chapter 2. The true logistic model is assumed to be approximately probit which allows for the new error structure model to be utilised. This model is then arranged so that it is in the form of a logistic model and so can be transformed back into the logistic domain.

Therefore, the observed model parameter \( \beta_z \) is expressed in terms of \( \beta_z \) and the measurement error parameters \( \sigma_v^2 \) and \( \sigma_u^2 \). After re-arranging, the true model parameter \( \beta_z \) is in fact estimated by using a correction term associated with \( \beta_z \).
Consider the usual simple linear logistic model as defined before

\[ P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)} \]  \hspace{1cm} (4.13)

Reeves et al define the relationship between logistic and probit as

\[ \frac{e^i}{1 + e^i} \approx \Phi(ki) \]  \hspace{1cm} (4.14)

where \( \Phi(.) \) is the cumulative standard normal distribution function and \( k \approx 0.588 \).

Therefore, (4.14) can be re-written in the form

\[ P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)} \approx \Phi(k(\alpha_i + \beta_i X)) \]

Now

\[ \Phi(k(\alpha_i + \beta_i X)) = P(W \leq k(\alpha_i + \beta_i X)) \]

where \( W \) is a standardised normal random variable. Conditioning on \( Z \) and using (4.9)

\[ P(Y = 1|Z) \approx P(W \leq k(\alpha_i + \beta_i X)|Z) = P(W \leq k(\alpha_i + \beta_i (\mu_x + \gamma_{x,z}(Z - \mu_z) + \xi_{x,z}))) \]

Hence,

\[ P(Y = 1|Z) \approx P[W - k\beta_i \xi_{x,z} \leq k[\alpha_i + \beta_i (1 - \gamma_{x,z}) + \beta_i \gamma_{x,z} Z]] \]

where \( \mu_x \) and \( \gamma_{x,z} \) are as defined in (4.10) and (4.11) respectively. Now

\[ E(W - k\beta_i \xi_{x,z}) = 0 \]

and

\[ Var(W - k\beta_i \xi_{x,z}) = 1 + k^2 \beta_i^2 \sigma^2_{x,z} \]

As \( (\bar{X}, V, U) \) are all normally distributed, \( W - k\beta_i \xi_{x,z} \) is Normally distributed. Hence,

\[ P(Y = 1|Z) \approx \Phi \left[ \frac{k(\alpha_i + \beta_i \mu_x (1 - \gamma_{x,z}) + \beta_i \gamma_{x,z} Z)}{1 + k^2 \beta_i^2 \sigma^2_{x,z}} \right] \]
using (4.14)

\[
P(Y = 1|Z) \approx \frac{\exp \left( \alpha_i + \beta_i \mu_s \left(1 - \gamma_{xz}\right) + \beta_i \gamma_{xz} Z \right)}{1 + \exp \left( \frac{k(\alpha_i + \beta_i \mu_s \left(1 - \gamma_{xz}\right) + \beta_i \gamma_{xz} Z)}{\left(1 + k^2 \beta_i^2 \sigma_{xz}^2 \right)^{\frac{1}{2}}} \right)}
\]

This is a logistic model based on the observed data \( Z \) and hence,

\[
\alpha_s = \frac{\alpha_i + \beta_i \mu_s \left(1 - \gamma_{xz}\right)}{\left(1 + k^2 \beta_i^2 \sigma_{xz}^2 \right)^{\frac{1}{2}}}
\]

and

\[
\beta_s = \frac{\beta_i \gamma_{xz}}{\left(1 + k^2 \beta_i^2 \sigma_{xz}^2 \right)^{\frac{1}{2}}}
\]

On re-arrangement the true model parameter \( \beta_i \) can be estimated in terms of \( \beta_s, \gamma_{xz} \) and \( \sigma_{xz}^2 \). Hence,

\[
\hat{\beta}_i = \frac{\hat{\beta}_s}{\left(\gamma_{xz}^2 - k^2 \hat{\sigma}_{xz}^2 \hat{\beta}_s^2 \right)^{\frac{1}{2}}} \tag{4.15}
\]

where \( \hat{\beta}_s \) is the logistic model estimate from the main study using the observed data values and

\[
\hat{\gamma}_{xz}^2 = \frac{\hat{\sigma}_s^4}{\left(\hat{\sigma}_s^2 + \hat{\sigma}_v^2\right)^3}
\]

\[
\hat{\sigma}_{xz}^2 = \hat{\sigma}_s^2 + \hat{\sigma}_v^2 - \hat{\gamma}_{xz}^2 \left(\hat{\sigma}_s^2 + \hat{\sigma}_v^2\right)
\]

can be estimated from both the validation study and the main study. No variance estimate for \( \hat{\beta}_i \) taking into account the estimation of \( \beta_s, \gamma_{xz} \) and \( \sigma_{xz}^2 \) is given. Hence, the accuracy of this estimate is determined by the usual variance estimator (2.19).
For the multivariate case, this formulation translates to

$$\beta_t' = \beta_t' \Gamma_{XX}(1 + k^2 \beta_t' \Sigma_{XX} \beta_t')^{-\frac{1}{2}}$$

where

$$\Sigma_{XX} = \Sigma_X (\Sigma_X + \Sigma_Y)^{-1}$$

$$\Gamma_{XX} = \Sigma_X (\Sigma_X + \Sigma_Y)^{-1}$$

For the univariate case, if the measurement error is known to follow a classical measurement error model then $\sigma_u^2 = 0$. Hence,

$$\hat{\gamma}_{xx}^2 = \frac{\hat{\sigma}_x^4}{\left(\hat{\sigma}_x^2 + \hat{\sigma}_v^2\right)^2} \quad (4.16)$$

and

$$\hat{\sigma}_{xx}^2 = \hat{\sigma}_x^2 - \hat{\gamma}_{xx}^2 \left(\hat{\sigma}_x^2 + \hat{\sigma}_v^2\right) \quad (4.17)$$

which can be re-written in the form

$$\hat{\sigma}_{xx}^2 = \hat{\sigma}_x^2 \left(\frac{\hat{\sigma}_v^2}{\hat{\sigma}_x^2 + \hat{\sigma}_v^2}\right)^2 \left(\hat{\sigma}_x^2 + \hat{\sigma}_v^2\right)$$

$$= \frac{\hat{\sigma}_x^2 \hat{\sigma}_v^2}{\hat{\sigma}_x^2 + \hat{\sigma}_v^2} \quad (4.18)$$

Therefore, after the substitution of (4.16) and (4.18) the estimate for $\beta_t$, (4.15) is

$$\hat{\beta}_t = \frac{\hat{\beta}_s}{\left(\frac{\hat{\sigma}_v^4}{(\hat{\sigma}_x^2 + \hat{\sigma}_v^2)^2} - k^2 \hat{\beta}_s \frac{\hat{\sigma}_x^2 \hat{\sigma}_v^2}{\hat{\sigma}_x^2 + \hat{\sigma}_v^2}\right)^{\frac{1}{2}}} \quad (4.19)$$
If we consider this Reeves estimate (4.19) in comparison to the attenuation factor method (4.3) presented in section 4.2.1, then the Reeves estimator for $\hat{\beta}_i$ can be rewritten in terms of the reliability coefficient such that

$$\hat{\beta}_i = \frac{\hat{\beta}_i}{\sqrt{\hat{\sigma}^2_x + \hat{\sigma}^2_v \left( \frac{\hat{\sigma}^2_x}{\hat{\sigma}^2_x + \hat{\sigma}^2_v} \right)^{1/2}}},$$

and so

$$\hat{\beta}_i = \frac{\hat{\beta}_i}{\sqrt{R \left( R - k^2 \hat{\beta}_i^2 \hat{\sigma}^2_v \right)^{1/2}}}$$

where $R$ is the reliability coefficient in (4.3). The comparison between these two methods will be studied further in Chapter 9.

If the measurement error follows a Berkson type measurement error model then $\sigma^2_v = 0$. Hence,

$$\hat{\beta}_{x,x}^2 = 1$$

and

$$\hat{\sigma}^2_{x,x} = \hat{\sigma}^2_v + \hat{\sigma}^2_x - 1(\hat{\sigma}^2_v) = \hat{\sigma}^2_x$$

Therefore, the estimate of $\beta_i$ for the case of the Berkson measurement error model is

$$\hat{\beta}_i = \frac{\hat{\beta}_i}{\left( 1 - k^2 \hat{\beta}_i^2 \hat{\sigma}^2_v \right)^{1/2}}$$

For both measurement error models $|\hat{\beta}_i| \leq |\hat{\beta}_i|$ and the bias in $\hat{\beta}_i$ increases as $\sigma^2_v$ and $\sigma^2_v$ increase respectively.
All the model parameters can therefore be estimated using standard techniques which makes this method extremely attractive due to its simplicity and ease of use.

The above review has given an overall picture of the current correction factor method procedures. The result is a number of methods for different types of situation and measurement error models, providing simple, easy-to-use approximations to the true model. However, these methods are all approximations, and so exact methods should also be considered.

4.3 Modelling Methods
In the previous section we described simple approximate analytical methods using standard statistical techniques. However, as the methods were approximating the true situation, so the resulting estimates of the model parameters were only approximate. These methods were devised out of a need for simplicity as opposed to the need for the most efficient estimate. Therefore, techniques have been devised to find consistent estimators for the model parameters. These techniques are in the more general form of modelling procedures. The concept of structural and functional modelling was introduced in Chapter 3 however it inevitably leads to the question of which is the most appropriate approach to use. As the literature shows, there is no clean-cut answer to this question. The structural modelling approach leads to a likelihood based approach. Full specification of the data distributions can then lead to a set of efficient estimators and applies to far more general problems. However, if there is concern over the distribution of the $X_i$ then the semi parametric method of functional modelling should be employed. In a medical study context, a structural model is the most likely to arise naturally.
The following review will show how these approaches can be applied to the logistic regression errors-in-variables problem and will discuss their associated advantages and disadvantages. In an attempt to produce a clearer answer to the question proposed above, the two approaches will be compared in the simulation study. This comparison, as far as we know, has not been made anywhere else. Special attention will also be given to the question of robustness, that is, how well each approach works when the distributions of both the unobserved variable and the measurement errors have been miss-specified. Thus a comparison will be given for the overall efficiency of each of the approaches.

4.3.1 Structural Modelling

The main problem with the logistic regression errors-in-variables problem was there was no analytical solution to

\[ P(Y = 1|Z) = \int P(Y = 1|X)f(X|Z)dx \] (4.4)

However, this does not mean that the problem is unsolvable. By fully specifying the distributions of the data, the likelihood can be constructed and maximum likelihood techniques can be employed to estimate the model parameters, using numerical procedures. The disadvantage of this approach is that it involves extensive programming. The advantage is that the model does not rely on an approximation and any conditions that may go with the approximation plus the model can include any number of covariates. Estimates of the standard errors can also be obtained using the information matrix. There are two such approaches, numerical optimisation of the
logistic log likelihood and numerical optimisation of the probit log likelihood where
the probit model is assumed to be an approximation to the logistic model.

4.3.2 The Logistic Log likelihood
For the logistic log likelihood it is assumed that the true covariate is related to the
dependent disease status by the logistic model, that is

\[ P(Y = 1|X) = \frac{e^{\alpha + \beta X}}{1 + e^{\alpha + \beta X}} \]

If it is assumed that the measurement errors follow a classical measurement error
model, as was shown in Chapter 3, then \( P(Y = 1|Z) \) can be expressed as

\[ P(Y = 1|Z) = \int \frac{e^{\alpha + \beta z}}{1 + e^{\alpha + \beta z}} \phi \left( \frac{x - \mu_{x|z}}{\sigma_{x|z}} \right) dz \] \hspace{1cm} (4.20)

where

\[ \mu_{x|z} = \frac{\sigma_z^2}{\sigma_x^2} z + \frac{\sigma_z^2}{\sigma_x^2} \mu_x \]

\[ \sigma_{x|z}^2 = \frac{\sigma_x^2 \sigma_z^2}{\sigma_z^2} \]

and \( \phi(.) \) is the standard normal density function. If it is assumed that the measurement
errors follow a Berkson type measurement error model, then \( P(Y = 1|Z) \) can be
expressed as

\[ P(Y = 1|Z) = \int \frac{e^{\alpha + \beta z}}{1 + e^{\alpha + \beta z}} \frac{1}{\sigma_y} \phi \left( \frac{x - z}{\sigma_y} \right) dx \]

In either case the log likelihood is then defined to be

\[ LogL = \sum_{i=1}^{n} y_i \log\{P(Y = 1|Z)\} + \sum_{i=1}^{n} (1 - y_i) \log\{1 - P(Y = 1|Z)\} \]
To obtain estimates of the regression coefficients a numerical procedure such as optimisation is used to maximise the log likelihood.

A program was written in Fortran to implement this method. Hence, Nag routines were used for the numerical integration and optimisation procedures, see section 2.6. Details of the Nag routines can be found at their web site. These two Nag routines used 1-D quadrature to approximate the integral and a Quasi-Newton algorithm to optimise the log likelihood. However, other numerical procedures can be utilised.

Standard errors of the regression coefficients can be obtained using the usual variance function. Again, this statistic does not take into account the estimation process of the other model parameters and hence will always over-estimate the accuracy of these estimates of the regression coefficients. This method can also be extended to include further covariates, by substituting the multivariate equivalent parameters from section 2.6 in the above formulae.

4.3.3 The Probit log likelihood

For the logistic log likelihood there was no analytical solution to $P(Y = 1|Z)$. However, it was shown by Carroll, Spiegelman, Lan, Bailey & Abbott (1984) that by replacing the logistic model by the probit model, then an analytical solution could be found. Unlike the Reeves method that assumed the relationship

$$G(t) = \Phi(0.588t)$$
where $\Phi(t)$ is the cumulative standard normal density function, Carroll et al assume that the two models are close enough in approximation that they are interchangeable and hence the probit model can be used in place of the logistic model.

As we saw in Chapter 3, the two measurement error models, Classical and Berkson, produce the following expressions for $P(Y = 1|Z)$

$$P(Y = 1|Z) = \Phi\left( \frac{\alpha_i + \beta_i \left( \frac{\sigma^2_x}{\sigma^2_z} z + \frac{\sigma^2_r}{\sigma^2_z} \mu_x \right)}{\left( 1 + \beta_i^2 \frac{\sigma^2_r}{\sigma^2_z} \right)^{1/2}} \right)$$

(4.21)

and

$$P(Y = 1|Z) = \Phi\left( \frac{\alpha_i + \beta_i z}{\left( 1 + \beta_i^2 \frac{\sigma^2_r}{\sigma^2_z} \right)^{1/2}} \right)$$

(4.22)

respectively, which can be substituted into the log likelihood

$$\log L = \sum_{i=1}^{n} y_i \log(P(Y_i = 1|Z)) + \sum_{i=1}^{n} (1-y_i) \log(1-P(Y_i = 1|Z))$$

to be maximised using numerical procedures to estimate the model parameters.

This method eliminates the need to approximate the integral using numerical methods however, an optimisation procedure is still needed to maximise the log likelihood. Therefore, this method still has some of the same computational problems as the logistic likelihood.

The accuracy of the estimates of the regression coefficients can be obtained from the observed information matrix, which is calculated from the matrix of the second
derivatives of the log likelihood. Also, it can easily be extended to the multivariate case by substituting the multivariate parameters in the expressions (4.21) and (4.22) respectively.

4.3.4 Conclusion

To be able to perform structural modelling it is assumed that every component of the data can be fully specified by a parametric model. If such assumptions can be made, the benefits of a likelihood-based approach are asymptotically unbiased minimum variance estimators and inferences that are not based on approximate techniques such as bootstrapping. As there is no analytical solution to this problem, to perform a likelihood based approach numerical procedures are required. Maximisation of the logistic log likelihood involves numerical integration to evaluate $P(Y = 1|Z)$ and then numerically optimising the log likelihood. If it is assumed that the probit model can be interchanged with the logistic model then numerically integration is not required. Standard errors are then based on the usual variance expression. Therefore, not only will these methods provide the standard advantages of using a likelihood based approach but they can also be adapted to include any number of covariates. Though these methods require extensive programming to implement them, the estimates produced have very attractive properties.

4.3.5 Functional Modelling: Conditional Score Method

The conditional score method approaches the logistic regression errors-in-variables problem slightly differently from that of the likelihood approach. It still assumes that the measurement errors are independently and normally distributed but no
distributional specification of the unobserved variable \( X \) need be made. This is in
direct contrast with the likelihood based approach and therefore, fewer assumptions
need be made concerning the data in order to implement this method. Though this
approach is also algebraically more complex than previous methods, it produces
theoretically consistent estimators. Formulae are also given for the variance of the
estimators and any number of covariates can be included in the model.

4.3.6 The Model

To explain how the method works we will begin by explaining the asymptotic theory
behind unbiased estimating functions, of which the conditional score function is a
specific version. For the multivariate case an unbiased estimating equation is defined
to be

\[
\sum_{i=1}^{n} \Psi(Y_i, \beta) = 0
\]  

(4.23)

where \( n \) is the sample size, \( \beta \) is the vector of parameters to be estimated, \( Y_i \) are the
observed data, and \( \Psi(.) \) is the score function. The solution to these set of equations,
\( \hat{\beta} \), are also known as M-estimators. These equations are said to be conditionally
unbiased if

\[
E\{\sum_{i=1}^{n} \Psi(Y_i, \beta)\}=0
\]

Therefore, if these equations are unbiased then under certain regularity conditions \( \hat{\beta} \)
is a consistent estimator of \( \beta \). A proof of this statement can be found in Huber(1967).
To estimate the univariate logistic regression errors-in-variables model parameters through unbiased estimating equations a special form of the unbiased estimating function (4.23) must be derived. The conditional score is calculated as

\[ \psi (Y, Z, \beta, \sigma^2) = Y - G(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma^2) \]  

(4.24)

where

\[ \delta_i = z_i + y_i \sigma^2 \beta_i \]

Therefore, to use this score function, only the distribution of the measurement errors need be specified; no information is required concerning the unknown variable X. This is in direct contrast with the likelihood approach. The score function (4.24) is then substituted back into the formula

\[ \sum_{i=1}^{n} \psi(Y, Z, \beta, \sigma^2) = 0 \]

which can then be solved for \( \beta \) by an iterative procedure such as the Newton-Raphson method. This is known as the conditional-score method.

To implement the conditional score method, the iterative procedure of Newton-Raphson is employed. For the univariate case (4.24) is defined by the two functions namely

\[ f_1 = \sum_{i=1}^{n} \left( y_i - G(\alpha + \beta \delta_i - \frac{1}{2} \beta^2 \sigma^2) \right) = 0 \]

\[ f_2 = \sum_{i=1}^{n} \left( y_i - G(\alpha + \beta \delta_i - \frac{1}{2} \beta^2 \sigma^2) \right) \delta_i = 0 \]

where \( G(.) \) is the usual logistic model and

\[ \delta_i = z_i + y_i \sigma^2 \beta_i \]
The first derivatives are calculated to be

\[
\frac{\partial f_1}{\partial \alpha_i} = -\sum_{i=1}^n \frac{\exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)}{\left[1 + \exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)\right]^2} 
\]

\[
\frac{\partial f_1}{\partial \beta_i} = -\sum_{i=1}^n \frac{\exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)}{\left[1 + \exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)\right]^2} \left(\delta_i + \beta_i \sigma_i^2 y_i - \beta_i \sigma_i^2\right) 
\]

\[
\frac{\partial f_2}{\partial \alpha_i} = \sum_{i=1}^n y_i \sigma_i^2 
\]

\[
= \sum_{i=1}^n \frac{\exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)}{\left[1 + \exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)\right]^2} \left(\delta_i + \beta_i \sigma_i^2 y_i - \beta_i \sigma_i^2\right) \left(1 + \exp\left(\alpha_i + \beta_i \delta_i - \frac{1}{2} \beta_i^2 \sigma_i^2\right)\right) 
\]

These equations are then substituted into the Newton-Raphson formula that can be found in section 2.6.2 and hence estimates for \( \alpha_i \) and \( \beta_i \) can be obtained. The asymptotic standard errors of these estimates can be calculated using the bootstrap or the sandwich formula, both of which are discussed in Carroll, Ruppert & Stefanski (1995).

The asymptotic theory for unbiased estimating equations was given in terms of the multivariate case. Therefore, the conditional score method can be adapted to include
any number of continuous covariates by substituting the multivariate parameters into the above formulae (4.24).

4.3.7 Conclusion

We have shown that by using the results of unbiased estimating equations, consistent estimators can be obtained for the model parameters. No information is required concerning the unobserved X values, so reducing the number of assumptions that are needed to be made from the data. Therefore, the unbiased estimating equations method is theoretically sound without making extreme assumptions concerning the data. However, the simulation study will show how well this method works in comparison to the more simple approximate methods.

4.4 Conclusion

This Chapter has been designed to provide a summary of the various types of logistic regression measurement error methods, explaining the method and the associated model assumptions. Each of the methods discussed has been shown to have advantages and disadvantages related to them, which leads to the questions of how well the methods work in practice and in comparison to each other. In Chapter 5, we investigate into the performance of these methods studying how the methods react to increasing levels of measurement error as well as a decreasing relationship between the risk factor and the disease status. In chapter 6 we will examine their robustness to some of the assumptions which have been made here.
Chapter 5

5 Comparison of methods

5.1 Introduction

In Chapter 4 we introduced various methods that have been devised for correcting for measurement error when estimating the model parameters in the logistic regression measurement error problem. These methods were accompanied by the associated assumptions that need to be satisfied in order for the methods to be used. This leads to the question of which method is best to use given the assumptions and ease of implementation. In order to answer this question a comparison of the methods is required. However, this comparison cannot be done theoretically as there are no standard error calculations to compare and so a simulation study has been conducted.

For the basis of this comparison and simulation study we have chosen one method from each section within chapter 4 namely

- Ordinary logistic regression assuming no measurement error – ‘Olr’
- Correction Factor method – ‘Reeves’
• Structural Modelling Logistic Log Likelihood – 'Optimisation'
• Functional Modelling – 'Conditional Score'

The methods are compared in a number of situations in which the logistic regression model is varied and, for each of these, a range of values is taken for the measurement error standard deviation. This chapter considers the cases where the associated model assumptions hold for each method, we will go on to look at the effect of departures from these assumptions in chapter 6. Before presenting the results of the simulation study, however, two specific examples of real situations are presented and contrasted.

5.2 Framingham Heart Study

The Framingham study was a large cohort study conducted in the self-contained town of Framingham in Massachusetts, USA, to determine the epidemiology of a number of clinical illnesses, particularly coronary heart disease (CHD) and hypertension. The study was set up in 1949 and the subjects were then followed-up over a number of examinations. At each examination the values of a number of variables, including systolic blood pressure and cholesterol, were measured as well as information as to the presence of certain diseases. Our interest lies in the status of blood pressure as a risk factor for coronary heart disease. However, it was well noted when the study was conducted, see Dawber (1980), that measurements of blood pressure were not always accurate and therefore, could be assumed to be subject to measurement error.

Our data set consists of 1406 subjects from the first examination consisting of both male and female subjects within an age range of 45-62. The presence of coronary heart disease was recorded as well as the subject's systolic blood pressure according to the following protocol. The subject was not allowed to consume food or alcohol, or
smoke within the hour previous to the examination. Whilst the subject was sitting
down, the systolic blood pressure was recorded at the first appearance of sound as the
pressure was lowered.

We will consider a similar example in more detail in Chapter 9; for now a summary of
results will be presented. It was found that the systolic blood pressure measurements
did not follow a Normal distribution. Hence, the transformation to $\log(SBP - 50)$, see
Dawber (1980), was suggested to give a normally distributed variable so that methods
discussed in Chapter 4 can be applied.

In a univariate logistic regression model, $Y$ corresponds to coronary heart disease, $Z$ is
the transformed observed systolic blood pressure, $X$ is the transformed true systolic
blood pressure and $V$ is the error incurred in measuring $X$. By assumption, that

$$\ln(Z' - 50) = \ln(X' - 50) + V$$

where $X'$ and $Z'$ are systolic blood pressures.

Therefore, a validation study is used to calculate the error in measuring the systolic
blood pressure. For this study, the validation study is based on the repeated
measurements of the systolic blood pressure from examinations 2 and 3, two and four
years after the initial examination respectively. Therefore, the reproducibility study
consisted of 1,615 subjects, see Carroll, Ruppert & Stefanski (1995). From these
examinations the following statistics were obtained.
<table>
<thead>
<tr>
<th>Examination</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examination 2</td>
<td>4.374</td>
<td>0.226</td>
</tr>
<tr>
<td>Examination 3</td>
<td>4.355</td>
<td>0.229</td>
</tr>
<tr>
<td>Difference</td>
<td>0.019</td>
<td>0.159</td>
</tr>
</tbody>
</table>

Table 5.1: Table of statistics for each examination from the Framingham Heart Study

It is assumed that the measurement error follows a classical measurement error model and that the measurement error has the same distribution for all three examinations. Therefore,

**Examination 2**

\[ Z_2 = X + V_2 \]

**Examination 3**

\[ Z_3 = X + V_3 \]

Now,

\[ S\hat{D}(Z_3 - Z_2) = 0.159 \]

Since

\[ S\hat{D}(Z_3 - Z_2) = \sqrt{2}\sigma_v \]

\[ \hat{\sigma}_v = \frac{S\hat{D}(Z_3 - Z_2)}{\sqrt{2}} = 0.1124 \]

To determine whether there is any evidence for systolic blood pressure being a risk factor for coronary heart disease, a logistic model was fitted using the methods compared in the simulation study and using the above estimate of the standard deviation of the measurement error distribution.
<table>
<thead>
<tr>
<th>Naive</th>
<th>-8.823</th>
<th>1.098</th>
<th>1.687</th>
<th>0.238</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reeves</td>
<td>-10.193</td>
<td>1.210</td>
<td>2.070</td>
<td>0.290</td>
</tr>
<tr>
<td>Optimisation</td>
<td>-10.578</td>
<td>1.338</td>
<td>2.070</td>
<td>0.290</td>
</tr>
<tr>
<td>Conditional Score</td>
<td>-10.471</td>
<td>1.240</td>
<td>2.042</td>
<td>0.267</td>
</tr>
</tbody>
</table>

Table 5.2: Table of results

To present these results graphically, the resulting values of $\text{logit} (\hat{p}) = \hat{\alpha} + \hat{\beta}z$ are

![Graph showing comparison of methods for Framingham study data set](image)

Figure 5.1: Comparison of methods for the Framingham study data set

Table 5.2 and figure 5.1 show that the Reeves, Conditional Score and Optimisation methods give approximately the same estimates of $\beta_i$, with rather larger absolute, but comparable relative, differences in $\alpha_i$. The Conditional Score method gives a slightly lower estimate than the method by Reeves which, when as can be seen from Figure 5.1, shows values for $\text{logit}(p)$ very different from those of the Conditional Score.
method due to the different $\hat{\alpha}_i$. The ordinary logistic regression estimates, obtained by ignoring the measurement error, are negatively biased compared to those from the conditional score method and hence would give a much lower estimate of the association between systolic blood pressure and coronary heart disease.

In Chapter 4 the reliability coefficient $R = \frac{\sigma^2_x}{\sigma^2_x + \sigma^2_\varepsilon} = \frac{\sigma^2_x - \sigma^2_y}{\sigma^2_x}$ was discussed and played a key role in some of the correction factor methods. In this case calculations show that the value of $R$ is approximately 0.75.

5.3 Retinopathy example
A study was conducted to test the strong association between fasting plasma glucose (FPG) and the development of diabetic retinopathy in type II diabetics.

![Graph to show the association between fasting plasma glucose (FPG) and diabetic retinopathy in type 2 diabetics](image)

Figure 5.2: Graph to show the association between FPG and diabetic retinopathy in type 2 diabetics
Type II, or non-insulin-dependent, diabetes is diagnosed by having a fasting plasma glucose (FPG) level exceeding 7mmol/l. The disease is usually asymptomatic and patients presenting with it may have suffered from the disease for some time. As a result complications such as retinopathy may have already occurred by the time of diagnosis. It is possible that such complications could arise after diagnosis too. It is believed that the risk of developing retinopathy increases with the level of FPG. Retinopathy itself requires special equipment for diagnosis and so it is of interest to see if it is possible to assess the risk by measuring FPG. Measurement of FPG is subject to error. This has led to the question of how variable the measurement of FPG can actually be.

An investigation into the reproducibility of estimating the standard deviation of the measurement error was performed. It was assumed that the measurement error was the result of within-person variability and followed the classical measurement error model. Therefore, the results of a reproducibility study that studied the day-to-day variability of FPG levels was utilised, see Ollerton, Dunstan, Playle, Luzio, Ahmed & Owens (1999). This study consisted of a total of 193 newly diagnosed type 2 diabetics where the FPG was recorded on two consecutive days FPG₁ and FPG₂ respectively. The FPG level was recorded after the subject had fasted for 12 hours and rested for 30 minutes beforehand.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPG₁</td>
<td>12.2</td>
<td>3.4</td>
</tr>
<tr>
<td>FPG₂</td>
<td>12.1</td>
<td>3.3</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>
Table 5.3: Table to show results of reproducibility study

It was then assumed that the underlying true value $X$ is the same for both recordings and that the classical measurement error model is $Z_1 = X + V$ and $Z_2 = X + V$. Therefore $SD(Z_1 - Z_2) = \sqrt{2}\sigma_v$ and so the measurement error standard deviation is estimated to be $\hat{\sigma}_v = 0.6364$.

A main study data set consisted of a total of 351 newly diagnosed type II diabetics who were measured for FPG and retinopathy status. The FPG level was recorded after the subject had fasted for 12 hours and rested for 30 minutes beforehand, resulting in a mean of 11.772 and standard deviation of 3.393. A crude scatterplot is shown in Figure 5.2 and a smoothed plot in figure 5.3, suggesting that a logistic regression might be an appropriate model to use when examining the relationship between FPG and retinopathy status.
Figure 5.3: Graph to show the relationship between FPG and retinopathy status through a LOWESS plot

The same 4 methods as in section 5.2 were used to fit the logistic regression model.

To summarise the methods results the following table has been drawn.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\hat{\alpha}_i$</th>
<th>SE($\hat{\alpha}_i$)</th>
<th>$\hat{\beta}_i$</th>
<th>SE($\hat{\beta}_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>-4.1952</td>
<td>0.6478</td>
<td>0.1936</td>
<td>0.0472</td>
</tr>
<tr>
<td>Reeves</td>
<td>-4.2763</td>
<td>0.6587</td>
<td>0.2012</td>
<td>0.0490</td>
</tr>
<tr>
<td>Optimisation</td>
<td>-4.2914</td>
<td>0.6693</td>
<td>0.2012</td>
<td>0.0490</td>
</tr>
<tr>
<td>Conditional Score</td>
<td>-4.2910</td>
<td>0.6668</td>
<td>0.2005</td>
<td>0.0483</td>
</tr>
</tbody>
</table>

Table 5.4: Table to show method estimates for $\hat{\alpha}_i$ and $\hat{\beta}_i$ with associated standard errors

To present these results graphically, the values of logit($p$) were plotted for all methods; values are shown in figure 5.4.
As can be seen from this example there is very little difference between the methods. In this case the value of $R$ is 0.965, compared to 0.75 in the Framingham study. For such a small measurement error standard deviation the correction factor is close to 1 and the method of ordinary logistic regression gives results not very different from the more sophisticated methods.

5.4 Simulation Study

In the above examples we could see that the various correction methods gave quite similar results, all of which were quite different from those produced by ordinary logistic regression. While these results are very suggestive, they do not prove that the methods are definitely better since we do not know the correct answer. To make this comparison we use a simulation study.

5.4.1 $X$ follows a normal distribution

To compare the methods described in Chapter 4 in a number of realistic situations a simulation study was conducted according to the following model.

1) Sample size $N$, was chosen to be 100, 500 and 1000 respectively.

2) The true $X$ values were assumed to follow a Normal Distribution with parameters $X \sim N(30, 10^2)$

3) The observed $Z$ values were generated according to a classical measurement error model, $Z = X + V$, where $V$ was also assumed to be Normally distributed $V \sim N(0, \sigma_v^2)$

4) The disease status $Y$ was generated conditional on $X$ for the four cases
1) Case A where $\alpha_i = -3$ and $\beta_i = 0.1$, prevalence of disease 0.5

2) Case B where $\alpha_i = -4.5$ and $\beta_i = 0.1$, prevalence of disease 0.23

3) Case C where $\alpha_i = -6$ and $\beta_i = 0.1$, prevalence of disease 0.07

and $Y = 1$ with probability

$$P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)}$$

5) The measurement error standard deviation $\sigma_v$ ranged from 0 to 4, with steps of 0.5.

6) Each simulation was run 13000 times with the optimisation program running for the first 1000 runs. The optimisation method requires a prohibitively large amount of computing power and so a smaller number of runs was used in that case. This enabled the optimisation method to be included in the comparison study.

When studying the effects of measurement error in the explanatory variable the parameter of interest is the associated regression coefficient; in the simple case this corresponds to the parameter $\beta_i$. Therefore, this study looked at the effects of measurement error on $\beta_i$, that is how well each method estimates $\beta_i$ as $\sigma_v$ is increased. A number of scenarios have been simulated so that the following is a summary of the simulation results. Estimates will be given for the mean value of $\hat{\beta}$, for the 13000 simulation runs for the ordinary logistic regression, Reeves and Conditional Score methods and the mean value for 1000 simulation runs for the optimisation method. Further summary statistics are given in the form of two standard errors. The first standard error is calculated from the likelihood ($SE_L(\hat{\beta}_i)$), i.e.
ignoring measurement error, and the second is the empirical sample standard
deviation calculated from the values of $\hat{\beta}$, for the 13000 simulation runs \( (SE_{\hat{\beta}}) \).

These values will be given in tabular form and the resulting confidence intervals, CI1
and CI2 respectively, will be displayed in graphical form. Further to these summaries,
a coverage term, that is the probability a 95% Confidence Interval contains the true
value, will also be shown. For each simulation run the odds ratio comparing the upper
quartile of $X$ to the lower quartile of $X$ that is, $\exp(1.348981 \cdot \sigma_z \cdot \hat{\beta})$ is calculated,
and the mean and standard deviation of these values from the 13000 and 1000
simulation runs respectively are tabulated.

The results for each case and sample size within each case are displayed in the
following form:

- **Table displaying mean value for $\hat{\alpha}$, and the likelihood standard deviations for each
  method.**
- **Table displaying mean value for $\hat{\beta}$, and the two associated standard deviations,
  likelihood and empirical, for each method.**
- **Graph comparing the mean estimates for $\hat{\alpha}$, for each method**
- **Graph comparing the mean estimates for $\hat{\beta}$, for each method**

The following graphs are displayed with different axis scales so that detail can be
seen; comparisons must therefore be made with caution.

- **Graph displaying the mean value for $\hat{\beta}$, and the two confidence intervals for the
  ordinary logistic regression method**
- **Graph displaying the mean value for $\hat{\beta}$, and the two confidence intervals for the
  Reeves method.**
• Graph displaying the mean value for $\hat{\beta}_i$ and the two confidence intervals for the optimisation method.

• Graph displaying the mean value for $\hat{\beta}_i$ and the two confidence intervals for the conditional score method.

• Table displaying the Odds Ratio and associated standard deviation for each method.

• Table displaying the coverage of each method based on a 95% Confidence Interval.
Case A  $\alpha_i = -3$ and $\beta_i = 0.1$

N=100

The results for this sample size are displayed in Figure 5.5 to Figure 5.10 and Table 5.5 to Table 5.8.

From Table 5.6 it can be seen that when there is no measurement error, that is $\sigma_v = 0$, each of the methods' expected value of $\hat{\beta}_i$ has a slight positive bias compared with the true value of $\beta_i$. For the ordinary logistic regression method, as the measurement error standard deviation is increased, the bias decreases until $\sigma_v = 2$, when it becomes negative. When $\sigma_v = 4$ this negative bias has increased so that the mean of $\hat{\beta}_i$ is 0.08679. In contrast, for the Reeves and conditional score methods, the expected values of $\hat{\beta}_i$ had a slight positive bias compared to the true value of $\beta_i$, that increases slightly as $\sigma_v$ is increased. For the optimization method, the pattern of the expected values of $\hat{\beta}_i$ as $\sigma_v$ is increased follows the same pattern of the ordinary logistic regression method. That is, when $\sigma_v = 0$, the expected value of $\hat{\beta}_i$ has a slight positive bias which decreases as $\sigma_v$ increases and becomes negative when $\sigma_v = 2$. This negative bias then increases as $\sigma_v$ is increased to 4.

Figure 5.6 shows the mean values of $\hat{\beta}_i$ for each method on the same scale so that they can be compared. From this graph it can be seen that the Reeves and conditional score methods produced approximately the same expected values for $\hat{\beta}_i$ and so the methods are comparable with respect to bias.
Figure 5.7 to Figure 5.10 display the expected values of $\hat{\beta}$, for each method, together with associated confidence intervals. These graphs have been set with different axes to display the detail for each individual method and so comparisons must be made carefully. In all four methods, the widths of the confidence intervals for both standard errors are approximately the same size as well as being the same width for all $\sigma_v$ values. These results show that the bias referred to above is real and not merely due to sampling variation.

For each of the methods, the mean of the standard errors calculated from the likelihood are slightly smaller than the empirical standard errors. In the case of the ordinary logistic regression method, both standard errors decrease in size as $\sigma_v$ increases. For the Reeves and conditional score methods, both of the standard errors increase as $\sigma_v$ increases, though for all three methods the changes are small as the standard deviation of the measurement errors increases. For the optimization method, the likelihood based standard error increases as $\sigma_v$ increases, whereas the empirical standard error decreases in size as $\sigma_v$ increases. As with the other three methods the respective increases and decreases are very slight.

In comparison, if we take $\sigma_v = 3$, comparing the Reeves, conditional score and optimization methods, the optimization method has produced the smallest standard errors by a fraction for the likelihood-based standard errors and by a slightly larger value for the empirical standard error. However, across the three methods there is little difference between the methods when comparing the standard errors.

Table 5.7 displays the mean of the odds ratios calculated from each simulation value of $\hat{\beta}$, and an associated standard error. In this case, the true value for a change in value from the
25th percentile to the 75th percentile is 3.853. As the odds ratio is simply \( \exp(\beta) \) there is no new information here, but it is the odds ratio which is used as a summary in this context, rather than the regression coefficient. The sampling distribution of the odds ratio will generally be positively skewed and so the mean must be interpreted carefully. Positive bias will be expected in general.

The positive bias in the expected values of \( \hat{\beta} \), are reflected in the odds ratio values for each of the methods. All four methods give an odds ratio value of 4.43 when \( \sigma_v = 0 \), a positive bias of 0.58, which is 0.58 above the true value of the odds ratio. For the ordinary logistic regression method, the negative bias in the expected values of \( \hat{\beta} \) when \( \sigma_v = 4 \) results in a reduction of 0.43 in the odds ratio. For the Reeves method, the positive bias when \( \sigma_v = 4 \) results in a bias of 0.71. Therefore, the Reeves method produced a more positively biased estimate of the odds ratio than the negative bias associated with the ordinary logistic regression. This is a result of the non-linear relationship of the exponential in the odds ratio. In this case, when comparing the methods, the optimization method produced the least biased estimate of the odds ratio for all \( \sigma_v \) values.

When considering the associated odds ratio standard error, the standard errors of the odds ratios using all four methods follow the same pattern as those for the expected values of \( \hat{\beta} \). In this case, the optimization method produced the smallest standard errors when comparing the Reeves, conditional score and optimization methods.

Table 5.8 displays the coverage terms as \( \sigma_v \) increases for all four methods. The coverage displays the probability a 95% confidence interval contains the true value. So for the
Reeves, optimization and conditional score methods the coverage stays at approximately 0.95. For the ordinary logistic regression method this probability has reduced to approximately 0.88 which reflects the decrease in the standard errors and the bias associated with the expected values of \( \hat{\beta} \).

A further pattern that can be seen from Graphs 5.8 to 5.10, is an oscillating effect in the mean estimates of \( \beta \) as the measurement error standard deviation is increased. This effect only seems to appear for the correction methods and not for the ordinary logistic regression method. The reason for this effect does not seem obvious and though it is a curious pattern the reason behind it remains unresolved and could be the subject of future work.
### Table 5.5: Case A Sample Size 100, \( a \) Summary Results

<table>
<thead>
<tr>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

### Table 5.6: Case A Sample Size 100, \( a \) Summary Statistics

<table>
<thead>
<tr>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

### Table 5.7: Case A Sample Size 100, \( a \) Summary Statistics

<table>
<thead>
<tr>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
<th>( \hat{p} )</th>
<th>SE ( \hat{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
<td>0.0322</td>
<td>0.0050</td>
</tr>
</tbody>
</table>
Figure 5.5: Case A Sample size 100 $\hat{\alpha}$, method comparison

Figure 5.6: Case A Sample size 100 $\hat{\beta}$, method comparison
Table 5.8: Case A Sample Size 100 Coverage Summary Results

<table>
<thead>
<tr>
<th>OR</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>SE(OR)</th>
<th>Recession</th>
<th>OR</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>SE(OR)</th>
<th>Recession</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.88</td>
<td>4.69</td>
<td>0.92</td>
<td>0.24</td>
<td>0.15</td>
<td>4.27</td>
<td>3.46</td>
<td>0.85</td>
<td>0.21</td>
<td>0.14</td>
</tr>
<tr>
<td>2.34</td>
<td>4.06</td>
<td>0.91</td>
<td>0.23</td>
<td>0.14</td>
<td>3.82</td>
<td>3.34</td>
<td>0.83</td>
<td>0.21</td>
<td>0.13</td>
</tr>
<tr>
<td>1.97</td>
<td>3.64</td>
<td>0.89</td>
<td>0.22</td>
<td>0.13</td>
<td>3.48</td>
<td>3.02</td>
<td>0.81</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td>1.66</td>
<td>3.33</td>
<td>0.87</td>
<td>0.21</td>
<td>0.12</td>
<td>3.17</td>
<td>2.74</td>
<td>0.79</td>
<td>0.21</td>
<td>0.11</td>
</tr>
<tr>
<td>1.40</td>
<td>3.08</td>
<td>0.85</td>
<td>0.20</td>
<td>0.11</td>
<td>2.93</td>
<td>2.49</td>
<td>0.77</td>
<td>0.21</td>
<td>0.10</td>
</tr>
<tr>
<td>1.19</td>
<td>2.87</td>
<td>0.83</td>
<td>0.19</td>
<td>0.10</td>
<td>2.72</td>
<td>2.27</td>
<td>0.75</td>
<td>0.21</td>
<td>0.09</td>
</tr>
<tr>
<td>1.00</td>
<td>2.68</td>
<td>0.81</td>
<td>0.18</td>
<td>0.09</td>
<td>2.53</td>
<td>2.07</td>
<td>0.73</td>
<td>0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>0.85</td>
<td>2.50</td>
<td>0.79</td>
<td>0.17</td>
<td>0.08</td>
<td>2.36</td>
<td>1.90</td>
<td>0.71</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>0.72</td>
<td>2.34</td>
<td>0.77</td>
<td>0.16</td>
<td>0.07</td>
<td>2.19</td>
<td>1.74</td>
<td>0.69</td>
<td>0.21</td>
<td>0.06</td>
</tr>
<tr>
<td>0.61</td>
<td>2.19</td>
<td>0.75</td>
<td>0.15</td>
<td>0.06</td>
<td>2.04</td>
<td>1.59</td>
<td>0.67</td>
<td>0.21</td>
<td>0.05</td>
</tr>
</tbody>
</table>
N=500

The results for this sample size are displayed in Figure 5.11 to Figure 5.16 and Table 5.9 to Table 5.12.

With the increase in sample size, Table 5.10 shows that the associated biases and standard errors of the expected values of $\hat{\beta}$, have reduced for all four methods. The same patterns of positive and negative bias, increase and decrease in standard errors and confidence intervals patterns (Figure 5.13 to Figure 5.16), observed for n=100, have not changed with the increase in sample size.

Figure 5.12 graphically compares the four methods for the expected values of $\hat{\beta}$. In this case, the Reeves method produced the most consistent and least biased expected values of $\hat{\beta}$, as $\sigma_v$ increased. However, for $\sigma_v < 1.5$, the optimization method produced the least biased results. The conditional score method produced only slightly more positively biased results in comparison with the Reeves method. These results are reflected in Table 5.11 with the mean of the estimated odds ratio values. For the Reeves method, the means of the estimated odds ratio values are approximately between 0.09 and 0.1 above the true value whereas for ordinary logistic regression when $\sigma_v = 4$, the method under-estimates the odds ratio by approximately 0.7.

With respect to the coverage terms in Table 5.12, the ordinary logistic regression method only provided a 65% coverage compared to a 93% coverage for the Reeves method. So with the increased sample size, the ordinary logistic regression method
has had a significant reduction in the probability that the 95% confidence interval contains the true value of $\beta_i$. In this case, the conditional score method provided the best coverage with approximately 94%.
### Table 5.9: Case A Sample Size 500 A' summary results

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Conditional Score</th>
<th>Revers</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Conditional Score</th>
<th>Revers</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Conditional Score</th>
<th>Revers</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Conditional Score</th>
<th>Revers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.11: Case A Sample size 500 $\hat{\alpha}_i$, method comparison

Figure 5.12: Case A Sample size 500 $\hat{\beta}_i$, method comparison
<table>
<thead>
<tr>
<th>Table 5.1: Case A Sample Size 500 Coverage Summary Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
<tr>
<td>93.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.11: Case A Sample Size 500 OR Summary Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>819.20</td>
</tr>
<tr>
<td>150.0</td>
</tr>
<tr>
<td>65.9817</td>
</tr>
<tr>
<td>5.77</td>
</tr>
<tr>
<td>65.9817</td>
</tr>
<tr>
<td>5.77</td>
</tr>
<tr>
<td>65.9817</td>
</tr>
<tr>
<td>5.77</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>OR</th>
<th>SE(OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
<td>3.33247</td>
</tr>
<tr>
<td>819.20</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>150.0</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>65.9817</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>5.77</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>65.9817</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>5.77</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>65.9817</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
<tr>
<td>5.77</td>
<td>0.075679</td>
<td>3.96945</td>
<td>3.95024</td>
</tr>
</tbody>
</table>
N=1000

The results for this sample size are displayed in Figure 5.17 to Figure 5.22 and Table 5.13 to Table 5.16.

For the increase in sample size from n=500 to 1000, the bias in the expected values of \( \hat{\beta} \), (Table 5.14 and Figure 5.18) stays at relatively the same level for each of the methods; any change is in the fourth decimal place. The increase in the sample size is reflected in the standard errors. For each of the methods, the standard error from the likelihood is slightly smaller than the empirical standard error, but both have reduced in comparison with the same results from n=500. For example, for the Reeves method for \( \sigma_v = 4 \) the standard errors have reduced from (0.01275, 0.01332) to (0.00896, 0.0094) respectively.

With respect to the coverage terms, Table 5.16, the probability that the true value of \( \beta \), lies in the 95% confidence interval for the ordinary logistic regression method has now significantly reduced to approximately 42%, showing the effect of the negative bias and small standard error. For the Reeves method, the coverage has only reduced to approximately 94%.

As previously observed, the Reeves method produced the least biased expected value for \( \hat{\beta} \), and as a result the mean estimate of the odds ratio. However, there is very little difference between the Reeves and conditional score methods when considering the bias in the estimates and the associated standard errors of those estimates.
Table 5.14: Case A Sample Size 1000 \( \phi \) Summary Results

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \text{Optimum} )</th>
<th>( \text{Recees} )</th>
<th>( \text{Conditional Score} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.27829</td>
<td>0.0535</td>
<td>0.0535</td>
<td>0.0535</td>
</tr>
<tr>
<td>0.28321</td>
<td>0.0593</td>
<td>0.0593</td>
<td>0.0593</td>
</tr>
<tr>
<td>0.28835</td>
<td>0.0706</td>
<td>0.0706</td>
<td>0.0706</td>
</tr>
<tr>
<td>0.29347</td>
<td>0.0851</td>
<td>0.0851</td>
<td>0.0851</td>
</tr>
</tbody>
</table>

Table 5.13: Case A Sample Size 1000 \( \phi \) Summary Statistics

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \text{Optimum} )</th>
<th>( \text{Recees} )</th>
<th>( \text{Conditional Score} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2707</td>
<td>0.0365</td>
<td>0.0365</td>
<td>0.0365</td>
</tr>
<tr>
<td>0.2803</td>
<td>0.0466</td>
<td>0.0466</td>
<td>0.0466</td>
</tr>
<tr>
<td>0.2906</td>
<td>0.0576</td>
<td>0.0576</td>
<td>0.0576</td>
</tr>
<tr>
<td>0.3009</td>
<td>0.0689</td>
<td>0.0689</td>
<td>0.0689</td>
</tr>
<tr>
<td>0.2707</td>
<td>0.0365</td>
<td>0.0365</td>
<td>0.0365</td>
</tr>
<tr>
<td>0.2803</td>
<td>0.0466</td>
<td>0.0466</td>
<td>0.0466</td>
</tr>
<tr>
<td>0.2906</td>
<td>0.0576</td>
<td>0.0576</td>
<td>0.0576</td>
</tr>
<tr>
<td>0.3009</td>
<td>0.0689</td>
<td>0.0689</td>
<td>0.0689</td>
</tr>
</tbody>
</table>
Figure 5.17: Case A Sample size 1000 $\hat{\alpha}$ method comparison

Figure 5.18: Case A Sample size 1000 $\hat{\beta}$ method comparison
<p>| Table 5.16: Case A Sample Size 1000 Coverage Summary Results |
|---------------------------------|------------------|------------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Observations</th>
<th>Reverses</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.51352</td>
<td>3.9133%</td>
<td>0.7774</td>
<td>3.2289%</td>
<td>3.8585%</td>
</tr>
<tr>
<td>0.8053</td>
<td>3.5196%</td>
<td>0.4351</td>
<td>3.8851%</td>
<td>3.6641%</td>
</tr>
<tr>
<td>0.7438</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.9167</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.8506</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.9435</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.7063</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.5065</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
</tbody>
</table>

<p>| Table 5.15: Case A Sample Size 1000 OR Summary Results |
|---------------------------------|------------------|------------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Observations</th>
<th>Reverses</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.51352</td>
<td>3.9133%</td>
<td>0.7774</td>
<td>3.2289%</td>
<td>3.8585%</td>
</tr>
<tr>
<td>0.8053</td>
<td>3.5196%</td>
<td>0.4351</td>
<td>3.8851%</td>
<td>3.6641%</td>
</tr>
<tr>
<td>0.7438</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.9167</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.8506</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.9435</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.7063</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
<tr>
<td>0.5065</td>
<td>3.9167%</td>
<td>0.7802</td>
<td>3.2345%</td>
<td>3.8612%</td>
</tr>
</tbody>
</table>

Note: The tables present coverage and OR summary results for a sample size of 1000. The conditional score, optimization, observations, and reverses are listed for each case.

The tables are structured with columns for each variable and rows for different cases.
**Conclusion for Case A**

In conclusion for case A, as the sample size was increased so the bias in the expected values of \( \hat{\beta} \), reduced and the associated standard errors decreased in size for all four methods.

For all the sample sizes, the ordinary logistic regression method estimates of the model parameters are severely affected by increased values for \( \sigma_v \). As a result, the mean of the odds ratio estimates and associated standard deviation reflect the effect of changes in the measurement error standard deviation, which if this were not taken into account could have an impact on any study results.

When considering which correction method to use when there is measurement error in the explanatory variable, both the Reeves and Conditional Score methods' expected values of the model parameters were positively biased for all sample sizes. When the measurement error standard deviation is small the optimisation method also proved to produce expected values with only a small positive bias but its computational demands make it less attractive for routine use.
Case B $\alpha_i = -4.5$ and $\beta_i = 0.1$

For this case the probability of an event, with $Y = 1$, is reduced, from 0.5 on average to 0.23, and so we might expect there to be less information for estimating $\beta_i$. This might lead to greater bias and larger standard errors. However, the value of $\beta_i$ has not changed.

N=100

The results for this sample size are displayed in Figure 5.23 to Figure 5.28 and Table 5.17 to Table 5.20.

Table 5.18 shows the expected values for $\hat{\beta}_i$ for each of the methods and the two standard errors as before.

In terms of bias, the decrease in the prevalence of the disease has generally increased the bias in the mean of $\hat{\beta}_i$ for each of the methods. As was observed for Case A, the same pattern of positive bias for small $\sigma_v$ followed by a negative bias as $\sigma_v$ was increased was observed for the ordinary logistic regression and optimization methods. For the Reeves and conditional score methods, the expected values are slightly more positively biased than previously observed, and this bias increased with $\sigma_v$. Using Figure 5.24 to compare the methods, the least biased results are produced by the Reeves and conditional score methods when the measurement error standard deviation is large.
The same patterns of change of the standard errors as $\sigma_v$ was increased, are observed for case B as they were observed for case A. However, the reduction in the prevalence of disease is more reflected in the size of the standard errors of the estimates than the associated bias. For all four methods, the standard errors have increased compared to Case A. The patterns of the confidence intervals shown in Figure 5.25 to Figure 5.28 are also as previously as seen.

The mean of the odds ratio estimates displayed in Table 5.19 have also increased in line with the increased bias in the expected values of $\hat{\beta}_i$. In this case, when there is no measurement error, all four methods over-estimate the odds ratio by approximately 0.73. For the Reeves method, the mean of the odds ratio estimates increase as $\sigma_v$ increases, so that when $\sigma_v = 4$, the mean odds ratio estimate is almost 1.15 above the true value. The associated standard deviation is also very large in comparison with the mean of the odds ratio estimate. For the ordinary logistic regression method, the odds ratio is only 0.27 less than the true value and the associated standard error is much smaller. For the optimization and conditional score methods, neither method would work in a simulation environment when the measurement error standard deviation was large. Although the negative bias in the ordinary logistic regression expected values of $\hat{\beta}_i$ was greater than the positive bias in the Reeves method, the bias for estimating the odds ratio was actually less for the ordinary logistic regression method.

When considering the coverage terms, the ordinary logistic regression method produced an approximately 90% coverage when $\sigma_v = 4$ with the Reeves method producing approximately 94% coverage, both are in-line with the results from case A.
### Table 5.18: Case B Sample Size 100 \( \phi \) Summary Results

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>0.0889</th>
<th>0.1069</th>
<th>0.1639</th>
<th>0.2065</th>
<th>0.2576</th>
<th>0.3086</th>
<th>0.3596</th>
<th>0.4106</th>
<th>0.4616</th>
<th>0.5126</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0313</td>
<td>0.0377</td>
<td>0.0433</td>
<td>0.0488</td>
<td>0.0543</td>
<td>0.0599</td>
<td>0.0654</td>
<td>0.0709</td>
<td>0.0764</td>
<td>0.0819</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0535</td>
<td>0.0633</td>
<td>0.0731</td>
<td>0.0829</td>
<td>0.0926</td>
<td>0.1024</td>
<td>0.1122</td>
<td>0.1220</td>
<td>0.1318</td>
<td>0.1416</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0757</td>
<td>0.0905</td>
<td>0.1053</td>
<td>0.1199</td>
<td>0.1346</td>
<td>0.1492</td>
<td>0.1639</td>
<td>0.1786</td>
<td>0.1933</td>
<td>0.2080</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1012</td>
<td>0.1205</td>
<td>0.1398</td>
<td>0.1590</td>
<td>0.1782</td>
<td>0.1974</td>
<td>0.2166</td>
<td>0.2359</td>
<td>0.2551</td>
<td>0.2743</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1580</td>
<td>0.1939</td>
<td>0.2298</td>
<td>0.2657</td>
<td>0.2915</td>
<td>0.3214</td>
<td>0.3513</td>
<td>0.3812</td>
<td>0.4112</td>
<td>0.4411</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2722</td>
<td>0.3288</td>
<td>0.3854</td>
<td>0.4420</td>
<td>0.4985</td>
<td>0.5551</td>
<td>0.6117</td>
<td>0.6682</td>
<td>0.7248</td>
<td>0.7813</td>
</tr>
</tbody>
</table>

### Table 5.17: Case B Sample Size 100 \( \phi \) Summary Statistics

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>-4.3823</th>
<th>-4.7962</th>
<th>-4.4214</th>
<th>-4.6504</th>
<th>-4.5617</th>
<th>-4.6622</th>
<th>-4.7117</th>
<th>-4.7263</th>
<th>-4.7529</th>
<th>-4.7785</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.1057</td>
<td>1.1129</td>
<td>1.1192</td>
<td>1.1256</td>
<td>1.1320</td>
<td>1.1384</td>
<td>1.1448</td>
<td>1.1512</td>
<td>1.1576</td>
<td>1.1640</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1663</td>
<td>1.1727</td>
<td>1.1791</td>
<td>1.1855</td>
<td>1.1919</td>
<td>1.1983</td>
<td>1.2047</td>
<td>1.2112</td>
<td>1.2176</td>
<td>1.2240</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2470</td>
<td>1.2534</td>
<td>1.2598</td>
<td>1.2662</td>
<td>1.2726</td>
<td>1.2790</td>
<td>1.2854</td>
<td>1.2918</td>
<td>1.2982</td>
<td>1.3046</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3270</td>
<td>1.3334</td>
<td>1.3398</td>
<td>1.3462</td>
<td>1.3526</td>
<td>1.3590</td>
<td>1.3654</td>
<td>1.3718</td>
<td>1.3782</td>
<td>1.3846</td>
</tr>
<tr>
<td>0.4</td>
<td>1.4069</td>
<td>1.4133</td>
<td>1.4197</td>
<td>1.4261</td>
<td>1.4325</td>
<td>1.4389</td>
<td>1.4453</td>
<td>1.4517</td>
<td>1.4581</td>
<td>1.4645</td>
</tr>
<tr>
<td>0.5</td>
<td>1.4865</td>
<td>1.4929</td>
<td>1.4993</td>
<td>1.5057</td>
<td>1.5121</td>
<td>1.5185</td>
<td>1.5249</td>
<td>1.5313</td>
<td>1.5377</td>
<td>1.5441</td>
</tr>
</tbody>
</table>
Figure 5.23: Case B Sample size 100 $\hat{\alpha}$, method comparison

Figure 5.24: Case B Sample size 100 $\hat{\beta}$, method comparison
<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>OR</th>
<th>OR</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SE(OR)</td>
<td>SE(OR)</td>
<td>SE(OR)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.25836</td>
<td>4.12171</td>
<td>0.35714</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.98232</td>
<td>3.85183</td>
<td>0.32823</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.92659</td>
<td>6.92725</td>
<td>2.19357</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.80647</td>
<td>4.80694</td>
<td>2.18384</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.80168</td>
<td>2.80192</td>
<td>2.18166</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.60963</td>
<td>2.60987</td>
<td>2.18134</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.40459</td>
<td>2.40472</td>
<td>2.18064</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.20984</td>
<td>2.20997</td>
<td>2.18008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.01484</td>
<td>2.01497</td>
<td>2.17954</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.81973</td>
<td>1.81984</td>
<td>2.17903</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.62458</td>
<td>1.62469</td>
<td>2.17853</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.42937</td>
<td>1.42947</td>
<td>2.17804</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.23416</td>
<td>1.23426</td>
<td>2.17756</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.03891</td>
<td>1.03899</td>
<td>2.17708</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.84367</td>
<td>0.84374</td>
<td>2.17661</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64842</td>
<td>0.64849</td>
<td>2.17614</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.45318</td>
<td>0.45324</td>
<td>2.17567</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25793</td>
<td>0.25800</td>
<td>2.17521</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.06269</td>
<td>0.06274</td>
<td>2.17474</td>
</tr>
</tbody>
</table>

Table 5.2: Case B Sample Size 100 Coverage Summary Results

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>OR</th>
<th>OR</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SE(OR)</td>
<td>SE(OR)</td>
<td>SE(OR)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.93070</td>
<td>4.93430</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.80969</td>
<td>3.80993</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.91437</td>
<td>4.91466</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.91529</td>
<td>2.91555</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.82438</td>
<td>4.82463</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.72368</td>
<td>4.72393</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.62309</td>
<td>4.62334</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.52251</td>
<td>4.52276</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.42201</td>
<td>4.42226</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.32152</td>
<td>4.32177</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.22103</td>
<td>4.22128</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.12053</td>
<td>4.12078</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.02003</td>
<td>4.02028</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.91954</td>
<td>3.91979</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.81905</td>
<td>3.81930</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.71855</td>
<td>3.71880</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.61806</td>
<td>3.61831</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.51757</td>
<td>3.51782</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.41708</td>
<td>3.41733</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.31659</td>
<td>3.31684</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.21610</td>
<td>3.21635</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.11561</td>
<td>3.11586</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.01512</td>
<td>3.01537</td>
<td>1.0631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.91463</td>
<td>2.91488</td>
<td>1.0631</td>
</tr>
</tbody>
</table>

Table 5.3: Case C Sample Size 100 OR Summary Results
The results for this sample size are displayed in Figure 5.29 to Figure 5.34 and Table 5.21 to Table 5.24.

As was observed with case A, the increased sample size reduces the bias associated with estimating the model parameters to a negligible level for the Reeves and Conditional Score methods. For the ordinary logistic regression method, the increased sample size has little effect on the size of the bias associated with estimating $\alpha$, and $\beta_i$. These trends are reflected in the mean values for the Odds Ratio with the increased sample size reducing the associated standard errors. For the coverage terms, the ordinary logistic regression method gave values as low as 75% for $\beta_i$ whereas the Conditional Score method reduces only to about 94%.
### Table 5.2: Case B Sample Size 500 4’ summary statistics

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Reversal</th>
<th>SE((f))</th>
<th>C'</th>
<th>SE((f))</th>
<th>C'</th>
<th>SE((f))</th>
<th>C'</th>
<th>SE((f))</th>
<th>C'</th>
<th>SE((f))</th>
<th>C'</th>
<th>SE((f))</th>
<th>C'</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4.5419</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>3.5</td>
<td>4.6277</td>
<td>0.9906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>3</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>2.5</td>
<td>4.5906</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>2</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>1.5</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>1</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>0.5</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
<tr>
<td>0</td>
<td>4.9906</td>
<td>0.5996</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
<td>0.012</td>
<td>1.106</td>
<td>0.4906</td>
</tr>
</tbody>
</table>
Figure 5.29: Case B Sample size 500 $\alpha$, method comparison

Figure 5.30: Case B Sample size 500 $\beta$, method comparison
### Table 5.2.4: Case B Sample Size 500 Coverage Summary Results

<table>
<thead>
<tr>
<th>Score</th>
<th>Optimization Score</th>
<th>Recces</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.16</td>
<td>93.71</td>
<td>87</td>
<td>4</td>
</tr>
<tr>
<td>66.69</td>
<td>96.49</td>
<td>78</td>
<td>3.5</td>
</tr>
<tr>
<td>58.90</td>
<td>96.49</td>
<td>78</td>
<td>3</td>
</tr>
<tr>
<td>96.06</td>
<td>95.65</td>
<td>74.6</td>
<td>2.5</td>
</tr>
<tr>
<td>88.46</td>
<td>96.86</td>
<td>75.6</td>
<td>2</td>
</tr>
<tr>
<td>85.96</td>
<td>96.86</td>
<td>75.6</td>
<td>1</td>
</tr>
<tr>
<td>96.02</td>
<td>96.02</td>
<td>96.02</td>
<td>0.5</td>
</tr>
<tr>
<td>56.96</td>
<td>96.96</td>
<td>96.96</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 5.2.5: Case B Sample Size 500 Coverage Summary Results

<table>
<thead>
<tr>
<th>Score</th>
<th>Optimization Score</th>
<th>Recces</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.88</td>
<td>96.88</td>
<td>96.88</td>
<td>4</td>
</tr>
<tr>
<td>82.82</td>
<td>96.82</td>
<td>96.82</td>
<td>3.5</td>
</tr>
<tr>
<td>76.76</td>
<td>96.76</td>
<td>96.76</td>
<td>3</td>
</tr>
<tr>
<td>88.88</td>
<td>96.88</td>
<td>96.88</td>
<td>2.5</td>
</tr>
<tr>
<td>76.76</td>
<td>96.76</td>
<td>96.76</td>
<td>2</td>
</tr>
<tr>
<td>76.76</td>
<td>96.76</td>
<td>96.76</td>
<td>1</td>
</tr>
<tr>
<td>56.96</td>
<td>96.96</td>
<td>96.96</td>
<td>0.5</td>
</tr>
<tr>
<td>36.36</td>
<td>96.36</td>
<td>96.36</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0228</td>
<td>0</td>
<td>1.0416</td>
<td>3</td>
<td>0.3583</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>3.5</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>3</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>2</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>1</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
<tr>
<td>0</td>
<td>0.0200</td>
<td>0</td>
<td>0.9614</td>
<td>3</td>
<td>0.3393</td>
<td>0</td>
<td>0.0762</td>
</tr>
</tbody>
</table>
N=1000

The results for this sample size are displayed in Figure 5.35 to Figure 5.40 and Table 5.25 to Table 5.28.

The further increased sample size had the same effect on the expected values of the model parameters and associated standard errors by each of the methods that were observed for case A. The same trends and patterns are also apparent.
Table 5.2: Case B Sample Size 1000  φ̂', summary results

<table>
<thead>
<tr>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
</tr>
<tr>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
</tr>
<tr>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
</tr>
<tr>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
</tr>
<tr>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
</tr>
<tr>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
</tr>
<tr>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
</tr>
<tr>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
</tr>
<tr>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 5.2: Case B Sample Size 1000  φ̂', summary statistics

<table>
<thead>
<tr>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
<th>φ̂'</th>
<th>SE(φ̂')</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
<td>0.39</td>
<td>0.05</td>
</tr>
<tr>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
<td>0.38</td>
<td>0.05</td>
</tr>
<tr>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
<td>0.37</td>
<td>0.05</td>
</tr>
<tr>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
<td>0.36</td>
<td>0.05</td>
</tr>
<tr>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
<td>0.34</td>
<td>0.05</td>
</tr>
<tr>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
<td>0.33</td>
<td>0.05</td>
</tr>
<tr>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
<td>0.32</td>
<td>0.05</td>
</tr>
<tr>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
<td>0.31</td>
<td>0.05</td>
</tr>
<tr>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
<td>0.30</td>
<td>0.05</td>
</tr>
<tr>
<td>0.29</td>
<td>0.05</td>
<td>0.29</td>
<td>0.05</td>
<td>0.29</td>
<td>0.05</td>
<td>0.29</td>
<td>0.05</td>
<td>0.29</td>
<td>0.05</td>
<td>0.29</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Figure 5.35: Case B Sample size 1000 $\hat{\alpha}$, method comparison

Figure 5.36: Case B Sample size 1000 $\hat{\beta}$, method comparison
### Table 5.28: Case B Sample Size 1000 Corr Explained Summary Results

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

### Table 5.27: Case B Sample Size 1000 OR Summary Results

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

---

**Note:** The tables display results for various conditions, with columns and rows indicating specific values and comparisons. The tables are structured to facilitate analysis and comparison of the data presented.
Conclusion for Case B

In conclusion, the effect of reducing the prevalence of the disease size while leaving $\beta$, unchanged was a slight increase in both the bias and the standard errors in the estimates of the parameters. As the sample size was increased, so the bias in the mean of $\hat{\beta}$, and the associated standard errors decreased.

This case also shows that if any method is used to estimate the Odds Ratio when an explanatory variable could be subject to measurement error, then misleading results could be concluded for small sample sizes. For a sample size of 500 and above, both the Reeves and Conditional Score methods can correct reasonably well for the measurement error when estimating the model parameters, even when there is a large measurement error standard deviation. For further precision in these estimates a large sample size is recommended.
Case C $\alpha = -6$ and $\beta = 0.1$

Here the prevalence of the disease has been reduced much further, to about 7%, but the regression coefficient of the explanatory variable has remained the same.

N=100

The results for this sample size are displayed in Figure 5.41 to Figure 5.46 and Table 5.29 to Table 5.32.

In the two previous cases, for all four methods when the sample size was 100 and $\sigma_v = 0$, the expected values of $\hat{\beta}$, compared with the true value of $\beta$, had a slight positive bias. In this case, when $n=100$, and $\sigma_v = 0$, Table 5.30 shows that all the expected values of $\hat{\beta}$ have a considerable negative bias in comparison.

As $\sigma_v$ increased, for the ordinary logistic regression method, the expected values of $\hat{\beta}$ become more negatively biased. For the Reeves and conditional score methods, the negative bias reduces as $\sigma_v$ is increased. The optimization method followed the same pattern as the ordinary logistic regression method but with less bias.

Figure 5.42 shows a graphical comparison between the methods where it can be seen that the Reeves method produced the least biased results. Figure 5.43 to Figure 5.46 show the confidence intervals scaled to each method displaying the same pattern previously observed in the other cases. Again showing that the bias associated with the expected values of $\hat{\beta}$ are real and are not due to chance.
When comparing the standard errors the same patterns of change for the methods observed for cases A and B were also observed for case C. For the Reeves and conditional score methods, the differences between the two standard errors is greater that previously observed with the empirical standard error being the larger of the two. For the ordinary logistic regression method and the optimization method, however, the likelihood standard error is larger in comparison to the empirical standard error.

Comparing the ordinary logistic regression and Reeves methods’ mean of the odds ratio estimates in Table 5.31, when \( \sigma_r = 4 \) the ordinary logistic regression method under-estimates the mean of the odds ratio estimates by 0.51 whereas the Reeves method over-estimates by 1.01. The associated standard error of the odds ratio for the Reeves method is also very large, showing there is great variation in the estimates. The standard errors are larger than for Cases A and B with the same sample size, due to the very small number of events likely to be observed in this case.

In terms of the coverage, when \( \sigma_r = 4 \), the ordinary logistic regression method provides an approximate 89% coverage in comparison to the Reeves method with 93%.
### Table 5.12: Case C Sample Size 100 \( \theta' \) summary statistics

<table>
<thead>
<tr>
<th>( \theta' )</th>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Reeves</th>
<th>Oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04894</td>
<td>-5.57933</td>
<td>-5.5794</td>
<td>-5.5795</td>
<td>4</td>
</tr>
<tr>
<td>0.04733</td>
<td>-5.8194</td>
<td>-5.8194</td>
<td>-5.8194</td>
<td>3.5</td>
</tr>
<tr>
<td>0.04989</td>
<td>-5.8619</td>
<td>-5.8619</td>
<td>-5.8619</td>
<td>3</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>2.5</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>2</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>1.5</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>1</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>0.5</td>
</tr>
<tr>
<td>0.05113</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>-5.9025</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 5.41: Case C Sample size 100 $\hat{\alpha}$, method comparison

Figure 5.42: Case C Sample size 100 $\hat{\beta}$, method comparison
### Table S.2: Case C Sample Size 100 Coverage Summary Results

<table>
<thead>
<tr>
<th>93.18</th>
<th>93.16</th>
<th>93.14</th>
<th>93.12</th>
<th>93.10</th>
<th>93.08</th>
<th>93.06</th>
<th>93.04</th>
<th>93.02</th>
<th>93.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
<td>6576</td>
</tr>
<tr>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
<td>1124</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table S.1: Case C Sample Size 100 OR Summary Results

<table>
<thead>
<tr>
<th>94.45</th>
<th>94.43</th>
<th>94.41</th>
<th>94.39</th>
<th>94.37</th>
<th>94.35</th>
<th>94.33</th>
<th>94.31</th>
<th>94.29</th>
<th>94.27</th>
</tr>
</thead>
<tbody>
<tr>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
<td>7316</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
N=500

The results for this sample size are displayed in Figure 5.47 to Figure 5.52 and Table 5.33 to Table 5.36.

For the increased sample size of 500, the bias is now positive for all the methods when \( \sigma_v = 0 \) and all the patterns and trends for the mean estimates of the model parameters are as seen in previous cases for this sample size. The main point to observe is that the Conditional Score method is producing marginally better results than the Reeves method as \( \sigma_v \) was increased. This coupled with the fact that there is less variation in the mean of the Odds Ratio and the coverage terms almost being at the 95% level, this method is now slightly better than the Reeves method for estimating the model parameters when there is measurement error in the explanatory variable.
Table 5.34: Case C Sample Size 500 \( g' \) summary results

<table>
<thead>
<tr>
<th>( g' )</th>
<th>SE(( g' ))</th>
<th>( \text{Reveals} )</th>
<th>( \text{Reveals of} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.33: Case B Sample Size 500 \( g' \) summary statistics

<table>
<thead>
<tr>
<th>( g' )</th>
<th>SE(( g' ))</th>
<th>( \text{Reveals} )</th>
<th>( \text{Reveals of} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 5.47: Case C Sample size 500 $\alpha_i$ method comparison

Figure 5.48: Case C Sample size 500 $\hat{\beta}_i$ method comparison
<table>
<thead>
<tr>
<th>Table 5.3: Case C Sample Size 500 Coverage Summary Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.0%</td>
</tr>
<tr>
<td>1.45539</td>
</tr>
<tr>
<td>4.12296</td>
</tr>
<tr>
<td>1.3478</td>
</tr>
<tr>
<td>1.2776</td>
</tr>
<tr>
<td>1.251</td>
</tr>
<tr>
<td>1.2053</td>
</tr>
<tr>
<td>1.2053</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization Score</th>
<th>Reciprocal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.45539</td>
<td>1.41175</td>
<td>1.3018</td>
</tr>
<tr>
<td>4.12296</td>
<td>4.0962</td>
<td>3.9509</td>
</tr>
<tr>
<td>1.3478</td>
<td>1.325</td>
<td>1.2315</td>
</tr>
<tr>
<td>1.2776</td>
<td>1.257</td>
<td>1.1814</td>
</tr>
<tr>
<td>1.251</td>
<td>1.2244</td>
<td>1.1584</td>
</tr>
<tr>
<td>1.2053</td>
<td>1.1841</td>
<td>1.12</td>
</tr>
</tbody>
</table>

**Table 5.3: Case C Sample Size 500 Coverage Summary Results**

- 95.0% Coverage
- 97.5% Coverage
- 99.0% Coverage
- 99.5% Coverage
- 99.9% Coverage

**Conditional Score**

- 1.45539
- 4.12296
- 1.3478
- 1.2776
- 1.251
- 1.2053

**Optimization Score**

- 1.41175
- 4.0962
- 1.325
- 1.257
- 1.2244
- 1.1841

**Reciprocal**

- 1.3018
- 3.9509
- 1.2315
- 1.1814
- 1.1584
- 1.12

**Summary**

- OR
- SE (OR)
- OR
- SE (OR)
- OR
- SE (OR)
- OR
- SE (OR)
- OR
- SE (OR)
**N=1000**

The results for this sample size are displayed in Figure 5.53 to Figure 5.58 and Table 5.37 to Table 5.40.

In the previous two cases when the sample size was increased to 1000 this slightly reduced the bias in the mean of the estimates. In this case the increased sample size has caused more bias in the mean of the estimates from the ordinary logistic regression method. When comparing the Reeves and conditional score methods, the conditional score method produced slightly better estimates with more precision than the Reeves method. This can mainly be seen in the mean of the odds ratio estimates and their associated standard deviation.
<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Reverses</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9927</td>
<td>0.2902</td>
<td>0.0731</td>
<td>1</td>
</tr>
<tr>
<td>0.9834</td>
<td>0.2854</td>
<td>0.0694</td>
<td>1</td>
</tr>
<tr>
<td>0.9730</td>
<td>0.2809</td>
<td>0.0661</td>
<td>1</td>
</tr>
<tr>
<td>0.9626</td>
<td>0.2765</td>
<td>0.0632</td>
<td>1</td>
</tr>
<tr>
<td>0.9522</td>
<td>0.2729</td>
<td>0.0605</td>
<td>1</td>
</tr>
<tr>
<td>0.9417</td>
<td>0.2695</td>
<td>0.0579</td>
<td>1</td>
</tr>
<tr>
<td>0.9312</td>
<td>0.2661</td>
<td>0.0554</td>
<td>1</td>
</tr>
<tr>
<td>0.9207</td>
<td>0.2628</td>
<td>0.0531</td>
<td>1</td>
</tr>
<tr>
<td>0.9103</td>
<td>0.2596</td>
<td>0.0509</td>
<td>1</td>
</tr>
<tr>
<td>0.9000</td>
<td>0.2565</td>
<td>0.0488</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.38: Case C Sample Size 1000 

Table 5.37: Case C Sample Size 1000 

Summary Statistics

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Reverses</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9927</td>
<td>0.2902</td>
<td>0.0731</td>
<td>1</td>
</tr>
<tr>
<td>0.9834</td>
<td>0.2854</td>
<td>0.0694</td>
<td>1</td>
</tr>
<tr>
<td>0.9730</td>
<td>0.2809</td>
<td>0.0661</td>
<td>1</td>
</tr>
<tr>
<td>0.9626</td>
<td>0.2765</td>
<td>0.0632</td>
<td>1</td>
</tr>
<tr>
<td>0.9522</td>
<td>0.2729</td>
<td>0.0605</td>
<td>1</td>
</tr>
<tr>
<td>0.9417</td>
<td>0.2695</td>
<td>0.0579</td>
<td>1</td>
</tr>
<tr>
<td>0.9312</td>
<td>0.2661</td>
<td>0.0554</td>
<td>1</td>
</tr>
<tr>
<td>0.9207</td>
<td>0.2628</td>
<td>0.0531</td>
<td>1</td>
</tr>
<tr>
<td>0.9103</td>
<td>0.2596</td>
<td>0.0509</td>
<td>1</td>
</tr>
<tr>
<td>0.9000</td>
<td>0.2565</td>
<td>0.0488</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 5.53: Case C Sample size 1000 $\hat{\alpha}$, method comparison

Figure 5.54: Case C Sample size 1000 $\hat{\beta}$, method comparison
### Table 5.39: Case C Sample Size 1000 OR Summary Results

<table>
<thead>
<tr>
<th>96.9</th>
<th>94.8</th>
<th>92.6</th>
<th>90.4</th>
<th>88.2</th>
<th>86.0</th>
<th>83.8</th>
<th>81.6</th>
<th>79.4</th>
<th>77.2</th>
<th>75.0</th>
<th>72.8</th>
<th>70.6</th>
<th>68.4</th>
<th>66.2</th>
<th>64.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 5.40: Case C Sample Size 1000 Coverage Summary Results

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Recees</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>96.9</th>
<th>94.8</th>
<th>92.6</th>
<th>90.4</th>
<th>88.2</th>
<th>86.0</th>
<th>83.8</th>
<th>81.6</th>
<th>79.4</th>
<th>77.2</th>
<th>75.0</th>
<th>72.8</th>
<th>70.6</th>
<th>68.4</th>
<th>66.2</th>
<th>64.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

OR

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Optimization</th>
<th>Recees</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Conclusion for Case C

The reduction in the prevalence of the disease had a marked effect on the bias, especially for a sample size of 100. In this case, though the ordinary logistic regression method produced the most negatively biased estimates of the regression parameter, this method produced the least biased estimates of the true odds ratio value. The coverage was substantially worse using this method than for those which corrected for measurement error.

As before the effect of the measurement error cannot be ignored. In this case the conditional score method proved to provide the best mean estimates of the model parameters when the sample size was greater than 500, though the difference compared to the Reeves method is marginal.
Case D $\alpha_i = 0$ and $\beta_i = -0.1$

The prevalence of the disease is the same as seen for case C. The difference in this case is that the relationship between the disease and the explanatory variable is negative.

In some cases the optimisation method would not converge or estimated unrealistic values for the model parameters. Therefore, the simulation could not provide comparable expected values of the model parameters and hence the method has been excluded from this simulation study.

N=100

The results for this sample size are displayed in Figure 5.59 to Figure 5.63 and Table 5.41 to Table 5.44.

As we observed for case C the reduction in the prevalence of the disease and the small sample size has had an effect on the bias of estimates of $\beta_i$ for all methods when there is no measurement error, Table 5.42. All three methods expected values of $\hat{\beta}_i$ are positively biased, that is the mean estimates are closer to 0, and as a result they also have negative bias when estimating $\alpha_i$. As $\sigma_y$ is increased, the ordinary logistic regression method expected values of $\hat{\beta}_i$ are increasingly positively biased whereas for the Reeves and conditional score methods, the bias reduces as $\sigma_y$ is increased, following the same general pattern as was observed for all the previous cases. The associated standard errors of these estimates are in-line with those seen for case C when n=100.
Figure 5.61 to Figure 5.63 show that the pattern of the confidence intervals is similar to that of the expected values of $\hat{\beta}$. Their width confirms that, as in the previous cases, the bias is real and not due to sampling variation.

In this case the true value of the odds ratio is 0.26. The positive bias associated with all the methods when estimating $\beta$, led to positive bias in the mean of the odds ratio estimates, Table 5.43. For the ordinary logistic regression method, when $\sigma_v = 4$, the mean of the odds ratio estimates had increased to 0.416 whereas the Reeves method it was 0.363. In this case, the associated odds ratio standard errors for the two methods were approximately the same. In comparison to the other three cases when $n=100$, the Reeves method produced the least biased mean of the odds ratio estimates.

The coverage term patterns, Table 5.44, were the same as previously seen in the other three cases.
Table 5.42: Case D Sample Size 100 9’ summary results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05173</td>
<td>0.0488</td>
<td>0.05376</td>
<td>0.0503</td>
<td>0.04938</td>
<td>0.05728</td>
<td>0.05728</td>
</tr>
<tr>
<td></td>
<td>0.04484</td>
<td>0.0418</td>
<td>0.04052</td>
<td>0.04076</td>
<td>0.04076</td>
<td>0.04076</td>
<td>0.04076</td>
</tr>
<tr>
<td></td>
<td>0.04476</td>
<td>0.0447</td>
<td>0.0447</td>
<td>0.0447</td>
<td>0.0447</td>
<td>0.0447</td>
<td>0.0447</td>
</tr>
<tr>
<td></td>
<td>0.0452</td>
<td>0.0509</td>
<td>0.04813</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>0.0462</td>
<td>0.0467</td>
<td>0.04801</td>
<td>0.04876</td>
<td>0.04876</td>
<td>0.04876</td>
<td>0.04876</td>
</tr>
<tr>
<td></td>
<td>0.0456</td>
<td>0.0509</td>
<td>0.04813</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>0.0526</td>
<td>0.0526</td>
<td>0.0526</td>
<td>0.0526</td>
<td>0.0526</td>
<td>0.0526</td>
<td>0.0526</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.41: Case D Sample Size 100 9’ summary statistics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.03191</td>
<td>0.0299</td>
<td>0.03293</td>
<td>0.03293</td>
<td>0.03293</td>
<td>0.03293</td>
<td>0.03293</td>
</tr>
<tr>
<td></td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
</tr>
<tr>
<td></td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0333</td>
</tr>
<tr>
<td></td>
<td>0.0398</td>
<td>0.0398</td>
<td>0.0398</td>
<td>0.0398</td>
<td>0.0398</td>
<td>0.0398</td>
<td>0.0398</td>
</tr>
<tr>
<td></td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>0.0543</td>
<td>0.0543</td>
<td>0.0543</td>
<td>0.0543</td>
<td>0.0543</td>
<td>0.0543</td>
<td>0.0543</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

Conditional Score  | 9’  | SE(9’)  | 9’  | SE(9’)  | 9’  | SE(9’)  | 9’  | SE(9’)  |
Receives  | Of  |        | Of  |        | Of  |        | Of  |        |


Figure 5.59: Case D Sample size 100 $\hat{\alpha}$, method comparison

Figure 5.60: Case D Sample size 100 $\hat{\beta}$, method comparison
Figure 5.61: Case D Sample size 100 $\hat{\beta}_i$ Olr Confidence Interval comparison

Figure 5.62: Case D Sample size 100 $\hat{\beta}_i$ Reeves Confidence Interval comparison

Figure 5.63: Case D Sample size 100 $\hat{\beta}_i$ Conditional Score Confidence Interval comparison
### Table 5.4: Case D Sample Size 100 Covergae Summary Results

<table>
<thead>
<tr>
<th></th>
<th>94.96</th>
<th>95.95</th>
<th>95.99</th>
<th>96.95</th>
<th>96.93</th>
<th>96.39</th>
<th>96.36</th>
<th>96.32</th>
<th>96.34</th>
<th>96.36</th>
<th>96.37</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

### Table 5.4: Case D Sample Size 100 OR Summary Results

<table>
<thead>
<tr>
<th></th>
<th>0.2728</th>
<th>0.36319</th>
<th>0.25096</th>
<th>0.41579</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
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<td></td>
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<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
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<td></td>
<td></td>
</tr>
<tr>
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</tr>
<tr>
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<td></td>
<td></td>
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</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
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<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE(OR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
N=500

The results for this sample size are displayed in Figure 5.64 to Figure 5.68 and Table 5.45 to Table 5.48.

As it has been seen for all previous cases the increase in sample size from 100 to 500 reduced the bias in the mean estimates of the model parameters for all the methods.

In this case, the Reeves and Conditional Score methods are almost unbiased in estimating $\alpha_i$ whereas the ordinary logistic regression method estimates a positive value for the mean of $\hat{\alpha}_i$ when $\sigma_\epsilon = 0$ and a negative value when $\sigma_\epsilon = 4$. When estimating $\beta_i$, the ordinary logistic regression method estimates are in line with previous cases. For the conditional score method, the expected values of $\hat{\beta}_i$ are slightly less biased than the Reeves method. On examination of the mean of the Odds Ratios estimates there is very little difference between the two methods in practice and the precision associated with these values are also approximately the same. In this case, the coverage for the Reeves method is slightly higher than that observed for the conditional score method.
### Table 5.46: Case D Sample Size 500

#### Summary Results

<table>
<thead>
<tr>
<th>Valuable</th>
<th>SE</th>
<th>Conditional Score</th>
<th>Reverses</th>
<th>Oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02346</td>
<td>0.00217</td>
<td>0.0124</td>
<td>0.0629</td>
<td>0.0842</td>
</tr>
<tr>
<td>0.02267</td>
<td>0.01218</td>
<td>0.0117</td>
<td>0.0233</td>
<td>0.0235</td>
</tr>
<tr>
<td>0.02207</td>
<td>0.02218</td>
<td>0.0215</td>
<td>0.0224</td>
<td>0.0216</td>
</tr>
<tr>
<td>0.02148</td>
<td>0.02158</td>
<td>0.0211</td>
<td>0.0212</td>
<td>0.0211</td>
</tr>
<tr>
<td>0.02089</td>
<td>0.02029</td>
<td>0.0201</td>
<td>0.0204</td>
<td>0.0202</td>
</tr>
<tr>
<td>0.02030</td>
<td>0.02050</td>
<td>0.0203</td>
<td>0.0203</td>
<td>0.0203</td>
</tr>
<tr>
<td>0.02071</td>
<td>0.02091</td>
<td>0.0204</td>
<td>0.0204</td>
<td>0.0204</td>
</tr>
</tbody>
</table>

### Table 5.45: Case D Sample Size 500

#### Summary statistics

<table>
<thead>
<tr>
<th>Valuable</th>
<th>SE</th>
<th>Conditional Score</th>
<th>Reverses</th>
<th>Oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0685</td>
<td>0.00058</td>
<td>0.0694</td>
<td>0.0694</td>
<td>0.0694</td>
</tr>
<tr>
<td>0.0806</td>
<td>0.00098</td>
<td>0.0817</td>
<td>0.0817</td>
<td>0.0817</td>
</tr>
<tr>
<td>0.0825</td>
<td>0.00098</td>
<td>0.0837</td>
<td>0.0837</td>
<td>0.0837</td>
</tr>
<tr>
<td>0.0847</td>
<td>0.00098</td>
<td>0.0842</td>
<td>0.0842</td>
<td>0.0842</td>
</tr>
<tr>
<td>0.0869</td>
<td>0.00098</td>
<td>0.0871</td>
<td>0.0871</td>
<td>0.0871</td>
</tr>
<tr>
<td>0.0891</td>
<td>0.00098</td>
<td>0.0893</td>
<td>0.0893</td>
<td>0.0893</td>
</tr>
<tr>
<td>0.0914</td>
<td>0.00098</td>
<td>0.0914</td>
<td>0.0914</td>
<td>0.0914</td>
</tr>
</tbody>
</table>

0
Figure 5.64: Case D Sample size 500 $\hat{\alpha}$, method comparison

Figure 5.65: Case D Sample size 500 $\hat{\beta}$, method comparison
Figure 5.66: Case D Sample size 50 \( \hat{\beta}, \) Olr Confidence Interval comparison

Figure 5.67: Case D Sample size 500 \( \hat{\beta}, \) Reeves Confidence Interval comparison

Figure 5.68: Case D Sample size 500 \( \hat{\beta}, \) Conditional Score Confidence Interval comparison
### Table 5.48: Case D Sample Size 500 Coverage summary results

<table>
<thead>
<tr>
<th>96.69</th>
<th>96.89</th>
<th>96.45</th>
<th>96.89</th>
<th>96.98</th>
<th>96.89</th>
<th>96.98</th>
<th>96.98</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.5</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>Abs</th>
<th>C'</th>
<th>C'</th>
<th>Abs</th>
<th>C'</th>
<th>C'</th>
<th>Abs</th>
<th>C'</th>
<th>C'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revers</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>3.5</td>
<td></td>
<td>3</td>
<td></td>
<td>2.5</td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 5.47: Case D Sample Size 500 OR summary results

<table>
<thead>
<tr>
<th>0.0815</th>
<th>0.2552</th>
<th>0.0822</th>
<th>0.0834</th>
<th>0.0826</th>
<th>0.0815</th>
<th>0.3226</th>
<th>0.0827</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>3.5</td>
<td></td>
<td>3</td>
<td></td>
<td>2.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditional Score</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
<th>OR</th>
<th>SE(OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revers</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
<td>OR</td>
<td>SE(OR)</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>3.5</td>
<td></td>
<td>3</td>
<td></td>
<td>2.5</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

---
N=1000

The results for this sample size are displayed in Figure 5.69 to Figure 5.73 and Table 5.49 to Table 5.52.

As with cases A and B, the increase in the sample size to 1000, has reduced the bias and standard errors associated with the mean of the estimates of the model parameters by all four methods.

In this case, the conditional score method produced the least biased results though there was a marginal difference between this method and the Reeves method especially when considering the standard errors associated with these mean estimates.
### Table 5.2: Case D Sample Size 1000 \( \phi \)' summary results

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
</tr>
<tr>
<td>3.9</td>
<td>0.0129</td>
<td>0.0129</td>
<td>0.0129</td>
<td>0.0129</td>
<td>0.0129</td>
</tr>
<tr>
<td>3</td>
<td>0.0130</td>
<td>0.0130</td>
<td>0.0130</td>
<td>0.0130</td>
<td>0.0130</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0131</td>
<td>0.0131</td>
<td>0.0131</td>
<td>0.0131</td>
<td>0.0131</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0132</td>
<td>0.0132</td>
<td>0.0132</td>
<td>0.0132</td>
<td>0.0132</td>
</tr>
<tr>
<td>2</td>
<td>0.0133</td>
<td>0.0133</td>
<td>0.0133</td>
<td>0.0133</td>
<td>0.0133</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0134</td>
<td>0.0134</td>
<td>0.0134</td>
<td>0.0134</td>
<td>0.0134</td>
</tr>
<tr>
<td>1</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0136</td>
<td>0.0136</td>
<td>0.0136</td>
<td>0.0136</td>
<td>0.0136</td>
</tr>
<tr>
<td>0</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0137</td>
</tr>
</tbody>
</table>

### Table 5.4: Case D Sample Size 1000 \( \phi \)' summary statistics

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
</tr>
<tr>
<td>3.9</td>
<td>0.0139</td>
<td>0.0139</td>
<td>0.0139</td>
<td>0.0139</td>
<td>0.0139</td>
</tr>
<tr>
<td>3</td>
<td>0.0140</td>
<td>0.0140</td>
<td>0.0140</td>
<td>0.0140</td>
<td>0.0140</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0141</td>
<td>0.0141</td>
<td>0.0141</td>
<td>0.0141</td>
<td>0.0141</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0142</td>
<td>0.0142</td>
<td>0.0142</td>
<td>0.0142</td>
<td>0.0142</td>
</tr>
<tr>
<td>2</td>
<td>0.0143</td>
<td>0.0143</td>
<td>0.0143</td>
<td>0.0143</td>
<td>0.0143</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0144</td>
<td>0.0144</td>
<td>0.0144</td>
<td>0.0144</td>
<td>0.0144</td>
</tr>
<tr>
<td>1</td>
<td>0.0145</td>
<td>0.0145</td>
<td>0.0145</td>
<td>0.0145</td>
<td>0.0145</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0146</td>
<td>0.0146</td>
<td>0.0146</td>
<td>0.0146</td>
<td>0.0146</td>
</tr>
<tr>
<td>0</td>
<td>0.0147</td>
<td>0.0147</td>
<td>0.0147</td>
<td>0.0147</td>
<td>0.0147</td>
</tr>
</tbody>
</table>

### Conditional Score

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0148</td>
<td>0.0148</td>
<td>0.0148</td>
<td>0.0148</td>
<td>0.0148</td>
</tr>
<tr>
<td>3.9</td>
<td>0.0149</td>
<td>0.0149</td>
<td>0.0149</td>
<td>0.0149</td>
<td>0.0149</td>
</tr>
<tr>
<td>3</td>
<td>0.0150</td>
<td>0.0150</td>
<td>0.0150</td>
<td>0.0150</td>
<td>0.0150</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0151</td>
<td>0.0151</td>
<td>0.0151</td>
<td>0.0151</td>
<td>0.0151</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0152</td>
<td>0.0152</td>
<td>0.0152</td>
<td>0.0152</td>
<td>0.0152</td>
</tr>
<tr>
<td>2</td>
<td>0.0153</td>
<td>0.0153</td>
<td>0.0153</td>
<td>0.0153</td>
<td>0.0153</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0154</td>
<td>0.0154</td>
<td>0.0154</td>
<td>0.0154</td>
<td>0.0154</td>
</tr>
<tr>
<td>1</td>
<td>0.0155</td>
<td>0.0155</td>
<td>0.0155</td>
<td>0.0155</td>
<td>0.0155</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
</tr>
<tr>
<td>0</td>
<td>0.0157</td>
<td>0.0157</td>
<td>0.0157</td>
<td>0.0157</td>
<td>0.0157</td>
</tr>
</tbody>
</table>
Figure 5.69: Case D Sample size 1000 $\alpha$, method comparison

Figure 5.70: Case D Sample size 1000 $\beta$, method comparison
Figure 5.71: Case D Sample size 1000 \( \hat{\beta} \), Olr Confidence Interval comparison

Figure 5.72: Case D Sample size 1000 \( \hat{\beta} \), Reeves Confidence Interval comparison

Figure 5.73: Case D Sample size 1000 \( \hat{\beta} \), Conditional Score Confidence Interval comparison
### Table 5.2: Case D Sample Size 1000 Coverage Summary Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.166</td>
<td>8.166</td>
<td>8.166</td>
<td>8.166</td>
<td>8.166</td>
<td>8.166</td>
<td>8.166</td>
</tr>
<tr>
<td></td>
<td>8.076</td>
<td>8.076</td>
<td>8.076</td>
<td>8.076</td>
<td>8.076</td>
<td>8.076</td>
<td>8.076</td>
</tr>
<tr>
<td></td>
<td>7.896</td>
<td>7.896</td>
<td>7.896</td>
<td>7.896</td>
<td>7.896</td>
<td>7.896</td>
<td>7.896</td>
</tr>
<tr>
<td></td>
<td>7.806</td>
<td>7.806</td>
<td>7.806</td>
<td>7.806</td>
<td>7.806</td>
<td>7.806</td>
<td>7.806</td>
</tr>
<tr>
<td></td>
<td>7.716</td>
<td>7.716</td>
<td>7.716</td>
<td>7.716</td>
<td>7.716</td>
<td>7.716</td>
<td>7.716</td>
</tr>
<tr>
<td></td>
<td>7.626</td>
<td>7.626</td>
<td>7.626</td>
<td>7.626</td>
<td>7.626</td>
<td>7.626</td>
<td>7.626</td>
</tr>
<tr>
<td></td>
<td>7.536</td>
<td>7.536</td>
<td>7.536</td>
<td>7.536</td>
<td>7.536</td>
<td>7.536</td>
<td>7.536</td>
</tr>
</tbody>
</table>

### Table 5.1: Case D Sample Size 1000 OR Summary Results

<table>
<thead>
<tr>
<th></th>
<th>0.03597</th>
<th>0.03597</th>
<th>0.03597</th>
<th>0.03597</th>
<th>0.03597</th>
<th>0.03597</th>
<th>0.03597</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.02612</td>
<td>0.02612</td>
<td>0.02612</td>
<td>0.02612</td>
<td>0.02612</td>
<td>0.02612</td>
<td>0.02612</td>
</tr>
<tr>
<td></td>
<td>0.02500</td>
<td>0.02500</td>
<td>0.02500</td>
<td>0.02500</td>
<td>0.02500</td>
<td>0.02500</td>
<td>0.02500</td>
</tr>
<tr>
<td></td>
<td>0.02400</td>
<td>0.02400</td>
<td>0.02400</td>
<td>0.02400</td>
<td>0.02400</td>
<td>0.02400</td>
<td>0.02400</td>
</tr>
<tr>
<td></td>
<td>0.02300</td>
<td>0.02300</td>
<td>0.02300</td>
<td>0.02300</td>
<td>0.02300</td>
<td>0.02300</td>
<td>0.02300</td>
</tr>
<tr>
<td></td>
<td>0.02200</td>
<td>0.02200</td>
<td>0.02200</td>
<td>0.02200</td>
<td>0.02200</td>
<td>0.02200</td>
<td>0.02200</td>
</tr>
<tr>
<td></td>
<td>0.02100</td>
<td>0.02100</td>
<td>0.02100</td>
<td>0.02100</td>
<td>0.02100</td>
<td>0.02100</td>
<td>0.02100</td>
</tr>
<tr>
<td></td>
<td>0.02000</td>
<td>0.02000</td>
<td>0.02000</td>
<td>0.02000</td>
<td>0.02000</td>
<td>0.02000</td>
<td>0.02000</td>
</tr>
<tr>
<td></td>
<td>0.01900</td>
<td>0.01900</td>
<td>0.01900</td>
<td>0.01900</td>
<td>0.01900</td>
<td>0.01900</td>
<td>0.01900</td>
</tr>
<tr>
<td></td>
<td>0.01800</td>
<td>0.01800</td>
<td>0.01800</td>
<td>0.01800</td>
<td>0.01800</td>
<td>0.01800</td>
<td>0.01800</td>
</tr>
<tr>
<td></td>
<td>0.01700</td>
<td>0.01700</td>
<td>0.01700</td>
<td>0.01700</td>
<td>0.01700</td>
<td>0.01700</td>
<td>0.01700</td>
</tr>
</tbody>
</table>
Conclusion for Case D

The prevalence of the disease for this case is the same as case C. The effect of the small prevalence of disease and a small sample size, is that all methods have a significant bias associated with the expected values of \( \hat{\beta}_i \). This level of bias is consistent with that observed for case C.

When the sample size is small, for both cases C and D, the trend of the mean values of \( \hat{\beta} \), for the ordinary logistic regression method, resulted in an increasing bias as \( \sigma_v \) is increased. As the size of the bias is larger at \( \sigma_v = 0 \) than observed for cases A and B, when the measurement error standard deviation is large, the bias is also large. In comparison, for the methods of Reeves and conditional score, the bias reduces as \( \sigma_v \) is increased. Therefore, for case D, the Reeves and conditional score methods have less bias in the expected values of \( \hat{\beta} \), than the ordinary logistic regression method.

Comparing the standard errors and coverage terms between case C and D, the results are comparable.

When the sample size is increased to 500, the levels of bias and standard errors associated with the estimation of the model parameters are comparable with the previous cases.

In conclusion, when the prevalence of the disease is small and the sample size is small, as with all other cases, the ordinary logistic regression method produced very biased results and should not be used to estimate the relationship between the
variables in such cases. The correction methods produced less biased estimates but again they will not estimate the true relationship. If there is a medium sample size, there is little difference between the estimates of the model parameters produced by the Reeves and conditional score methods and therefore, as in all previous cases, the Reeves method is recommended.
5.4.2 Conclusion of Simulation Study

This simulation study has shown that even for no measurement error in the explanatory variable, the method of ordinary logistic regression gives estimates of $\hat{\beta}_i$ biased away from zero. As the measurement error standard deviation is increased, this bias becomes increasingly negative. In comparison, for the Reeves and conditional score methods', the expected values of $\hat{\beta}_i$ are only slightly positively biased.

When comparing the methods’ likelihood and empirical standard errors, the ordinary logistic regression method produced the smallest values. For this method, the likelihood standard error does not take into account the measurement error associated with the explanatory variable. As a result, the standard errors are too small compared to those produced by the Reeves and conditional score methods as well as the empirical standard errors that take into account the measurement error. Therefore, the small standard errors produced by the ordinary logistic regression method do not reflect the reality and give spurious precision to the estimates of $\hat{\beta}_i$. For the Reeves and conditional score methods, the standard errors were approximately the same in all cases with the empirical standard errors slightly larger than the likelihood, though the difference is marginal.

From examination of the associated confidence intervals for each of the methods expected values of $\hat{\beta}_i$, the width of the confidence intervals were the same for all values of $\sigma_x$. In all cases, it can be concluded that the levels of bias observed are real and not due to chance.
In terms of the coverage associated with the estimation of the model parameters, for the ordinary logistic regression, the large bias associated with the expected values of \( \hat{\beta} \), and the small standard errors, meant that the coverage in some cases when the measurement error standard deviation was large could be as low as 50%. In comparison, the Reeves method coverage for the model parameters was only reduced to approximately 90% when the measurement error standard deviation was large and the prevalence of the disease was small. The conditional score method produced the best coverage even when the measurement error standard deviation was large and the prevalence of disease was small with a low of approximately 93%.

For the expected values of the odds ratio estimates the nature of the non-linear transform could be seen for each of the methods. The result is that a negative bias will be reduced in terms of the estimate of the odds ratio whereas a positive bias will be increased. For the case of a small sample size, the negative bias associated with the ordinary logistic regression estimates of the model parameters is reduced providing reasonable estimates of the odds ratio in comparison to any correction method.

Overall, the Reeves and conditional score methods produced the least biased expected values of \( \hat{\beta} \). For the various cases considered within this study, the methods were comparable with respect to bias and associated standard errors. As we discussed in chapter 4, the Reeves method is simpler to implement than the conditional score method. So when all the model assumptions can be met, the Reeves method would be the best to implement. The effect of when these model assumptions cannot be met on the expected values of \( \hat{\beta} \) will be considered in chapter 6.
5.4.3 Berkson measurement error model

So far, we have only studied the methods associated with the classical measurement error model. However, as was explained throughout chapter 4, there are certain applications for which the Berkson error model is appropriate. Hence, the following investigation was conducted for Case A, to compare the methods of ordinary logistic regression, the Reeves method for the Berkson measurement error model and the Rosner approximate method explained in section 4.2.2. A further simulation for case C for a sample size of 500 is also considered. As explained in chapter 4, the Rosner method assumes that the prevalence of the disease is small and hence case C is examined, therefore, providing a fair comparison between the methods.

The data sets were generated as before except for the measurement error model.

N=100

The results for this sample size are displayed in Figure 5.74 to Figure 5.78 and Table 5.53 to Table 5.56.

For this sample size, Table 5.54, the Rosner method produces only marginally less biased estimates than the ordinary logistic regression method for the expected values of both \( \hat{\alpha} \) and \( \hat{\beta} \). As was seen for the classical measurement error model, the Reeves method produced the least biased expected values of \( \hat{\alpha} \) and \( \hat{\beta} \) for the Berkson measurement error model.
When considering the confidence interval patterns, Figure 5.76 to Figure 5.78, the scales of the axes have been changed for each method to show the detail. The same pattern and trends that were observed for the classical measurement error model are observed for the ordinary logistic regression and Reeves method. The Rosner method confidence intervals for the expected values of $\hat{\beta}$, also follow the same pattern as the expected values of $\hat{\beta}$, as $\sigma_v$ increased. The width of the intervals shows that the bias levels observed for the Rosner method are real and not just due to sampling variation.

With the mean of the odds ratio estimates, the Rosner method mirrors the trend of the ordinary logistic regression method estimates. As $\sigma_v$ increases, the associated standard errors are quite large for the Rosner method compared to the ordinary logistic regression method, though smaller than that for the Reeves method.

The coverage, Table 5.56, for the Rosner method is better than that of the ordinary logistic regression case, but inferior to that of Reeves. Comparing this table with Table 5.8, which is the same regression model but with the different measurement error model, the results for the Reeves method are broadly comparable.
### Table 5.4: Case A Sample Size 100

<table>
<thead>
<tr>
<th></th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
<th>0.02796</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
</tr>
<tr>
<td></td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
<td>0.02796</td>
</tr>
</tbody>
</table>

### Table 5.5: Case A Sample Size 100

<table>
<thead>
<tr>
<th></th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
</tr>
<tr>
<td></td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
</tr>
</tbody>
</table>

### Table 5.6: Case A Sample Size 100

<table>
<thead>
<tr>
<th></th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
<th>0.09949</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
</tr>
<tr>
<td></td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
<td>0.09949</td>
</tr>
</tbody>
</table>
Figure 5.74: Case A Sample size 100 \( \alpha \), method comparison

Figure 5.75: Case A Sample size 100 \( \beta \), method comparison
Figure 5.76: Case A Sample size 100 $\hat{p}$, Olr Confidence Interval comparison

Figure 5.77: Case A Sample size 100 $\hat{p}$, Reeves Confidence Interval comparison

Figure 5.78: Case A Sample size 100 $\hat{p}$, Rosner Confidence Interval comparison
Table 5.5: Case A Sample Size 100 Coverage Summary Results

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>92.4</td>
<td>92.4</td>
<td>94.9</td>
<td>94.9</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
</tr>
<tr>
<td>93.6</td>
<td>93.6</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
</tr>
<tr>
<td>94.7</td>
<td>94.7</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
<td>94.9</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
</tbody>
</table>

Table 5.5: Case A Sample Size 100 OR Summary Results

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8299</td>
<td>3.6435</td>
<td>2.7736</td>
<td>3.55103</td>
<td>4.39024</td>
<td>1.3938</td>
<td>4.31386</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.93097</td>
<td>3.8339</td>
<td>1.7151</td>
<td>4.5690</td>
<td>1.83571</td>
<td>3.7825</td>
<td>4.092</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.84303</td>
<td>3.9547</td>
<td>2.2234</td>
<td>4.94192</td>
<td>1.6357</td>
<td>1.6491</td>
<td>4.38993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.93322</td>
<td>4.1262</td>
<td>2.1838</td>
<td>4.48862</td>
<td>1.7988</td>
<td>4.1006</td>
<td>4.42419</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.99188</td>
<td>4.31456</td>
<td>2.1373</td>
<td>4.9564</td>
<td>2.0222</td>
<td>4.2419</td>
<td>4.36462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0865</td>
<td>4.39369</td>
<td>2.0513</td>
<td>4.9696</td>
<td>2.0222</td>
<td>4.2419</td>
<td>4.4298</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1084</td>
<td>4.4533</td>
<td>2.096</td>
<td>4.4188</td>
<td>2.0069</td>
<td>4.4278</td>
<td>4.4283</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0483</td>
<td>4.4248</td>
<td>2.0483</td>
<td>4.4248</td>
<td>2.0483</td>
<td>4.4283</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results for this sample size are displayed in Figure 5.79 to Figure 5.83 and Table 5.57 to Table 5.60.

The Rosner and Reeves methods’ expected values of $\hat{\beta}$ follow the same pattern as n=100 but also with less bias. The pattern and trend of the associated standard errors for the ordinary logistic regression and the Reeves method are the same for the Berkson measurement error model as were observed for the classical measurement error model. The Rosner method’s standard errors follow the same pattern as the ordinary logistic regression standard errors, that is, the likelihood based standard error is smaller than the empirical standard error and both decreased as $\sigma_v$ increased.

In terms of the coverage, the ordinary logistic regression coverage is as low as approximately 68%. For the Rosner method, the coverage is approximately 80% for $\sigma_v = 4$. These two coverage terms display the effect of the associated biases and decreasing size of the standard errors. For the Reeves method, the coverage stays at approximately 93%.
Table 5.5: Case A Sample Size 500 4' Summary Results

<table>
<thead>
<tr>
<th>Rosset</th>
<th>Recces</th>
<th>Of</th>
<th>P'</th>
<th>SE(P')</th>
<th>SE(f')</th>
<th>SE(g')</th>
<th>f'</th>
<th>SE(f')</th>
<th>g'</th>
<th>SE(g')</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>3.5</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>3</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>2.5</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>2</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>1.5</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>1</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>0.5</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
<tr>
<td>0</td>
<td>0.08424</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
<td>0.01072</td>
</tr>
</tbody>
</table>

Table 5.5: Case A Sample Size 500 5' Summary Statistics

<table>
<thead>
<tr>
<th>Rosset</th>
<th>Recces</th>
<th>Of</th>
<th>P'</th>
<th>SE(P')</th>
<th>SE(f')</th>
<th>SE(g')</th>
<th>f'</th>
<th>SE(f')</th>
<th>g'</th>
<th>SE(g')</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>3.5</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>3</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>2.5</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>2</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>1.5</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>1</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>0.5</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
<tr>
<td>0</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
<td>0.30426</td>
</tr>
</tbody>
</table>
Figure 5.79: Case A Sample size 500 $\hat{\alpha}$, method comparison

Figure 5.80: Case A Sample size 500 $\hat{\beta}$, method comparison
Figure 5.81: Case A Sample size 500 \( \hat{\beta}_1 \), Olr Confidence Interval comparison

Figure 5.82: Case A Sample size 500 \( \hat{\beta}_1 \), Reeves Confidence Interval comparison

Figure 5.83: Case A Sample size 500 \( \hat{\beta}_1 \), Rosner Confidence Interval comparison
### Table 5.6: Case A Sample Size 500 Coverage Summary Results

<table>
<thead>
<tr>
<th>Participant</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.2</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.3</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.4</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

### Table 5.9: Case A Sample Size 500 OR Summary Results

<table>
<thead>
<tr>
<th>Participant</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.2</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.3</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1.4</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>
N=1000

The results for this sample size are displayed in Figure 5.84 to Figure 5.88 and Table 5.61 to Table 5.64.

Again, Table 5.62 shows that for each of the methods the bias in the expected values of $\tilde{\beta}$ and associated standard errors has been reduced with the increased sample size though the pattern and trend are as before.

As before, the summary estimate of the standard errors is smaller for the method of ordinary logistic regression than the other two methods. In previous cases the method by Reeves produced the largest summary estimate for the standard errors as the measurement error was increased. In this case, for each of the sample sizes the method by Rosner produced the largest estimate for the summary estimate of the standard errors. For this sample size, the difference between the method of ordinary logistic regression and the method by Reeves could be up to as much as 10%.

The coverage for the Rosner method can go as low as approximately 63%, though this is better than the ordinary logistic regression with a low of approximately 44%, the Reeves method still produced the best coverage with a low of 90%.
### Table 5.62: Case A Sample Size 1000 \( R' \) Summary Results

<table>
<thead>
<tr>
<th>R'</th>
<th>SE(( R' ))</th>
<th>( \hat{R}' )</th>
<th>SE(( \hat{R}' ))</th>
<th>( \hat{\sigma}' )</th>
<th>SE(( \hat{\sigma}' ))</th>
<th>( \hat{\zeta}' )</th>
<th>SE(( \hat{\zeta}' ))</th>
<th>( \hat{\theta}' )</th>
<th>SE(( \hat{\theta}' ))</th>
<th>( \hat{\phi}' )</th>
<th>SE(( \hat{\phi}' ))</th>
<th>( \hat{\psi}' )</th>
<th>SE(( \hat{\psi}' ))</th>
<th>( \hat{\chi}' )</th>
<th>SE(( \hat{\chi}' ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0392</td>
<td>0.0008</td>
<td>0.0006</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>2</td>
<td>0.0842</td>
<td>0.0018</td>
<td>0.0017</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>3</td>
<td>0.0907</td>
<td>0.0022</td>
<td>0.0021</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>4</td>
<td>0.0814</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

### Table 5.61: Case A Sample Size 1000 \( \alpha' \) Summary Statistics

<table>
<thead>
<tr>
<th>( \alpha' )</th>
<th>SE(( \alpha' ))</th>
<th>( \hat{\alpha}' )</th>
<th>SE(( \hat{\alpha}' ))</th>
<th>( \hat{\sigma}' )</th>
<th>SE(( \hat{\sigma}' ))</th>
<th>( \hat{\zeta}' )</th>
<th>SE(( \hat{\zeta}' ))</th>
<th>( \hat{\theta}' )</th>
<th>SE(( \hat{\theta}' ))</th>
<th>( \hat{\phi}' )</th>
<th>SE(( \hat{\phi}' ))</th>
<th>( \hat{\psi}' )</th>
<th>SE(( \hat{\psi}' ))</th>
<th>( \hat{\chi}' )</th>
<th>SE(( \hat{\chi}' ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2298</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>2</td>
<td>0.2380</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>3</td>
<td>0.2463</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>4</td>
<td>0.2546</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
Figure 5.84: Case A Sample size 1000 $\hat{\alpha}$, method comparison

Figure 5.85: Case A Sample size 1000 $\hat{\beta}$, method comparison
Figure 5.86: Case A Sample size 1000 $\hat{\beta}$, OIr Confidence Interval comparison

Figure 5.87: Case A Sample size 1000 $\hat{\beta}$, Reeves Confidence Interval comparison

Figure 5.88: Case A Sample size 1000 $\hat{\beta}$, Rosner Confidence Interval comparison
### Table 5.63: Case A Sample Size 1000 OR Summary results

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>61.85</td>
<td>59.72</td>
<td>73.21</td>
<td>89.64</td>
<td>96.06</td>
<td>42.32</td>
<td>46.45</td>
<td>4</td>
</tr>
<tr>
<td>64.16</td>
<td>75.66</td>
<td>83.72</td>
<td>88.88</td>
<td>97.02</td>
<td>46.04</td>
<td>11.91</td>
<td>3.5</td>
</tr>
<tr>
<td>63.12</td>
<td>78.67</td>
<td>86.84</td>
<td>96.33</td>
<td>96.03</td>
<td>84.58</td>
<td>98.55</td>
<td>3</td>
</tr>
<tr>
<td>88.82</td>
<td>84.00</td>
<td>79.32</td>
<td>94.09</td>
<td>96.06</td>
<td>48.00</td>
<td>96.78</td>
<td>2.5</td>
</tr>
<tr>
<td>72.71</td>
<td>68.42</td>
<td>56.96</td>
<td>51.54</td>
<td>98.96</td>
<td>69.96</td>
<td>75.18</td>
<td>2</td>
</tr>
<tr>
<td>84.28</td>
<td>87.96</td>
<td>55.95</td>
<td>96.49</td>
<td>96.65</td>
<td>69.46</td>
<td>96.56</td>
<td>1.5</td>
</tr>
<tr>
<td>56.14</td>
<td>56.86</td>
<td>95.96</td>
<td>98.56</td>
<td>96.15</td>
<td>11.56</td>
<td>96.56</td>
<td>1</td>
</tr>
<tr>
<td>86.96</td>
<td>86.96</td>
<td>86.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.64: Case A Sample Size 1000 OR Summary results

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>63.76</td>
<td>3.34</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>0.47</td>
<td>6.44</td>
<td>4</td>
</tr>
<tr>
<td>3.76</td>
<td>3.64</td>
<td>0.47</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>6.44</td>
<td>3.5</td>
</tr>
<tr>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>2.5</td>
</tr>
<tr>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>1.5</td>
</tr>
<tr>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.64: Case B Sample Size 1000 OR Summary results

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>63.76</td>
<td>3.34</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>0.47</td>
<td>6.44</td>
<td>4</td>
</tr>
<tr>
<td>3.76</td>
<td>3.64</td>
<td>0.47</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>6.44</td>
<td>3.5</td>
</tr>
<tr>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>2.5</td>
</tr>
<tr>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>1.5</td>
</tr>
<tr>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.63: Case B Sample Size 1000 OR Summary results

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>63.76</td>
<td>3.34</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>0.47</td>
<td>6.44</td>
<td>4</td>
</tr>
<tr>
<td>3.76</td>
<td>3.64</td>
<td>0.47</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>6.44</td>
<td>3.5</td>
</tr>
<tr>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>2.5</td>
</tr>
<tr>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>1.5</td>
</tr>
<tr>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.64: Case B Sample Size 1000 OR Summary results

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>63.76</td>
<td>3.34</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>0.47</td>
<td>6.44</td>
<td>4</td>
</tr>
<tr>
<td>3.76</td>
<td>3.64</td>
<td>0.47</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
<td>6.44</td>
<td>3.5</td>
</tr>
<tr>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>0.98</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>1.51</td>
<td>2.5</td>
</tr>
<tr>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>6.97</td>
<td>1.5</td>
</tr>
<tr>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>8.71</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Case C \( \alpha = -6 \) and \( \beta_i = 0.1 \)

For this case the prevalence of the disease is small and therefore fits with the method assumption made by Rosner et al. A sample size of 500 has been chosen to provide a representative case.

N=500

With the smaller prevalence of disease, the expected values of \( \hat{\beta}_i \) from the Rosner method, are approximately the same as those produced by the ordinary logistic regression method. This means that the expected values are negatively biased as \( \sigma_v \) is increased. The likelihood and empirical standard errors are slightly larger than the those produced by the ordinary logistic regression method, with the width of the associated confidence intervals showing that the bias is real and not due to chance. For the coverage terms, an approximate 93% low is obtained for the Rosner method compared to the approximate 80% and 93% achieved by the ordinary logistic regression and Reeves method.
### Table 5.6: Case C Sample Size 500

#### Summary Results

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Additional Table

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Note:**
The tables above summarize the results of a statistical analysis for Case C with a sample size of 500. The data includes various measures such as means and standard errors. The tables are structured to compare the results across different categories or conditions.
Figure 5.89: Case C Sample size 500 $\hat{\alpha}$, method comparison

Figure 5.90: Case C Sample size 500 $\hat{\beta}$, method comparison
Figure 5.91: Case C Sample size 500 $\beta_i$ Ohr Confidence Interval comparison

Figure 5.92: Case C Sample size 500 $\beta_i$ Reeves Confidence Interval comparison

Figure 5.93: Case C Sample size 500 $\beta_i$ Rosner Confidence Interval comparison
### Table 5.6: Case C Sample Size 5000 Coverage Summary Results

| 96.92 | 96.92 | 96.92 | 96.92 | 3.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 3    |
| 96.92 | 96.92 | 96.92 | 96.92 | 2.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 2    |
| 96.92 | 96.92 | 96.92 | 96.92 | 1.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 1    |
| 96.92 | 96.92 | 96.92 | 96.92 | 0.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 0    |

### Table 5.7: Case C Sample Size 5000 Coverage Summary Results

| 96.92 | 96.92 | 96.92 | 96.92 | 3.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 3    |
| 96.92 | 96.92 | 96.92 | 96.92 | 2.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 2    |
| 96.92 | 96.92 | 96.92 | 96.92 | 1.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 1    |
| 96.92 | 96.92 | 96.92 | 96.92 | 0.5  |
| 96.92 | 96.92 | 96.92 | 96.92 | 0    |
Conclusion for Berkson Measurement Error Model
This simulation study has shown that when comparing the ordinary logistic regression, Reeves and Rosner methods, the best correction method is that of the Reeves method.

For both case A, and case C where the prevalence of the disease is small, which is an assumption made by the Rosner method, the bias associated with the expected values of $\hat{\beta}$, as well as the size of the standard errors, were in the same order of magnitude as those observed for the ordinary logistic regression method. Therefore, even when the method assumption of a small prevalence of disease holds, the Rosner method is not a recommended correction method.
5.5 Conclusion

This chapter has given an overview of the results in estimating the logistic regression measurement error model parameters by some of the current methods that are available to correct for measurement error.

The examples of relating blood pressure to coronary heart disease and fasting plasma glucose to retinopathy status, showed that without implementing a correction method it is not obvious what the effect that measurement error in the risk factor can have on the estimates of the relationship between the risk factor and the disease status produced by the ordinary logistic regression method. Further to this, it cannot be concluded from those examples which correction factor method should be used, as the true values for the model parameters are unknown. However, these examples showed that when a risk factor is known to be measured with error and there is an estimate of the distribution of this error, then some form of correction method should be used. This leaves the question of which correction method should be used taking into account the sample size, the prevalence of the disease and the size of the measurement error standard deviation. The simulation study within this chapter aimed to answer some of these questions.

For all the cases that were considered in the simulation study, the expected values of \( \hat{\beta} \), produced by the ordinary logistic regression method were biased as the measurement error standard deviation increased. In general the ordinary logistic regression method will not correctly estimate the relationship between the explanatory variable and the disease status when there is measurement error associated with the explanatory variable.
The method of optimising the logistic log likelihood proved to only work in certain cases. That is, if the sample size was small or the starting values were far from the true values, then the method would not converge and hence the method produced no estimates for the model parameters. In general, when the optimisation method would work, the estimates were biased, with the bias becoming increasingly negative as $\sigma_y$ was increased. When the measurement error standard deviation was small, the optimisation method produced the least biased results with the smallest associated standard errors. When the measurement error standard deviation was large then the other two correction methods produced the most viable results.

Throughout the simulation study the methods of Reeves and Conditional Score produced comparable results. The Reeves method also produced the least biased results when the relationship between the observed and true values followed a Berkson measurement error model. The Reeves method is a simple correction procedure that requires estimates of the model parameters from a standard statistical package and full specification of the data distributions. The Conditional Score method is somewhat more involved. A specific program must be written and implemented and cannot be achieved using a standard statistical package. The simulation study has shown there is little difference in terms of bias, size of standard errors and coverage, between these two methods when $X$ is Normally distributed. Therefore, when the model assumptions hold, the Reeves method has proven to be the easier method to implement as well as producing comparable results with other correction methods.
The simulation study exercise has shown that the Reeves and conditional score methods are comparable in the cases that we have investigated, with the best method being that of the Reeves method, as it is simpler to implement than the conditional score method. However, this simulation study was based on $X$ following a normal distribution. How robust these methods are to departures from these model assumptions is investigated in chapter 6.
Chapter 6

6 Simulation Study to investigate the effects of the methods model assumptions in various settings

6.1 Introduction
In chapter 5 methods for estimating the model parameters for the logistic regression measurement error problem were compared in cases where the model assumptions held. In this chapter a simulation exercise is again used to compare the methods when these model assumptions are not true, providing guidance on which method is appropriate to use in which cases.

One of the model assumptions made by the Reeves and optimization methods is that \( X \) follows a normal distribution. There could be many cases where this is not the case,
such as when an experiment is actually designed; then the values of $X$ may have a uniform distribution or even be concentrated near the extremes. For example if $X$ follows a Chi-square distribution, what effect does this have on the estimates of the model parameters by the various methods considered.

Throughout chapter 5, it was assumed that the measurement error variance was known. In practice, the measurement error variance is estimated from a subsidiary or validation study and therefore the estimate can be subject to variation. Again, what effect does this have on the methods estimates of the model parameters?

The aim of this chapter is to see the effect on the methods considered in chapter 5. The estimates of the model parameters and associated standard errors will be compared for the two situations explained above, namely:

- The case where $X$ does not follow a Normal distribution.
- The case where the variance of the measurement error is estimated from a validation study.

This simulation study is designed to look at the effect on the estimators and to see whether the breaking of such model assumptions makes a difference on how well the methods can estimate the true model parameters.

6.2 Case where $X$ does not follow a Normal Distribution

6.2.1 Introduction

In many applications it cannot always be assumed that the true explanatory variable follows a Normal distribution. It is often convenient to make such an assumption
about the data involved in practical situations, as many methods require this model assumption in order to estimate the parameters. If the model assumption does not hold, then more complex methods may be required.

When considering which method to use to estimate the model parameters in the logistic regression measurement error problem, the effect that a Non-Normal covariate could have on the results must be taken into account. In this comparison study, all the methods, except for the conditional-score method, assume that $X$ is Normally distributed. To investigate the best method in this situation, a Chi squared distribution with equivalent variation to the previously used Normal distribution will be investigated. The methods of ordinary logistic regression, Reeves and conditional score will be compared. As the Reeves and conditional score methods produced the best results from chapter 5, they are the only correction methods that are considered within this investigation.

6.2.2 Simulation Study

To investigate and to compare the methods from chapter 5 where the assumption that $X$ is normally distributed is not true, a simulation study was conducted according to the following model.

7) Sample size $N$, was chosen to be 100, 500 and 1000 respectively.

8) The true $X$ values were assumed to follow a scaled chi-squared distribution. Two were used, with 5 and 20 degrees of freedom respectively, and these were scaled linearly to have a mean of 30 and standard deviation of 10 to make them
comparable with the normal distributions used in Chapter 5. These distributions are displayed in Table 6.1.

![Table 6.1: Scaled chi-squared distributions](image)

9) The observed $Z$ values were generated according to a classical measurement error model, $Z = X + V$, where $V$ was also assumed to be Normally distributed $V \sim (0, \sigma_r^2)$.

10) The disease status $Y$ was generated conditional on $X$ for the case where $\alpha_i = -3$ and $\beta_i = 0.1$, prevalence of disease 0.5 and $Y = 1$ with probability

$$P(Y = 1 | X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)}$$

11) The measurement error standard deviation $\sigma_r$ ranged from 0 to 4, with steps of 0.5.

12) Each simulation was run 13000 times.

When studying the effects of measurement error in the explanatory variable the parameter of interest is the associated regression coefficient; in the simple case this corresponds to the parameter $\beta_i$. Therefore, the following study will look at the
effects of measurement error on estimating $\beta_i$, that is, how well each method estimates $\beta_i$ as $\sigma_i$ is increased.

The results for each sample size and degrees of freedom are displayed in the following form:

- Table displaying the expected value for $\hat{\beta}_i$ and the associated empirical standard error, for both the cases where $X$ follows a normal distribution and where $X$ follows the relevant chi-squared distribution.
- Table displaying the coverage terms for $\hat{\beta}_i$, for both the cases where $X$ follows a normal distribution and where $X$ follows the relevant chi-squared distribution.
\textbf{N=100 Degrees of Freedom=5}

In chapter 5, for all cases when $\sigma_x = 0$, all the methods had expected values of $\hat{\beta}$ that were positively biased. For this case, Table 6.1 shows that the same is true when $\sigma_x = 0$.

As $\sigma_x$ increased, for the ordinary logistic regression method, the expected values of $\hat{\beta}$ became negatively biased, with the bias slightly larger at $\sigma_x = 4$ than for the same case where $X$ is normally distributed. When $\sigma_x = 0$, the estimates from the Reeves method show that the expected values of $\hat{\beta}$ had a positive bias that reduced slightly as $\sigma_x$ was increased. For the conditional score method, the positive bias increased as $\sigma_x$ increased, with the bias generally being larger than that observed when $X$ is normally distributed.

In terms of the empirical standard errors, when $\sigma_x = 0$, the standard errors are approximately the same size as those observed previously. As $\sigma_x$ increased, the ordinary logistic regression standard errors reduced in size, which again were approximately the same size as when $X$ was normally distributed. For the Reeves method, the same was true in terms of the size of the standard errors, however, they increased in size as $\sigma_x$ increased. The results from the conditional score method show that the standard errors are marginally larger than those previously observed.

In terms of the coverage by each of the methods, Table 6.3, the ordinary logistic regression method reached a low of 87% which is less than the case where $X$ is
normally distributed. For the Reeves and conditional score methods both maintained a coverage level of approximately 95%.

In comparison, for this case, the Reeves results show that these estimates are the least biased in comparison to the conditional score method, despite $X$ not being normally distributed. As expected, for the ordinary logistic regression method, the change in the distribution of the $X$ values has not affected the estimates though they are still very biased in comparison to the other methods.
<table>
<thead>
<tr>
<th>X ~ Chisquared Conditional Score</th>
<th>X ~ Normal Conditional Score</th>
<th>X ~ Chisquared Reverses</th>
<th>X ~ Normal Reverses</th>
<th>X ~ Chisquared OLR</th>
<th>X ~ Normal OLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 6.2: N=100 Summary results for 9p'
N=500 Degrees of Freedom=5

Table 6.4 displays the expected mean values of $\hat{\beta}_i$ and associated standard errors for both the case where $X$ is normally distributed and where $X$ has a chi-squared distribution with 5 degrees of freedom.

When $\sigma_v = 0$, the bias associated with all the methods are larger than those observed when $X$ is normally distributed. For the ordinary logistic regression method as $\sigma_v$ is increased, the same trend for the mean estimates is observed but with a larger bias. In this case, the Reeves method expected values also have a downward trend as $\sigma_v$ is increased becoming negative when $\sigma_v > 2.5$. For the conditional score method, the size of the bias, though larger than previously observed, remains at approximately the same size for all values of $\sigma_v$.

In terms of the size of the empirical standard errors, when $\sigma_v = 0$, all the standard errors are larger than previously observed. For the ordinary logistic regression method, the size of the standard error decreases as $\sigma_v$ is increased with the standard errors significantly smaller than those observed for the Reeves and conditional score methods. The Reeves method standard errors are significantly larger than those observed for the case when $X$ is normally distributed reflecting a greater degree of variation in the estimates of $\hat{\beta}_i$ than previously observed. Overall, the conditional score method has the largest standard errors for all values of $\sigma_v$. 
In terms of the coverage, the ordinary logistic regression reaches a low of 62% when \( \sigma_v = 4 \), compared to a low of 66%, when \( X \) is normally distributed, reflecting the increase in the bias and the unrealistic size of the standard errors. The Reeves and conditional score coverage levels are approximately the same at 93.5%.

In comparison, the ordinary logistic regression method is significantly affected by the change in distribution for \( X \) and the small sample size. For the conditional score method, the method does not make the assumption that the \( X \) values are normally distributed and the results show that this methods’ estimates are slightly affected by the change in distribution but not by as much as the Reeves method. Therefore, for this sample size, it must be concluded that the conditional score method should be used in such situations.
### Table 6.5: N=500 Coverage results for $\phi'$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
</tr>
<tr>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
</tr>
</tbody>
</table>

### Table 6.6: N=500 Summary results for $\phi'$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
</tr>
<tr>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
<td>8.46</td>
</tr>
</tbody>
</table>
N=1000 Degrees of Freedom=5

The same trends in the estimates observed for n=500 are again observed for n=1000, Table 6.6, with the Reeves method estimates being more affected by the increase in the sample size. For the Reeves estimates, the expected values of $\hat{\beta}$ are negatively biased when $\sigma_x > 1$, whereas the conditional score method estimates remain with the same size of bias as $\sigma_x$ increased. In terms of the coverage, Table 6.7, the Reeves and conditional score methods have a low of 93% whereas the ordinary logistic regression the low reaches approximately 35%.

For the larger sample size, the effect of the $X$ values coming from a chi-squared distribution on the methods' estimates can be seen. In this case, the best method to use is that of the conditional score method as the Reeves method could under-estimate any relationship.
Table 6.7: N=1000 Coverage Results for X

<table>
<thead>
<tr>
<th>X</th>
<th>X ~ Chi-squared</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conditional</td>
<td>Reverses</td>
<td>OR</td>
<td>Conditional</td>
<td>Reverses</td>
</tr>
<tr>
<td>96.92</td>
<td>96.92</td>
<td>96.92</td>
<td>96.92</td>
<td>96.92</td>
<td>96.92</td>
</tr>
<tr>
<td>96.22</td>
<td>96.22</td>
<td>96.22</td>
<td>96.22</td>
<td>96.22</td>
<td>96.22</td>
</tr>
<tr>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
</tr>
<tr>
<td>96.16</td>
<td>96.16</td>
<td>96.16</td>
<td>96.16</td>
<td>96.16</td>
<td>96.16</td>
</tr>
<tr>
<td>96.46</td>
<td>96.46</td>
<td>96.46</td>
<td>96.46</td>
<td>96.46</td>
<td>96.46</td>
</tr>
<tr>
<td>96.76</td>
<td>96.76</td>
<td>96.76</td>
<td>96.76</td>
<td>96.76</td>
<td>96.76</td>
</tr>
<tr>
<td>96.06</td>
<td>96.06</td>
<td>96.06</td>
<td>96.06</td>
<td>96.06</td>
<td>96.06</td>
</tr>
<tr>
<td>96.36</td>
<td>96.36</td>
<td>96.36</td>
<td>96.36</td>
<td>96.36</td>
<td>96.36</td>
</tr>
<tr>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
</tr>
<tr>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
<td>96.96</td>
</tr>
<tr>
<td>97.26</td>
<td>97.26</td>
<td>97.26</td>
<td>97.26</td>
<td>97.26</td>
<td>97.26</td>
</tr>
<tr>
<td>97.56</td>
<td>97.56</td>
<td>97.56</td>
<td>97.56</td>
<td>97.56</td>
<td>97.56</td>
</tr>
<tr>
<td>97.86</td>
<td>97.86</td>
<td>97.86</td>
<td>97.86</td>
<td>97.86</td>
<td>97.86</td>
</tr>
<tr>
<td>98.16</td>
<td>98.16</td>
<td>98.16</td>
<td>98.16</td>
<td>98.16</td>
<td>98.16</td>
</tr>
<tr>
<td>98.46</td>
<td>98.46</td>
<td>98.46</td>
<td>98.46</td>
<td>98.46</td>
<td>98.46</td>
</tr>
<tr>
<td>98.76</td>
<td>98.76</td>
<td>98.76</td>
<td>98.76</td>
<td>98.76</td>
<td>98.76</td>
</tr>
<tr>
<td>99.06</td>
<td>99.06</td>
<td>99.06</td>
<td>99.06</td>
<td>99.06</td>
<td>99.06</td>
</tr>
<tr>
<td>10.06</td>
<td>10.06</td>
<td>10.06</td>
<td>10.06</td>
<td>10.06</td>
<td>10.06</td>
</tr>
<tr>
<td>10.36</td>
<td>10.36</td>
<td>10.36</td>
<td>10.36</td>
<td>10.36</td>
<td>10.36</td>
</tr>
<tr>
<td>10.66</td>
<td>10.66</td>
<td>10.66</td>
<td>10.66</td>
<td>10.66</td>
<td>10.66</td>
</tr>
<tr>
<td>10.96</td>
<td>10.96</td>
<td>10.96</td>
<td>10.96</td>
<td>10.96</td>
<td>10.96</td>
</tr>
<tr>
<td>11.26</td>
<td>11.26</td>
<td>11.26</td>
<td>11.26</td>
<td>11.26</td>
<td>11.26</td>
</tr>
</tbody>
</table>

Table 6.8: N=1000 Summary Results for X

<table>
<thead>
<tr>
<th>X</th>
<th>X ~ Chi-squared</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conditional</td>
<td>Reverses</td>
<td>OR</td>
<td>Conditional</td>
<td>Reverses</td>
</tr>
<tr>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>99000</td>
<td>99000</td>
<td>99000</td>
<td>99000</td>
<td>99000</td>
<td>99000</td>
</tr>
<tr>
<td>98000</td>
<td>98000</td>
<td>98000</td>
<td>98000</td>
<td>98000</td>
<td>98000</td>
</tr>
<tr>
<td>97000</td>
<td>97000</td>
<td>97000</td>
<td>97000</td>
<td>97000</td>
<td>97000</td>
</tr>
<tr>
<td>96000</td>
<td>96000</td>
<td>96000</td>
<td>96000</td>
<td>96000</td>
<td>96000</td>
</tr>
<tr>
<td>95000</td>
<td>95000</td>
<td>95000</td>
<td>95000</td>
<td>95000</td>
<td>95000</td>
</tr>
<tr>
<td>94000</td>
<td>94000</td>
<td>94000</td>
<td>94000</td>
<td>94000</td>
<td>94000</td>
</tr>
<tr>
<td>93000</td>
<td>93000</td>
<td>93000</td>
<td>93000</td>
<td>93000</td>
<td>93000</td>
</tr>
<tr>
<td>92000</td>
<td>92000</td>
<td>92000</td>
<td>92000</td>
<td>92000</td>
<td>92000</td>
</tr>
<tr>
<td>91000</td>
<td>91000</td>
<td>91000</td>
<td>91000</td>
<td>91000</td>
<td>91000</td>
</tr>
<tr>
<td>90000</td>
<td>90000</td>
<td>90000</td>
<td>90000</td>
<td>90000</td>
<td>90000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X</th>
<th>X ~ Chi-squared</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conditional</td>
<td>Reverses</td>
<td>OR</td>
<td>Conditional</td>
<td>Reverses</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
</tr>
<tr>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
</tr>
<tr>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
</tr>
<tr>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
</tr>
<tr>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
</tr>
<tr>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
</tr>
<tr>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
</tr>
<tr>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
</tr>
<tr>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X</th>
<th>X ~ Chi-squared</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
<th>X ~ Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conditional</td>
<td>Reverses</td>
<td>OR</td>
<td>Conditional</td>
<td>Reverses</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
</tr>
<tr>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
<td>0.0096</td>
</tr>
<tr>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.0128</td>
</tr>
<tr>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
</tr>
<tr>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
<td>0.0192</td>
</tr>
<tr>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0224</td>
</tr>
<tr>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
<td>0.0256</td>
</tr>
<tr>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
<td>0.0288</td>
</tr>
<tr>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
<td>0.0320</td>
</tr>
</tbody>
</table>
N=100 Degrees of Freedom=20

For this case, the number of degrees of freedom has been increased to 20. The effect is that the distribution of the $X$ values is more symmetrical than the previous case and hence tending towards a normal distribution.

For all three methods, the size of the bias associated with the expected values of $\hat{\beta}$, is the same for this case as was observed for the case when $X$ is described by a normal distribution, Table 6.8. The trends in the mean values, as $\sigma$, is increased, are also the same. With respect to the size of the empirical standard errors, these too are the same size as those observed when $X$ is described by a normal distribution. For the ordinary logistic regression method, the standard errors are smaller than those estimated by the Reeves and conditional score methods. These results are reflected in the coverage levels, Table 6.9, which are again the same as previously observed. For the ordinary logistic regression method, the coverage is approximately 88% whereas for the Reeves and conditional score methods the coverage is 94% reflecting the larger standard errors and less bias.

These results show that when the explanatory variable can be described by a slightly skewed chi-squared distribution and the sample size is small, the Reeves estimates are not affected in terms of bias and size of standard errors. In this case the Reeves and conditional score methods are comparable.
### Table 6.9: N=100 Coverage results for $p'$

<table>
<thead>
<tr>
<th>$p'$</th>
<th>0.9492</th>
<th>0.9564</th>
<th>0.9596</th>
<th>0.9513</th>
<th>0.9596</th>
<th>0.9596</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{	ext{true}}$</td>
<td>0.9565</td>
<td>0.9592</td>
<td>0.9596</td>
<td>0.9598</td>
<td>0.9596</td>
<td>0.9596</td>
</tr>
<tr>
<td>$p_{	ext{false}}$</td>
<td>0.9492</td>
<td>0.9564</td>
<td>0.9596</td>
<td>0.9513</td>
<td>0.9596</td>
<td>0.9596</td>
</tr>
<tr>
<td>$p_{\text{coverage}}$</td>
<td>0.9492</td>
<td>0.9564</td>
<td>0.9596</td>
<td>0.9513</td>
<td>0.9596</td>
<td>0.9596</td>
</tr>
</tbody>
</table>

### Table 6.8: N=100 Summary results for $p'$

<table>
<thead>
<tr>
<th>$p'$</th>
<th>0.0369</th>
<th>0.0369</th>
<th>0.0369</th>
<th>0.0369</th>
<th>0.0369</th>
<th>0.0369</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{	ext{true}}$</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
</tr>
<tr>
<td>$p_{	ext{false}}$</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
</tr>
<tr>
<td>$p_{\text{summary}}$</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
<td>0.0369</td>
</tr>
</tbody>
</table>
N=500 Degrees of Freedom=20

The results for this sample size are displayed in Table 6.10 and Table 6.11. The biases associated with the expected values of $\hat{\beta}_i$ have all reduced in size for all the methods. For the ordinary logistic regression method, the trend of the expected values of $\hat{\beta}_i$ as $\sigma_v$ is increased is as previously observed for all the other cases. The Reeves method estimates have a positive bias for the case when $X$ is described by a normal distribution. For this case, the bias is negative when $\sigma_v > 3.5$, though the size of the bias is approximately the same. For the conditional score method, the bias is marginally larger when $\sigma_v = 0$ for the chi-squared distribution case than for the normal distribution case. As $\sigma_v$ is increased, the size of the bias stays at approximately the same level, whereas for the normal distribution case, the size of the bias increases slightly for large $\sigma_v$ values.

On examination of the empirical standard errors for the ordinary logistic regression and Reeves methods, the sizes of the standard errors are approximately the same for both the chi-squared and the normal results. For the conditional score method, the chi-squared results show that the standard errors are slightly larger than previously observed. In comparison though, the Reeves and conditional score standard errors are approximately the same size for all $\sigma_v$ values.

When $\sigma_v = 4$, the ordinary logistic regression method has a coverage level of 64% reflecting the size of the bias and the small standard error. This shows that for the ordinary logistic regression method, the small standard error does not reflect the effect of
the measurement error whereas the conditional score and Reeves methods' have a coverage level of approximately 93% reflecting the increased size of the standard errors and the smaller bias.

For this case, the estimates from the Reeves and conditional score methods' are comparable.
Table 6.11: N=500 Coverage Results for \( \phi' \)

<table>
<thead>
<tr>
<th>X^*</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.10: N=500 Summary Results for \( \phi' \)

<table>
<thead>
<tr>
<th>X^*</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
<th>X</th>
<th>( X \sim \text{Normal} )</th>
<th>X</th>
<th>( X \sim \text{Chisquared} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Note: \( X^* \) represents the observed value, and the table provides coverage rates for different distributions of \( X \) and \( X^* \) under various conditions.
N=1000 Degrees of Freedom=20

Table 6.12 shows that the increase in the sample size has reduced the associated bias and standard errors for the expected values of $\hat{\beta}$, for all the methods except for the ordinary logistic regression method. The same trends in the estimates that were observed for $n=500$ are again observed for $n=1000$.

For the Reeves method, the negative bias has reduced as $\sigma$, increased. For the conditional score method, the positive bias has also reduced in size. For the Reeves and ordinary logistic regression methods, the standard errors are approximately the same size as those observed for when $X$ is normally distributed. For the conditional score method, the standard errors are slightly larger than previously observed.

For this case, the Reeves and logistic regression methods estimates are affected by the change in the distribution. The results show that the conditional score method produced the least biased results.
### Table 6.13: N=1000 Coverage Results for $p'_i$

<table>
<thead>
<tr>
<th>$X$ ~ Chi-squared</th>
<th>$X$ ~ Normal (Reeves)</th>
<th>$X$ ~ Chi-squared</th>
<th>$X$ ~ Normal (OLR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Score</td>
<td>Conditional</td>
<td>Conditional Score</td>
<td>Conditional</td>
</tr>
</tbody>
</table>

### Table 6.12: N=1000 Summary Results for $p'_i$

<table>
<thead>
<tr>
<th>$p'_i$</th>
<th>SE($p'_i$)</th>
<th>$p'_i$</th>
<th>SE($p'_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0045</td>
<td>0.0045</td>
<td>0.0035</td>
<td>0.0035</td>
</tr>
<tr>
<td>0.0046</td>
<td>0.0046</td>
<td>0.0036</td>
<td>0.0036</td>
</tr>
<tr>
<td>0.0047</td>
<td>0.0047</td>
<td>0.0037</td>
<td>0.0037</td>
</tr>
<tr>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0038</td>
<td>0.0038</td>
</tr>
<tr>
<td>0.0049</td>
<td>0.0049</td>
<td>0.0039</td>
<td>0.0039</td>
</tr>
</tbody>
</table>

For $p'_i$, the table shows coverage results for various distributions and conditions, providing a summary of statistical analysis.
6.2.3 Conclusion for where $X$ does not follow a Normal Distribution

In this study we have investigated the case where $X$ follows a chi-squared distribution with 5 and 20 degrees of freedom respectively. In the first case the distribution is highly skewed, for the latter, the distribution is tending towards a normal distribution. In terms of the methods investigated, the ordinary logistic regression was investigated to see whether a change in the values of $X$ would affect the overall estimates of the model parameters. For the correction methods, the Reeves method assumes that the $X$ values are normally distributed whereas the conditional score method does not make such a model assumption.

In terms of the logistic regression method, for both distributions and all the sample sizes, the effect on the bias was only marginal, with a large measurement error standard deviation causing a larger negative bias. For the standard errors, these were approximately the same size as those observed for the normal case for medium and large sample sizes. Overall, when the $X$ values are not normally distributed and there is measurement error in the explanatory variable the logistic regression method will underestimate the relationship between the explanatory variable and the disease status.

Throughout chapter 5, the Reeves and conditional score methods produced comparable results thereby enabling us to recommend the Reeves method as it is simpler to implement. This study was conducted in order to see whether these methods are robust to a change in the distribution of the explanatory variable. When the $X$ values had a chi-squared distribution with 5 degrees of freedom, the Reeves method was not as robust...
as previously observed. When the sample size was small, the estimates were comparable to those produced by the conditional score method. As the sample size increased, so the estimates had a trend towards zero as $\sigma_r$ increased. This behaviour was not observed for the same case in chapter 5. This trend resulted in a large negative bias when the measurement error standard deviation was large. In comparison, the conditional score method estimates maintained the same size bias as $\sigma_r$ increased. The bias was slightly larger than observed previously however, this again reduced as the sample size was increased.

The trends of the estimates observed for the Reeves and conditional score methods for the chi-squared distribution with 5 degrees of freedom were observed for the other chi-squared distribution. In this case, the effect of the distribution not being as skewed, is that the bias observed in relation to the Reeves method had reduced. However, the conditional score method still produced the best results.

In conclusion, when it cannot be assumed that the explanatory variable is normally distributed then the conditional score method is recommended for all similar cases.
6.3 Case where the variation from the validation study is taken into account

6.3.1 Introduction

When an explanatory variable is known to be measured with error, it is common to undertake a subsidiary study in order to estimate the parameters of the error distribution associated with measuring the explanatory variable. In section 3.2.6 subsidiary studies are covered in more detail. In practice it cannot be assumed that the measurement error standard deviation is known exactly, and that the estimate could be subject to sampling variation especially if the sample size is small. To understand the effect that such a variation could have on the estimates of the regression parameters and the associated standard errors a simulation study was conducted.

6.3.2 Simulation study

To investigate and to compare the methods of Reeves and conditional score a simulation study was conducted according to the model described in section 6.2.2 except that a validation sample was generated to estimate the measurement error standard deviation. This estimate was then used in the methods of Reeves and conditional score.

The purpose of the validation sample is to provide an estimate for $\sigma_v$. This can be estimated either by having a repeated measure on the same individuals, in which case $\sigma_v$ is estimated from the within-subject differences, or else by having a gold standard to measure the true value $X$; this can be compared to the usual observed on $Z$ and the
differences are the errors $V$. For these purposes, a sample of values of $V$ were generated in the simulation and the usual unbiased estimator of the error variance was derived. This was used in estimating the model parameters but the true value was used for generating the data.

N=500 Reeves results

Table 6.14 displays the results of the Reeves method. The table compares the expected values of $\hat{\beta}$, when $\sigma_v$ is known, and when it is estimated from a validation study size of 25, 50 and 100 respectively.

When there is a small validation size that is, $m=25$, there is less information in order to estimate $\sigma_v$, and therefore it would be expected that $\sigma_v$ will not be estimated precisely. When there is no measurement error, $\sigma_v = 0$, the effect on the Reeves method, is that the bias associated with the expected value of $\hat{\beta}$ is larger than that of the case when the measurement error is known. As $\sigma_v$ is increased, the bias reduces in size such that the bias is less than that observed for the case where $\sigma_v$ is known precisely, though the reduction in bias is only marginal.

As the validation size is increased to 50 and 100 respectively, the bias associated with the expected mean values of $\hat{\beta}$ is reduced to approximately the same size as the case when $\sigma_v$ is known precisely. This suggests that for these sizes of validation study, the estimates
of \( \sigma_v \) are approximately the same as the true values and therefore are not overly affecting the expected values of \( \hat{\beta}_i \).

When considering the empirical standard errors associated with the expected values of \( \hat{\beta}_i \), Table 6.15, for a small validation study size it would be expected that there would be more fluctuation in the estimates of \( \beta_i \). When \( \sigma_v = 0 \), the standard errors are approximately the same size for both the case when the measurement error standard deviation is known precisely and also when it is estimated from a validation study size of 25. The fluctuations in the estimates of \( \beta_i \) are seen as the measurement error standard deviation is increased with an increase in the size of the empirical standard errors. As the validation study is increased to 50 and 100 respectively, the size of the empirical standard errors decrease in-line with the decrease in bias. As with the size of the bias, the difference in the size of the empirical standard errors is only marginal compared to when \( \sigma_v \) is known.
Table 6.15: N=500 Reverses $SE\left(\frac{d}{\sigma}\right)$

<table>
<thead>
<tr>
<th>$d$</th>
<th>$SE\left(\frac{d}{\sigma}\right)$</th>
<th>$SE\left(\frac{d}{\sigma}\right)$</th>
<th>$SE\left(\frac{d}{\sigma}\right)$</th>
<th>$SE\left(\frac{d}{\sigma}\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.01315</td>
<td>0.01346</td>
<td>0.01332</td>
<td>4</td>
</tr>
<tr>
<td>3.5</td>
<td>0.01129</td>
<td>0.01134</td>
<td>0.01131</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>0.0111</td>
<td>0.01111</td>
<td>0.01111</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0.01129</td>
<td>0.01129</td>
<td>0.01129</td>
<td>2</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0111</td>
<td>0.01111</td>
<td>0.01111</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>0.0111</td>
<td>0.01111</td>
<td>0.01111</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0111</td>
<td>0.01111</td>
<td>0.01111</td>
<td>0.5</td>
</tr>
<tr>
<td>0</td>
<td>0.0111</td>
<td>0.01111</td>
<td>0.01111</td>
<td>0</td>
</tr>
</tbody>
</table>

$m=100$ $m=50$ $m=25$ $m=25$

Table 6.14: N=500 Reverses $\frac{d}{\sigma}$

<table>
<thead>
<tr>
<th>$d$</th>
<th>$\frac{d}{\sigma}$</th>
<th>$\frac{d}{\sigma}$</th>
<th>$\frac{d}{\sigma}$</th>
<th>$\frac{d}{\sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>4</td>
</tr>
<tr>
<td>3.5</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>3</td>
</tr>
<tr>
<td>2.5</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>2.5</td>
</tr>
<tr>
<td>1.5</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>0.5</td>
</tr>
<tr>
<td>0</td>
<td>8000</td>
<td>1000</td>
<td>1000</td>
<td>0</td>
</tr>
</tbody>
</table>

$m=100$ $m=50$ $m=25$ $m=25$
N=500 Conditional Score results

Table 6.16 shows the results for the Conditional Score method. The bias for $m=25$ is larger than when the measurement error standard deviation is known precisely. For the conditional score method, the size of the bias stays at approximately the same size as $\sigma_v$ is increased. When this size of bias is compared to the results for the case when $\sigma_v$ is known precisely, the bias is smaller. As the validation study size is increased, the size of the bias remains at approximately the same size for all $\sigma_v$ values.

Table 6.17 displays the empirical standard errors. For the cases when $\sigma_v = 0$, all the validation sizes, the standard errors are approximately the same size and are comparable with those when $\sigma_v$ is known. This is true up until $\sigma_v = 2$. When $\sigma_v > 2$, for $m=25$, the size of the standard errors are larger than when $\sigma_v$ is known. As the validation size is increased, this difference decreases in size. The size of the standard errors is therefore affected when the validation study is small.
### Table 6.17: N=500 Conditional Score \( f' \) \( g' \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( y )</th>
<th>( f' )</th>
<th>( g' )</th>
<th>( a' )</th>
<th>( b' )</th>
<th>( c' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
</tr>
<tr>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
</tr>
<tr>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
</tr>
<tr>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
</tr>
<tr>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
</tr>
<tr>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
</tr>
<tr>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
</tr>
</tbody>
</table>

### Table 6.16: N=500 Conditional Score \( f' \) \( g' \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( y )</th>
<th>( f' )</th>
<th>( g' )</th>
<th>( a' )</th>
<th>( b' )</th>
<th>( c' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
<td>0.101</td>
</tr>
<tr>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
<td>0.102</td>
</tr>
<tr>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
<td>0.103</td>
</tr>
<tr>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
<td>0.104</td>
</tr>
<tr>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
<td>0.105</td>
</tr>
<tr>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
<td>0.106</td>
</tr>
<tr>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
<td>0.107</td>
</tr>
</tbody>
</table>

\[ \phi \] Known

\[ \phi = \frac{m}{100} \]

\[ \phi = \frac{m}{50} \]

\[ \phi = \frac{m}{25} \]
N=500 Comparison between the Reeves and conditionals core methods

When there is a small validation study size and a large measurement error standard deviation, the Reeves method is more affected than the conditional score method. This is reflected in the increasing negative bias associated with the expected values of $\hat{\beta}$, as the measurement error standard deviation is increased. For the conditional score method, the size of the bias remains approximately the same as the measurement error standard deviation is increased. Comparing the associated standard errors, the size of these errors are approximately the same for the two methods. From these results, it appears that there is no real difference between the two methods.
N=1000 Reeves Results

The sample size has been increased to a 1000 with validation study sizes of 50, 100 and 200 respectively. Table 6.18 displays the results for the expected values of \( \hat{\beta} \) for all three validation study sizes and the case where the measurement error standard deviation is known. For this case, the size of the validation study and therefore the estimate of \( \sigma_v \) does not have an effect on the size of the bias. The results show that for all the measurement error standard deviation values, the size of the bias is approximately the same as those found for when \( \sigma_v \) is known precisely. These results suggest that for a large sample size with a 5% validation study size, the validation study has enough information in order to approximate the true value of \( \sigma_v \).

With respect to the associated standard errors, Table 6.19, for a small validation study size, they are slightly larger than those observed for when \( \sigma_v \) is known. This difference reduces as the validation study size is increased. Any differences are marginal and do not overly affect the results.
## Table 6.19: N=1000 Reverses $\phi$ 3

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\phi$</th>
<th>$\phi$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$m=100$</td>
<td>$m=50$</td>
<td>$m=200$</td>
<td>$\phi$</td>
</tr>
</tbody>
</table>

## Table 6.18: N=1000 Reverses $\phi$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\phi$</th>
<th>$\phi$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$m=100$</td>
<td>$m=50$</td>
<td>$m=200$</td>
<td>$\phi$</td>
</tr>
</tbody>
</table>

Note: The tables show the distribution of $\phi$ for different values of $m$. The entries represent the number of reverses for each $\phi$ value.
N=1000 Conditional Score Results

Table 6.20 displays the expected values of $\hat{\beta}$, for the case where $\sigma_\epsilon$ is known and for the validation study sizes of 50, 100 and 200 respectively. As was observed for the Reeves method, the expected values of $\hat{\beta}$ are approximately the same size for all four cases and for all $\sigma_\epsilon$ values. The empirical standard errors in Table 6.21 are also the same size in comparison to when $\sigma_\epsilon$ is known.

Overall, these results suggest that the validation study sizes are sufficient in order to estimate $\sigma_\epsilon$, and that the conditional score method estimates are not affected by this estimation as opposed to knowing the measurement error standard deviation precisely.
### Table 6.21: N=1000 Conditional Score $S^3_f(r)$

<table>
<thead>
<tr>
<th>$f'$</th>
<th>$f'$</th>
<th>$f'$</th>
<th>$f'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### Table 6.20: N=1000 Conditional Score $f'$

<table>
<thead>
<tr>
<th>$f'$</th>
<th>$f'$</th>
<th>$f'$</th>
<th>$f'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0000</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>8.8903</td>
<td>869600 0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: The tables represent conditional scores for different values of $S^3_f(r)$ and $f'$, with specific values provided for each entry.
6.3.3 Conclusion

In this case, the measurement error standard deviation was estimated from a validation study. The aim was to investigate if there would be an effect on the estimates by the Reeves and conditional score methods. Two sample sizes of 500 and 1000 were chosen with respective 5%, 10% and 25% validation study sizes. The effects on the method estimates of $\hat{\beta}$ were considered by observing the level of associated bias on the expected values and the size of the empirical standard errors.

The effect of estimating the measurement error standard deviation was only observed when the sample size was 500 and the validation study was 25. The effect was an increase in the size of the bias for both the methods. As the true value of the measurement error standard deviation was increased, the estimate of $\sigma_v$ affected the expected values of $\hat{\beta}$ for the Reeves method, where a negative bias was observed. This affect was not observed for the conditional score method. Overall, this effect was only marginal and the two methods produced comparable results.

For all other sample sizes and validation study sizes, no real differences in size of bias and standard errors were observed. In conclusion, there is no practical difference between the two methods for the case A that has been investigated. Therefore, both methods are robust to using an estimate of $\sigma_v$ rather than it being known precisely.
6.4 Discussion
In chapter 5, the Reeves and conditional score methods were comparable in all cases. As the Reeves method is simpler to use, this method was recommended. In order to implement the Reeves method a number of modelling assumptions have to be made, including that the $X$ values are normally distributed. In comparison the conditional score method does not make such a model assumption. However, to implement both the methods an estimate of the measurement error standard deviation is required. This chapter was designed to investigate the robustness of the methods to a change in the model assumptions with regard to the explanatory variable, as well as an estimate of the measurement error standard deviation being used in the methods as opposed to it being known precisely, the latter assumption implying a need for a certain size validation study.

With regard to a change in the distribution of the explanatory variable, highly skewed and skewed chi-squared distributions were investigated. For both distributions it was found that the simpler to implement Reeves method estimates were affected by the non-normal distribution. Therefore, it is recommended that the conditional score method should be used.

In terms of using an estimate of the measurement error standard deviation in the Reeves and conditional score methods, a validation study size of 10% of the sample was found to be sufficient in order to produce the same level of biased results as when the measurement error standard deviation is known. A smaller validation size could mean that the estimate of the measurement error standard deviation could affect the Reeves and conditional score estimates. A validation study size of 20% did not affect
the size of the bias or the standard errors and therefore do not provide any more information than that obtained from the 10% validation study size. Therefore, in order to truly understand the size of the measurement error associated with the explanatory variable a validation study size of approximately 10% should be sufficient.

Overall, when considering the planning of any study, the distribution of the explanatory variable must be determined in order to choose the best correction method and a sufficiently sized validation study must also be included.
7 Bayesian Analysis

7.1 An Introduction to Bayesian Analysis

Within a classical framework as previously considered in this study, inference about model parameters is based entirely on the data. These model parameters are regarded as fixed, but unknown, constants. In a Bayesian framework, both the data and the model parameters are considered to be random variables and both are described through probability distributions. The aim is to estimate the distributions of the model parameters conditional on the observed data, and to then draw inferences about the model parameters from these so-called posterior distributions.

Within a Bayesian approach, it is possible to incorporate any previous knowledge about the model parameters $\theta$ within the approach. This is included in the form of a prior distribution $p(\theta)$. If no prior information is available then this prior can be
chosen to be uninformative, usually by giving it a large variance. If there is real information about the parameters then this can be built into the specification of the prior distribution. The prior is then combined with the data to obtain a joint distribution of the parameters and the data and then the conditional distribution of the parameter \( \theta \) given the data is derived using Bayes’ theorem. This is called the posterior distribution of the parameters, given the observed data. Specifically by Bayes theorem

\[
p(\theta|\mathbf{x}) = \frac{f(x|\theta)p(\theta)}{f(x)} \quad (7.1)
\]

where

\[
f(x) = \int f(x|\theta)p(\theta)d\theta \quad (7.2)
\]

Therefore, the posterior distribution can be determined if the integral can be evaluated.

In many practical situations, an analytical evaluation of the integral in (7.2) is not possible. It may be possible to change the specification of the prior distribution into what is called a conjugate prior, which often leads to an analytical expression for the posterior distribution. For example with data following a binomial distribution the conjugate prior is a beta distribution. If the prior distribution for the probability \( \theta \) is taken to be a beta distribution then the posterior distribution is a different beta distribution and the technical problems largely disappear. It is often not possible or appropriate to do this and so an alternative approach is to use a numerical method for estimating the value of the integral. A variety of algorithms for this have been derived but the methods are cumbersome. The advent of Markov Chain Monte Carlo methods has revolutionised the situation.
7.2 An introduction to Markov Chain Monte Carlo Methods

Markov Chain Monte Carlo (MCMC) is a Monte Carlo simulation based on a Markov Chain, which is constructed in such a way that its states represent possible values of the posterior distribution and sample values from the simulation of the chain form a sample from the posterior distribution. This section provides a brief introduction to the technique; a more comprehensive discussion of the technique and issues surrounding its use is contained in Gamerman (1997).

A Markov Chain is a probabilistic model consisting of a set of states and a set of probabilities of transitions between these states. It has the special property that future movements between states depend only on the current state occupied and not on previously visited states. It is often described as having no memory for that reason. Two concepts are particularly important. The stationary distribution $\pi$ is a probability distribution of the states which does not change with time. Thus if $\pi_i$ is the probability that state $i$ is occupied, this does not change as the chain evolves. The limiting distribution is a distribution of the states which may be reached after the chain has run for a long time. It can be shown that under certain fairly general conditions (Gamerman (1997)) a Markov Chain has a limiting distribution which coincides with the stationary distribution. This is crucial for MCMC methods.

MCMC methods involve the construction of a Markov chain which satisfies the conditions referred to above and whose stationary distribution is the posterior distribution required. This means that if the chain is simulated for a long time, the probabilities the states are occupied should tend to the limiting distribution and this is
actually the stationary distribution and hence the posterior distribution. Hence an appropriate simulation will provide a sample from this required posterior distribution and properties can be derived from it.

There are two main problems, therefore. The first and most important is the construction of an appropriate transition matrix between the states. The second more practical one is the determination of a stage in the simulation by which the stationary distribution has been reached, so that we can be sure we are sampling from the posterior distribution.

There are a number of ways of determining this transition matrix. The Metropolis-Hastings is a general method which has Gibbs sampling as a special case. As the software used in this work is based on the latter method, both are outlined here; full details are in Gammerman(1997).

The Metropolis-Hastings algorithm uses a proposal distribution to generate a possible next state, called a candidate state, from the current one. An acceptance probability, which depends on the proposal distribution and the current state, is derived and the candidate state is accepted with this probability. If rejection occurs the next state is the current state – the chain does not move. Provided the acceptance probability is properly constructed it can be shown (Gammerman (1997)) that the chain has the appropriate stationary distribution, regardless of the form of the proposal distribution. There are conflicting demands on this choice. A proposal distribution which leads to a candidate state near the current one will have a high probability of acceptance, but it may take a very long simulation run to reach the limiting, and hence stationary
distribution. One which makes larger jumps from the current state will have a much smaller acceptance probability. The choice of proposal distribution is therefore important in practice.

Another form of the Metropolis-Hastings algorithm is that of the Single Component Metropolis Hastings algorithm which provides a computationally more efficient algorithm when the problem is a multivariate one, that is there is more than one parameter. A state now consists of a $k$-dimensional point, where $k$ is the number of parameters, and a new state may be found by changing components one at a time or changing several simultaneously.

Gibbs Sampling technique is a special case of the Single Component Metropolis Hastings algorithm. It requires the derivation of the full conditional distribution for each component given the values of the remaining components. This is then used as the proposal distribution. The acceptance probability is 1 and so all proposed points are accepted. This can have an effect on the convergence of the chain as well as on the way the sampled value moves around the posterior distribution.

This leads us to the second problem, that of assessing convergence. By convergence we mean that the distribution of the states occupied has reached the limiting distribution of the chain, that is the required posterior distribution. This issue has been referred to implicitly in the above discussion of the methods for constructing the chain and many modifications to the basic ideas above have been suggested with a view to accelerating convergence, for further details see Gammerman (1997)
If a method can be found for determining when the limiting distribution has been reached, the values produced by the simulation before this stage has been reached are discarded so as not to influence the estimation of the posterior distribution. This period is known as a burn-in period and any values drawn during this period are discarded. The practical problem is therefore to determine how long a burn-in period is required. It is possible to derive some simple diagnostics during a simulation which can cast some light on the rate of convergence. For example the autocorrelation function for a given parameter examines correlations within the sequence of values of that parameter produced by the simulation. If the autocorrelations remain high at substantial lags it suggests that successive sampled values are very close together and this may mean that convergence is slow; the chain is said to be mixing slowly.

There are two principal ways to address the issue of convergence. The first is to run a number of chains with different starting values and to explore when the chains converge to the same distribution to thus determine a burn-in period. Alternatively a single chain can be run for an increased length of time and different parts of the sequence of values produced can be compared to see if they can be regarded as coming from the same distribution.

Gelman and Rubin proposed a test, subsequently modified by Brooks, based on the first principle. Several chains are run, starting from over-dispersed initial values, that is these are chosen to have greater variance than will be expected of the posterior distribution. The chains are monitored, both separately and when pooled. An analysis of variance type of method is employed to compare the variation within individual chains with that in the pooled chain and when these are sufficiently similar it is
concluded that convergence has occurred. Geweke’s test by contrast is based on a single chain and takes a number of different sections of different lengths from the sequence of values produced. A succession of tests is performed on these to assess the state of convergence.

Other methods have been proposed; a full discussion is beyond the scope of this work but the question of convergence will be discussed in the context of specific examples later. For further information see Gelman & Rubin (1992b) and Geweke (1989) and (1992).

7.3 BUGS software
BUGS (Bayesian Inference using Gibbs Sampling) is a piece of software which implements MCMC methods using Gibbs sampling and which is freely available from the MRC Biostatistics Unit, Cambridge. It provides a general framework for defining models and constructs automatically the conditional distributions required for the implementation of the Gibbs sampling. Further details of the many features of the software can be found at the following website http://www.mrc-bsu.cam.ac.uk/bugs. For the purposes of this study, the BUGS software provided all the features that were required to model the logistic regression measurement error model in a Bayesian framework and thus will be used throughout this chapter.

7.4 Current literature associated with the Bayesian Analysis of the Measurement Error Model
A number of authors have addressed the issues surrounding the Bayesian analysis of the logistic regression measurement error model and how such a model can be
implemented using a Bayesian analysis approach with MCMC. Richardson and Gilks (1993) discuss the logistic regression measurement error problem in terms of conditional independence models. They construct a model of the measurement error problem in such a way that different types of study and validation study designs can be incorporated within the model. That is, once the measurement error model has been determined as well as the distributions associated with the explanatory variable and the measurement error then the full conditional distribution can be described as the product of these model distributions. The flexibility of this design means that the authors can incorporate multiple measuring instruments or repeated measurements, as well as a ‘gold standard’, by defining different models for the unknown risk factor and associated distributions depending on the design of the validation study. As the measurement error model parameters are defined by their prior distributions, the more information that is available concerning the measurement error model can be reflected in the precision of the prior distribution. If little information is available for the measurement error model parameters then a non-informative prior can be used, thus the model can reflect the accuracy associated with the measurement error model.

The authors conclude their study with some general relative merits of the conditional independence modelling technique.

1. The method is conceptually straightforward.

2. This technique follows the exact structure of the measurement error model without having to make any further model assumptions (for example, in the Rosner method, it is assumed that the disease is rare).

3. This technique also uses all the information that is specified by the model rather than just the first and second moments.
4. This technique allows any uncertainty associated with the distributions of the random variables to be specified through the prior distributions and to be reflected in the estimated posterior distribution.

5. The technique can also take into account both continuous and discrete variables.

6. The technique can also handle missing data as well as any ancillary data that is available.

The authors show that this method is both very flexible and accommodating however, they do mention that this method is computationally expensive and do not consider the issues surrounding the use of MCMC methods. This paper was written before the software BUGS was made available.

Dellaportas and Stephens (1995) also look at Bayesian methods with MCMC to estimate the model parameters but do not supply a strategy on how to actually implement the method and do not discuss the effect that a large measurement error standard deviation has on the estimation process. Dellaportas and Stephens do point out that in the Bayesian formulation that they have described it does not matter whether the measurement error model is Classical or Berkson; both can be accommodated as in the Bayesian framework they are just random variables with different distributions.

Richardson and LeBlond (1997) take the work of Richardson and Gilks (1993) one step further and consider the problem of when the exposure model, the distribution of the unknown risk factor, is miss-specified. The authors investigate how the estimation
of the regression parameters of interest can be influenced by the misspecification of the parametric form for the prior distribution of $X$. The result of this study shows that miss-specification of this distribution showed a moderate bias in the estimates and increased posterior standard deviations. This investigation looked at various values for the regression parameter as opposed to increasing size of the standard deviation associated with the measurement error.

Our study will be looking at the effect of increasing the measurement error standard deviation and the effect this has on the estimation of the regression parameters and their associated standard deviations through the estimation of the posterior distribution.

7.5 The Logistic Regression Errors-in-Variables Model in the BUGS formulation

To model the logistic regression errors-in-variables problem the three conditional independence models namely, the disease model, the measurement error model an the exposure model must be defined. For this study we will look at the simple case of a Berkson measurement error model with a single covariate measured with error in line with the work that was conducted in Chapter 5. One of the ways to understand how this model is built in the BUGS formulation is to use a directed acyclic graph (DAG). The idea of a DAG is to show the direction the conditionals are calculated in for the Gibbs Sampling and so the problem is specified in the correct way for the BUGS software to deal with the model. Figure 7.1 depicts the logistic regression measurement error model where $x_i$ denotes the individual true values, $y$ the outcome, $Z_i$ the observed values, $\beta$ the logistic regression model parameters, $\pi$ the distribution
of the true values and $\lambda$ a model parameter specifying the relationship between the true and observed values that is, the measurement error model.

![Diagram](image.png)

**Figure 7.1: DAG for the logistic regression errors in variables problem**

There are two types of data depicted within the DAG, one is from the main study data set and the other is from the validation study data set. Any known parameter from the main study data set or that can be estimated from the validation study data set is surrounded by a box within the graph that is, $Y$ and $Z$ are observed from the main study data set and $\lambda$ is estimated from the validation study. Any parameter that must be estimated is surrounded by a circle within the graph and is referred to as a node. In the case of the measurement error model, the unknown parameters to be estimated are formed by the distributions for $\beta$.

The Gibbs Sampling works by updating each node at each iteration of the algorithm. Each node depends on its prior distribution and on the likelihood of its children and their co-parents. The directed graph shows how the joint distribution is factored into a number of components allowing the required conditional distributions to be
constructed for the Gibbs sampling. Therefore, if there is little information with regard to \( \lambda \) then a non-informative prior distribution must be used and so there is less information to estimate the unknown parameters \( \beta \).

The structure given by Richardson and Gilks (1993) define:

- **The disease model**, \([Y_i|X_i, \beta]\);
- **The measurement model**, \([Z_i|X_i, \lambda]\);
- **The exposure model**, \([X_i|\pi]\).

The full conditional Distribution model can be defined as:

\[
[\beta|\lambda, \pi] \prod_i [X_i|\pi] \prod_i [Z_i|X_i, \lambda] \prod_i [Y_i|X_i, \beta]
\]

In this case, vague prior distributions are given for the true model parameters:

- **The disease model**, \( P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)} \) where \( \beta \) is defined by \( \alpha \), and \( \beta \), which are given vague priors such as \( \alpha_i \sim N(0,100) \) and \( \beta_i \sim N(0,100) \)

- **The measurement model**, using the Berkson measurement error model,

\( X = Z + V \) where \( V \sim N(0, \sigma_v^2) \)

- **The exposure model**, \( X \sim N(\mu_x, \sigma_x^2) \).

### 7.6 Simulation Study

#### 7.6.1 Introduction

Using the BUGS software this study aims to investigate the effect of increasing the standard deviation of the measurement error on the estimation of the regression parameters using a Bayesian analysis approach. A comparison between this Bayesian approach and the relevant classical methods discussed in Chapter 4 will also be
investigated, to see whether the flexibility of a Bayesian approach is accompanied by a method that corrects for measurement error as effectively as the classical methods.

In section 7.2 we discussed the problem of deciding whether the Markov Chain had converged to the stationary distribution and as a result the length of the burn-in period that must be determined before sampling values for the posterior distribution. One of the suggested ways of making this choice is to consider multiple as well as single chains. Therefore, before any simulation study can be conducted, an exploratory analysis is required to decide when convergence has taken place. After this exploratory analysis, the Bayesian approach to the logistic regression measurement error model is studied through simulation. Results of using the Bayesian methods are then compared to those classical methods applicable to the Berkson measurement error model, that is those of Rosner and Reeves, as well as the ordinary logistic regression method which ignores measurement error.

To make this simulation study comparable with those previously conducted in Chapters 5 and 6 the following assumptions are also made:

1. The sample size $N$, was chosen to be 100, 500 and 1000.

1. The true $X$ values were assumed to follow a Normal Distribution with parameters $X \sim N(30,10^2)$

2. The disease status $Y$ was generated conditional on $X$ for the case where $\alpha = -3$ and $\beta = 0.1$ and $Y=1$ with probability

$$P(Y = 1|X) = \frac{\exp(\alpha + \beta, X)}{1 + \exp(\alpha + \beta, X)}$$
3. The measurement error model is described by the Berkson measurement error model that is, \( X = Z + V \) where \( Z \) and \( V \) are independent and \( V \sim N(0, \sigma_v^2) \).

4. The measurement error standard deviation \( \sigma_v \) ranged from 0 to 4, increasing by 1, and is therefore assumed to be known.

5. Each simulation was run 20 times. The limited number of simulations is due to the current state of technology that means a simulation run must be conducted manually. Given this, a suitable simulation size was chosen.

For the Bayesian formulation the model parameters \( \alpha \) and \( \beta \), have been given vague prior distributions in the following form \( \alpha \sim N(0,100) \) and \( \beta \sim N(0,100) \).

7.6.2 The Initial Exploratory Analysis
Richardson and Gilks (1993) reported that there is good convergence behaviour of the Gibbs sampler in logistic regression measurement error problems. To ensure convergence and therefore determine the burn-in period required for the stationary distribution to be reached an exploratory analysis was conducted. This determined whether the model had good convergence and therefore a simulation study could be conducted based on the burn-in period determined by this study or whether the determination of the burn-in period would have to be conducted for each level of the measurement error standard deviation.

There are a number of issues that should be considered when deciding on a burn-in period and hence convergence to the stationary distribution. When using a Bayesian approach there are two considerations that are under control of the analyst. These are the prior distributions associated with the model parameters and the starting values that are given. A further consideration is the effect of the sample size of the data.
Therefore, the effect of differing model parameter prior distributions, their starting values and the measurement error standard deviation on the convergence to the respective stationary distributions must be investigated.

For this exploratory analysis, a sample size of 500 was generated according to the Case A model that is $\alpha_i = -3$ and $\beta_i = 0.1$. However, to keep with the BUGS notation, within this piece of work, $\alpha_i$ is known as theta[1] and $\beta_i$ is known as theta[2]. The measurement error standard deviation was set to 4. The results of a 1000 burn-in period are presented as well as the results of a 10000 run after the results from the burn-in period have been discarded. Different starting values, as well as differing uninformative and informative prior distributions are also considered.

In each of these cases, the convergence to the stationary distribution is considered from both formal and informal information. Formally, the Gelman-Rubin statistic for multiple chains as described in section 7.2 is used to determine whether convergence has taken place. Other simple diagnostics are also considered including the autocorrelation function, the kernel densities of the model parameters and the individual parameter trace. The posterior distributions are also summarised using simple statistics.

7.6.2.1 Burn in period 1000
The results from the burn-in period of 1000 simulations is displayed in Table 7.1. The first boxes display the auto-correlation function for each of the model parameters. These show that the auto-correlation fades away at about 20-40 lags suggesting that the chain is mixing well. The kernel densities of the model parameters display the
variance associated with the posterior distributions. The variance is made up of two components, the underlying variance of the posterior distribution and the MC error arising from the simulation. From these results it can be seen that the estimated posterior distributions are not smooth suggesting that a longer run is required to reduce the MC error. The parameter traces show the effect of the starting values of the chain for each model parameter, in this case 0.00001 and 0.00001 for theta[1] and theta[2] respectively. In both cases by about lag 50 both traces are ranging around the true values suggesting that the effect of the starting values is minimal. These initial results from a 1000 burn-in period all suggest that the chain needs to be run for a longer period.
Table 7.1: Results of burn-in period of 1000 simulations
Results after burn-in period is discarded and run for 10000 iterations

Table 7.2 displays the results from when the chain was run for 10000 iterations after the initial burn-in period has been discarded. Again the auto-correlation function has been reduced to effectively zero by lag 40. The kernel densities have been smoothed though from comparing the summary statistics, the mean estimates are approximately the same for both the burn-in period and the longer run though the associated standard deviations have decreased.
Table 7.2: Results for 10000 run after burn-in period has been discarded
7.6.2.2 Multiple chains after initial 1000 burn-in period discarded and run for 1000 iterations

To see whether the chain has converged, two chains were run so the Gelman-Rubin statistic could be examined. As described earlier the Gelman-Rubin statistic looks at the variation between the two chains compared to the variation within a chain to determine whether convergence to the limiting, and hence stationary, distribution has been established.

There are three lines displayed within the Gelman-Rubin convergence statistic graphs. The first line (green) explains the overall variance of the two chains by displaying the width of the central 80% interval of the pooled runs. The second line (blue) displays the average width of the 80% intervals within the individual runs. Both width intervals have been normalized to have an overall maximum of one. The Gelman-Rubin convergence statistic graph then displays a visual comparison of the overall variance compared to the within variance. The Gelman-Rubin convergence statistic is the ratio of these two quantities. Therefore, to determine convergence to the limiting and hence the stationary distributions, convergence to a ratio of 1 as well as the convergence of both the overall and within interval widths to a stable line is required.

For this exploratory analysis starting values for each run namely (0.1, 0.1) and (0.00001, 0.00001) respectively were chosen. From examination of the green and blue lines it can be seen that by about iteration 4000 the lines are approximately stable.

When considering the ratio, this has converged to approximately 1 by about iteration 2500. This convergence experience is in line with that of Richardson & Gilks (1993) who reported that there is good convergence behaviour of the method in logistic regression. Once convergence has been assumed then the model parameters have
converged to their limiting distributions and hence from these stationary distributions, inferences can then be made about the posterior distributions.
Table 7.3: Results of two chains with the Gelman-Rubin statistic
7.6.2.3 Using Informative Prior Distributions for the Model Parameters

One of the key characteristics of a Bayesian approach to measurement error problems is that it can incorporate any previous information with regard to the model parameters. In the previous analyses, uninformative prior distributions were used. Within the section we consider more informative prior distributions that could have been determined from previous similar studies. The two cases that we considered are:

1. \( \theta_1 \sim N(-4.25) \) \( \theta_2 \sim N(0.15,1) \)
2. \( \theta_1 \sim N(-3.4) \) \( \theta_2 \sim N(0.1,0.01) \)

Though the second case is unrealistic with respect to the confidence associated with the prior distributions, it is considered within this analysis simply to see the effect on the posterior distributions of the model parameters and the previously seen large variances associated with the posterior distributions.

A burn-in period of 1000 was run and discarded. The posterior distribution inferences were taken from 10000 iterations.

Case 1 \( \theta_1 \sim N(-4.25) \) \( \theta_2 \sim N(0.15,1) \)

Table 7.4 displays the multiple chain results for Case 1. In comparison with the results obtained from a non-informative prior distributions (Table 7.3) the summary statistics show that even with the increased information with regard to the model parameters this has not had any effect in reducing the associated standard deviations. The pattern of the Gelman-Rubin convergence statistics graphs also show that more informative prior distributions have also not effected the convergence of the chain.
In this case the prior distributions have been over-ridden by the data showing that for this particular problem the posterior distributions are not very sensitive to the prior distributions.
Table 7.4: Case 1 Results
Case 2 $\theta_1 \sim N(-3,4) \quad \theta_2 \sim N(0.1,0.01)$

In this case, the prior distributions are centered on the true values for the model parameters. Again it is observed (Table 7.5) that this extra information does not provide any further precision in the posterior distributions. As we observed for case 1, the model is not very sensitive to the prior distributions and so vague prior distributions for this particular problem in the simulation study can be used.
<table>
<thead>
<tr>
<th>node</th>
<th>mean</th>
<th>sd</th>
<th>MC error</th>
<th>2.5%</th>
<th>median</th>
<th>97.5%</th>
<th>start</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>theta[1]</td>
<td>-3.177</td>
<td>0.3985</td>
<td>0.01503</td>
<td>-3.991</td>
<td>-3.167</td>
<td>-2.426</td>
<td>1000</td>
<td>20002</td>
</tr>
<tr>
<td>theta[2]</td>
<td>0.1058</td>
<td>0.01292</td>
<td>4.89E-04</td>
<td>0.08171</td>
<td>0.1055</td>
<td>0.1325</td>
<td>1000</td>
<td>20002</td>
</tr>
</tbody>
</table>

Table 7.5: Case 2 Results
7.6.3 Conclusion of the exploratory analysis
Overall this exploratory analysis has shown that a burn-in period of 1000 is sufficient within this context and that convergence to the stationary distribution could be assumed. Using different starting values has little impact on the convergence to the stationary distribution and therefore the overall inferences made from the posterior distributions are not affected substantially by the starting values. Further to this, little precision is gained in the posterior distributions when more informative prior distributions are used for the model parameters. However, as having access to more informative prior distributions is unrealistic, for the purposes of this study we will assume that only uninformative prior distributions for the model parameters would be available.

7.6.4 Simulation Study Results
The MCMC approach gives a sample from the posterior distribution. This can be summarized in a number of ways. The mean or median of this distribution can be used as a point estimate of the parameter. In addition a 95% credible interval can be derived. This is an interval which contains 95% of the posterior distribution and is usually obtained as the interval between the 2.5\textsuperscript{th} and 97.5\textsuperscript{th} percentiles of the posterior distribution. To illustrate how the Bayesian approach works as the measurement error standard deviation is increased, the program was run 20 times for each value of the measurement error standard deviation. The following results therefore, are the mean values of those 20 simulations for each summary statistic.
For a sample size of 100, the BUGS mean values of $\hat{\beta}$ are positively biased when $\sigma_v = 0$. This positive bias decreases and becomes a negative bias when $\sigma_v = 4$. The associated standard deviation also increased as $\sigma_v$ increased.

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.45915</td>
<td>0.893425</td>
<td>0.04509</td>
<td>-5.30235</td>
<td>-3.42215</td>
<td>-1.8103</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>-3.43545</td>
<td>0.890275</td>
<td>0.043893</td>
<td>-5.29295</td>
<td>-3.3966</td>
<td>-1.79632</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>-2.9747</td>
<td>0.9216</td>
<td>0.048094</td>
<td>-4.93915</td>
<td>-2.9223</td>
<td>-1.31971</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.6: Case A Sample Size 100 Simulations results for $\hat{\alpha}$,

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.11545</td>
<td>0.02882</td>
<td>0.001455</td>
<td>0.062339</td>
<td>0.114287</td>
<td>0.175185</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>0.113182</td>
<td>0.028372</td>
<td>0.001399</td>
<td>0.06106</td>
<td>0.111959</td>
<td>0.172514</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>0.098081</td>
<td>0.030045</td>
<td>0.001569</td>
<td>0.044415</td>
<td>0.096263</td>
<td>0.162257</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.7: Case A Sample size 100 Simulations results for $\hat{\beta}$,
N=500

With the increase in sample size, the bias associated with the mean value of $\hat{\beta}_i$ has reduced, as have the standard deviations. However, there is no pattern to the direction of this bias but this could be due to the limited number of simulations. The size of the credible intervals have also reduced along with the MC error.

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.9864</td>
<td>0.36575</td>
<td>0.017524</td>
<td>-3.7251</td>
<td>-2.9799</td>
<td>-2.28855</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>-3.14015</td>
<td>0.37569</td>
<td>0.018304</td>
<td>-3.89625</td>
<td>-3.13205</td>
<td>-2.42285</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>-3.04665</td>
<td>0.404945</td>
<td>0.021222</td>
<td>-3.87425</td>
<td>-3.03585</td>
<td>-2.28475</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.8: Case A Sample Size 500 Simulations results for $\hat{\alpha}_i$.

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.099484</td>
<td>0.011706</td>
<td>0.000561</td>
<td>0.077208</td>
<td>0.099299</td>
<td>0.123265</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>0.104426</td>
<td>0.012049</td>
<td>0.000586</td>
<td>0.081573</td>
<td>0.10415</td>
<td>0.12873</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>0.101495</td>
<td>0.013077</td>
<td>0.000685</td>
<td>0.076942</td>
<td>0.101126</td>
<td>0.1283</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.9: Case A Sample size 500 Simulations results for $\hat{\beta}_i$. 
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N=1000

The increase in sample size from 500 to 1000 can be seen in the standard deviation values. These have again reduced and as a result so have the credible intervals. The MC error has also reduced. The bias in the mean values of $\hat{\beta}$ has also not changed but again this could be due to the number of simulations.

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.14815</td>
<td>0.262585</td>
<td>0.012422</td>
<td>-3.6694</td>
<td>-3.14455</td>
<td>-2.64105</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>-2.93375</td>
<td>0.261335</td>
<td>0.012993</td>
<td>-3.45415</td>
<td>-2.9307</td>
<td>-2.43025</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>-3.03535</td>
<td>0.281895</td>
<td>0.014547</td>
<td>-3.6076</td>
<td>-3.0283</td>
<td>-2.501</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.10: Case A Sample Size 1000 Simulations results for $\hat{\alpha}$.

<table>
<thead>
<tr>
<th>SD of error</th>
<th>Mean</th>
<th>Sd</th>
<th>MC error</th>
<th>2.50%</th>
<th>median</th>
<th>97.50%</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.104894</td>
<td>0.008439</td>
<td>0.000399</td>
<td>0.088596</td>
<td>0.104803</td>
<td>0.12169</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>0.097461</td>
<td>0.008395</td>
<td>0.000418</td>
<td>0.081294</td>
<td>0.097361</td>
<td>0.114215</td>
<td>10000</td>
</tr>
<tr>
<td>4</td>
<td>0.101616</td>
<td>0.009051</td>
<td>0.000467</td>
<td>0.084464</td>
<td>0.101392</td>
<td>0.119989</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 7.11: Case A Sample size 1000 Simulations results for $\hat{\beta}$.

Overall, an increase in sample size in a Bayesian approach, reduced the associated bias in the mean values of $\hat{\beta}$, the size of the standard errors and associated credible intervals. Further to this, the MC error had also reduced in size.

We shall now go on to compare the Bayesian approach with the Berkson measurement error models investigated in section 5.2.3 in terms of bias and associated standard errors.
7.6.5 Comparison of BUGS estimators with methods of Ordinary Logistic Regression as well as the methods by Rosner and Reeves

To see how well the Bayesian method works in comparison to the other methods that we have considered in Chapter 5, the Bayesian results are displayed in comparison with the methods of Ordinary Logistic Regression, Reeves and Rosner. Comparisons are made with respect to the mean values of \( \hat{\alpha}_i \) and \( \hat{\beta}_i \), and the confidence intervals calculated from the empirical standard error associated with the simulation estimates for \( \beta_i \).

For this investigation, the sample sizes are as in previous simulation studies namely, 100, 500 and 1000. The measurement error standard deviation was taken to have the values 0, 2 and 4. The simulation results are comparing 13000 simulation runs for the ordinary logistic regression, Reeves and Rosner results and the 20 simulation runs for the BUGS results. Again, the limited number of BUGS simulation runs is due to the current inability to run the analysis as a simulation exercise. As in previous display of the results the following tables and graphs are given:

- Table displaying mean value for \( \hat{\alpha}_i \) and the empirical standard errors for each method.

- Table displaying mean value for \( \hat{\beta}_i \) and the empirical standard errors for each method.

- Graph comparing each methods mean estimates for \( \hat{\alpha}_i \)

- Graph comparing each methods mean estimates for \( \hat{\beta}_i \)
The following graphs are displayed with different axis scales so that the detail for each method can be displayed. For a comparison of the methods, the reader is referred to the previous graph.

- Graph displaying the mean value for $\hat{\beta}$, and the two confidence intervals for the ordinary logistic regression method.

- Graph displaying the mean value for $\hat{\beta}$, and the two confidence intervals for the Reeves method.

- Graph displaying the mean value for $\hat{\beta}$, and the two confidence intervals for the Rosner method.

- Graph displaying the mean value for $\hat{\beta}$, and the credible interval for the Bayesian method.
In comparison with the other three methods, the BUGS mean values of $\hat{\beta}_i$ are more positively biased when $\sigma_v = 0$ with a larger standard deviation, Table 7.7. As $\sigma_v$ increased the level of bias reduced such that there is a negative bias when $\sigma_v = 4$. In comparison with the other methods the Bayesian approach produced the least biased mean value of $\hat{\beta}_i$ when $\sigma_v = 4$. The pattern and direction of the bias associated with the BUGS results follow the same pattern as is observed for the ordinary logistic regression and Rosner results. However, due to the number of simulations that were run for the Bayesian approach the confidence intervals (Figure 7.7) are much larger in size compared to the other methods though they do follow the pattern of the mean values of $\hat{\beta}_i$, explaining that the bias is real.

Figure 7.3, shows that this limited number of simulations has shown that in comparison to the other methods the Bayesian approach would not be used for a small sample size. Further simulation runs may effect this result.
### Table 7.13: Sample Size 100 \( \hat{f} \) Summary Results

<table>
<thead>
<tr>
<th>( \hat{f} )</th>
<th>( \text{SE}(\hat{f}) )</th>
<th>( f' )</th>
<th>( \text{SE}(f') )</th>
<th>( f'' )</th>
<th>( \text{SE}(f'') )</th>
<th>( f''' )</th>
<th>( \text{SE}(f''') )</th>
<th>( f'''' )</th>
<th>( \text{SE}(f''''') )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{f} )</td>
<td>( \text{SE}(\hat{f}) )</td>
<td>( f' )</td>
<td>( \text{SE}(f') )</td>
<td>( f'' )</td>
<td>( \text{SE}(f'') )</td>
<td>( f''' )</td>
<td>( \text{SE}(f''') )</td>
<td>( f'''' )</td>
<td>( \text{SE}(f''''') )</td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rosser</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reeves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 7.12: Sample Size 100 \( \hat{g} \) Summary Statistics

<table>
<thead>
<tr>
<th>( \hat{g} )</th>
<th>( \text{SE}(\hat{g}) )</th>
<th>( g' )</th>
<th>( \text{SE}(g') )</th>
<th>( g'' )</th>
<th>( \text{SE}(g'') )</th>
<th>( g''' )</th>
<th>( \text{SE}(g''') )</th>
<th>( g'''' )</th>
<th>( \text{SE}(g''''') )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{g} )</td>
<td>( \text{SE}(\hat{g}) )</td>
<td>( g' )</td>
<td>( \text{SE}(g') )</td>
<td>( g'' )</td>
<td>( \text{SE}(g'') )</td>
<td>( g''' )</td>
<td>( \text{SE}(g''') )</td>
<td>( g'''' )</td>
<td>( \text{SE}(g''''') )</td>
</tr>
<tr>
<td>Bayesian</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rosser</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reeves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Figure 7.2: Sample size 100 $\hat{\alpha}$, method comparison

Figure 7.3: Sample size 100 $\hat{\beta}$, method comparison
\(N=500\)

Figure 7.9, shows that with the increased sample size, the bias in the mean values of \(\hat{\beta}_i\) from the BUGS results, is now less than the results from the ordinary logistic regression and Rosner methods. The standard deviation is also smaller in comparison to the other methods, though this may just be due to the nature of the datasets within the 20 simulation sample. Figure 7.13 shows a scaled graph of the Bayesian mean values of \(\hat{\beta}_i\) and associated confidence interval. As previously observed, the pattern of the confidence intervals mirrors that of the mean values of \(\hat{\beta}_i\).

From this small simulation study of 20 runs, the Bayesian approach produced less biased results for a sample size of 500, than the ordinary logistic regression and Rosner methods. However, the Reeves method still produced the least biased results.
### Table 7.15: Sample Size 500, p' Summary Results

<table>
<thead>
<tr>
<th></th>
<th>Bayesian</th>
<th>Rosner</th>
<th>Reeves</th>
<th>O'</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01242</td>
<td>0.010495</td>
<td>0.01156</td>
<td>0.08890</td>
<td>0.01329</td>
</tr>
<tr>
<td>0.009076</td>
<td>0.01242</td>
<td>0.01185</td>
<td>0.09690</td>
<td>0.01233</td>
</tr>
<tr>
<td>0.01028</td>
<td>0.009484</td>
<td>0.01110</td>
<td>0.09800</td>
<td>0.01110</td>
</tr>
</tbody>
</table>

### Table 7.14: Sample Size 500, q Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>Bayesian</th>
<th>Rosner</th>
<th>Reeves</th>
<th>O'</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39714</td>
<td>0.394665</td>
<td>0.39668</td>
<td>0.269469</td>
<td>0.36529</td>
</tr>
<tr>
<td>0.31175</td>
<td>0.31015</td>
<td>0.31938</td>
<td>0.36863</td>
<td>0.03638</td>
</tr>
<tr>
<td>0.33147</td>
<td>0.32418</td>
<td>0.36965</td>
<td>0.32418</td>
<td>0.33963</td>
</tr>
</tbody>
</table>
Figure 7.8: Sample size 500 $\hat{\alpha}_i$ method comparison

Figure 7.9: Sample size 500 $\hat{\beta}_i$ method comparison
$N=1000$

Figure 7.15 shows that with the increased sample size the Bayesian method had mean values of $\hat{\beta}$, that are less biased than for the previous sample sizes. The direction of the bias, whether it is positive or negative, changes with the value of $\sigma$, though this may be a feature of the small simulation size.

In comparison, the Reeves method produced the least biased results for this sample size whereas, though the Bayesian approach results were slightly more positively biased, there was little difference between the two methods. A longer simulation run for the Bayesian approach may show that these methods are comparable.
### Table 7.17: Sample Size 1000 4' summary results

<table>
<thead>
<tr>
<th></th>
<th>0.01035</th>
<th>1.01016</th>
<th>0.000814</th>
<th>0.000939</th>
<th>0.000975</th>
<th>0.000747</th>
<th>0.008392</th>
<th>0.008392</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\phi} )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( SE(\hat{\phi}) )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( \hat{\phi} )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( SE(\hat{\phi}) )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( \hat{\phi} )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( SE(\hat{\phi}) )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( \hat{\phi} )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
<tr>
<td>( SE(\hat{\phi}) )</td>
<td>0.000034</td>
<td>0.097436</td>
<td>0.008329</td>
<td>0.008369</td>
<td>0.008393</td>
<td>0.008389</td>
<td>0.008389</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Bayesian</th>
<th>Rosen</th>
<th>Reeves</th>
<th>Of</th>
<th>Bayesian</th>
<th>Rosen</th>
<th>Reeves</th>
<th>Of</th>
</tr>
</thead>
</table>

### Table 7.16: Sample Size 1000 4' summary statistics

<table>
<thead>
<tr>
<th></th>
<th>0.347355</th>
<th>3.043353</th>
<th>0.2578</th>
<th>8.9182</th>
<th>0.25732</th>
<th>2.9592</th>
<th>0.25732</th>
<th>2.9592</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\delta} )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( SE(\hat{\delta}) )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( \hat{\delta} )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( SE(\hat{\delta}) )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( \hat{\delta} )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( SE(\hat{\delta}) )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( \hat{\delta} )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
<tr>
<td>( SE(\hat{\delta}) )</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
<td>0.029034</td>
</tr>
</tbody>
</table>
Figure 7.14: Sample size 1000 $\hat{\alpha}_i$ method comparison

Figure 7.15: Sample size 1000 $\hat{\beta}_i$ method comparison
7.6.6 Discussion

For a small sample size, comparing the mean estimates for $\hat{\beta}$, across the methods, the Bayesian method produced mean values for $\hat{\beta}$, that are more biased compared to the other methods. As the sample size increased this level of bias reduced such that, the Bayesian approach produced less biased results than the methods of logistic regression and Rosner.

Due to the technical difficulty in running BUGS in a batch situation only a limited number of simulation runs could be conducted so this simulation study was not comparing comparable results. However, this study has shown that for a sample size of 500 and above, the Bayesian approach was nearly as good at estimating the model parameters as the Reeves approach. A larger simulation study would have to be conducted in order to compare the two methods further. As a result, this simulation study found that the Reeves method still produces the best estimates of the model parameters.
7.7 Conclusion
With the advent of the BUGS software, the Bayesian approach to statistical problems has come into the mainstream making it more accessible to practitioners. In terms of the logistic regression measurement error problem, the model can be described in a Bayesian formulation and posterior distributions for the model parameters can be obtained using the BUGS software. This lead to the question as to whether the Bayesian approach is viable option to use in correcting for measurement error in medical problems.

This chapter has introduced at a high level the concepts associated with the Bayesian approach and the main issues that must be understood in order to carry out a Bayesian analysis. These included the determination of the convergence of the chain to the stationary distribution and hence the limiting distribution as well the effect of informative and uninformative prior distributions for the model parameters.

In the case of the logistic regression measurement error problem, the markov chain mixed well and seemed to have good convergence even when there was large measurement error associated with the measurement of the explanatory variable. Plus, for a sample size of 500, the posterior distributions of the model parameters did not seem to be sensitive to the prior distributions of the model parameters.

The BUGS software was used to run a small simulation study in order to compare the Bayesian approach with the ordinary logistic regression, Rosner and Reeves methods, in order to see which method would be best to use in the measurement error problem. Despite the small number of simulations, the Bayesian approach proved to almost
produce as unbiased mean estimates of the model parameters as the Reeves method.

However, from this small simulation study it must be concluded that the Reeves method produced the least biased results.
Chapter 8

8 Identifiability of the logistic regression errors in variables model

8.1 Introduction
Throughout the previous chapters we have investigated the various methods that are available to correct for measurement error in the logistic regression model. This enabled us to form conclusions as to which methods are the best at estimating the model parameters in a number of situations. Foremost in these investigations is the assumption that the measurement error distribution could be estimated from a validation or reproducibility study. However, in some situations it is not always possible to incorporate such a study, or perhaps the study under investigation had already been conducted without a validation study. Indeed a 'gold standard' may not
always be available. In such situations none of the previous methods could be used and therefore a way of estimating the measurement error distribution, as well as the model parameters $\alpha_i$ and $\beta_i$, from a single study data set would be desirable.

In this chapter we consider the logistic regression measurement error problem in terms of identification where the term identifiability means that all the model parameters, including those associated with the measurement error, can be estimated uniquely from a single study data set. In the case of the linear regression measurement error problem, it was not identifiable if both the measurement error standard deviations were unknown. For the logistic regression problem we shall show that the problem is identifiable. We also consider the practical implementation of this theory. Further investigation is given to the estimation of the model parameters through the maximisation of the log-likelihood using both a classical and Bayesian approach.

### 8.2 Identification of the logistic regression model parameters

#### 8.2.1 Classical Model

Work has been conducted on the theory of estimating all the model parameters including the measurement error variance from a single study data set. Effectively this would remove the need for a separate validation study to estimate the measurement error variance and hence would reduce the need and associated costs of conducting such a study. The paper by Kuchenhoff (1994) shows that all the model parameters in the simple logistic model namely $\alpha_i$, $\beta_i$, $\mu$, $\sigma_i^2$ and $\sigma^2$ are estimable from the main study data set. However, it does not give a method for implementing this theory.

Kuchenhoff defines the simple logistic regression model to be
\[ P(Y = 1 | X = x) = G(\alpha_i + \beta_i x) \]

\[ Z = X + V \]

\[ V \sim N(0, \sigma^2_v) \]

\[ X \sim N(\mu_x, \sigma^2_x) \]

\((X, Y)\) and \(V\) are independent

\[ G(t) = (1 + \exp(-t))^{-1} \]

The following theorem is quoted from Kchenhoff's paper.

**Theorem:** In the simple logistic regression model with errors in the variables all parameters are identifiable if \( \sigma_x \neq 0 \) and \( \beta_i \neq 0 \) from the main study data set, where identifiability means that the following mapping is injective

\[ (\sigma_y, \sigma_x, \mu_x, \alpha_i, \beta_i) \rightarrow D(Y, Z) \]

and \( D(Y, Z) \) is the joint distribution of \( Y, Z \) generated by the model.

Kuchenhoff omitted some of the details in his proof; they are supplied here.

From equation (3.6) the function \( Q(Z) \) is defined to be

\[ Q(Z) = P(Y = 1 | Z) = \int P(Y = 1 | X) f(X | Z) dX \]

The conditional distribution of \( X \) given \( Z \) is normal with the parameters

\[ \mu_{X|Z} = \frac{\sigma^2_x}{\sigma^2_z} Z + \frac{\sigma^2_v}{\sigma^2_z} \mu_x \]

\[ \sigma^2_{X|Z} = \frac{\sigma^2_x \sigma^2_v}{\sigma^2_z} \]

Substituting into \( Q(Z) \), which is then re-arranged, the joint distribution of \( Y \) and \( Z \) can be written in the form
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\[ Q(z) = \int G(\alpha_t + \beta_t \left( \frac{\sigma_x^2}{\sigma_z^2} u + \frac{\sigma_z^2}{\sigma_x^2} z + \frac{\sigma_z^2}{\sigma_x^2} \mu_x \right)) \varphi(u) \, du \]

where \( \varphi() \) is the pdf of a standard normal distribution.

We write this as

\[ Q(z) = \int G(c_1 + c_2 z + \sqrt{c_3 u}) \varphi(u) \, du \]

where

\[ c_1 = \alpha_t + \beta_t \frac{\sigma_x^2}{\sigma_z^2} \mu_x \]
\[ c_2 = \beta_t \frac{\sigma_x^2}{\sigma_z^2} \]
\[ c_3 = \beta_t^2 \frac{\sigma_z^2}{\sigma_x^2} \]

and \( \int \) stands for \( \int_{-\infty}^{\infty} \) unless otherwise stated.

There are five parameters to be estimated namely \( \alpha_t, \beta_t, \mu_x, \sigma_x^2 \) and \( \sigma_z^2 \).

Rearranging the above equations we obtain

\[ \sigma_z^2 = \frac{c_3 \sigma_x^2}{c_2 \sigma_z^2 + c_3} \]
\[ \beta_t = c_2 + \frac{c_3}{c_2 \sigma_z^2} \]
\[ \alpha_t = c_1 - \frac{c_3}{c_2 \sigma_z^2} \mu_x \]

Also, from the measurement error model,

\[ \mu_x = \mu_z \]
\[ \sigma_x^2 = \sigma_z^2 - \sigma_v^2 \]
Since \( \mu_z \) and \( \sigma_z \) are easily estimable from the observed data, then provided \( c_1, c_2, \) and \( c_3 \) can be estimated, the model parameters are identifiable.

We will now show that the values \( c_1, c_2, \) and \( c_3 \) can be uniquely determined by the function \( Q \) in the following way.

\[
c_2 = \lim_{z \to \infty} \frac{Q'(z)}{Q(z)} + \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} \quad (8.1)
\]

\[
c_1 = -Q^{-1}(0.5)c_2 \quad (8.2)
\]

\[
c_3 = \left( K^{-1}(c_2^{-1}(1 - c_1)) \right)^2 \quad (8.3)
\]

where the function \( K: \mathbb{R}^*_+ \to \mathbb{R} \) is defined by:

\[
K(t) = \int G(1+tu)\phi(u)du
\]

The following proof for (8.1) will assume that \( c_2 > 0 \). A similar argument can be constructed for the case of \( c_2 < 0 \). If \( Q(z) \) is differentiated with respect to \( z \) then

\[
Q'(z) = \int c_2 G'(c_1 + c_2 z + \sqrt{c_3}u)\phi(u)du
\]

\[
= c_2 \int G'(w)\phi(u)du
\]

where

\[
w = c_1 + c_2 z + \sqrt{c_3}u
\]

Now \( G(w) \) satisfies \( G'(w) = G(w)(1 - G(w)) \). Hence

\[
Q'(z) = c_2 \int G(w)(1 - G(w))\phi(u)du
\]

As \( z \to \infty \), for \( c_2 > 0 \), \( w \to \infty \) so \( G(w) \to 1 \) and \( 1 - G(w) \to 0 \). Since \( G \) is bounded, interchanging the order of integration and taking the limit
\( Q'(z) \rightarrow 0 \quad \text{as} \quad z \rightarrow \infty \)

Similarly

\( Q(z) \rightarrow 1 \quad \text{as} \quad z \rightarrow \infty \)

and hence

\[
\lim_{z \to \infty} \frac{Q'(z)}{Q(z)} = 0
\]

It is also noted that

\[
\frac{Q'(z)}{Q(z)} = \frac{\int c_2 G(c_1 + c_2 z + \sqrt{c_3} u) - G(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}{\int G(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}
\]

(8.4)

\[
= c_2 \frac{\int G(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du - c_2 \int G^2(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}{\int G(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}
\]

\[
= c_2 - c_2 \frac{\int G^2(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}{\int G(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du}
\]

Since \( G(t) \leq e^t \),

\[
\int G^2(c_1 + c_2 z + \sqrt{c_3} u) \phi(u) du \leq \int \exp[2(c_1 + c_2 z + \sqrt{c_3} u)] \phi(u) du
\]

\[
= \int \exp(2c_1 + 2c_2 z + 2\sqrt{c_3} u) \phi(u) du
\]

\[
= \exp(2c_1 + 2c_2 z) \int \exp(2\sqrt{c_3} u) \phi(u) du
\]

(8.5)

The MGF of a standard normal distribution is

\[
M(t) = E(\exp(itu)) = \int \exp(itu) \phi(u) du
\]

\[
= \exp\left(\frac{1}{2} t^2\right)
\]
Hence, the integral in equation (8.5) can be written as

\[ \int \exp(2\sqrt{c_3}u) \rho(u) du = \exp\left(\frac{1}{2} (2\sqrt{c_3})^2\right) = \exp(2c_3) \quad \text{setting } t = 2\sqrt{c_3} \]

Therefore,

\[ \int G^2(c_1 + c_2 z + \sqrt{c_3} u) \rho(u) du \leq \exp(2c_1 + 2c_2 z + 2c_3) \]

Now if \( t < 0 \) then \( G(t) \geq \frac{1}{2} e^t \). If \( z < -c_1 c_2^{-1} = -\frac{c_1}{c_2} \) then \( c_1 + c_2 z < 0 \) and

\[ \int_{-\infty}^{0} G(c_1 + c_2 z + \sqrt{c_3} u) \rho(u) du \geq \frac{1}{2} \int_{-\infty}^{0} \exp(c_1 + c_2 z + \sqrt{c_3} u) \rho(u) du \]

\[ = \frac{1}{2} \exp(c_1 + c_2 z) \int_{-\infty}^{0} \exp(\sqrt{c_3 u}) \rho(u) du \]

Now

\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{0} \exp(au) \exp\left(-\frac{1}{2} u^2\right) du \]

\[ = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{0} \exp\left(-\frac{1}{2} (u^2 - 2au + a^2)\right) \exp\left(\frac{1}{2} a^2\right) du \]

\[ = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{0} \exp\left(-\frac{1}{2} (u - a)^2\right) du \exp\left(\frac{1}{2} a^2\right) \]

By taking \( w = u - a \) then

\[ = \exp\left(\frac{1}{2} a^2\right) \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{-a} \exp\left(-\frac{1}{2} w^2\right) dw \]

\[ = \exp\left(\frac{1}{2} a^2\right) \Phi(-a) \]

On substitution of \( a = \sqrt{c_3} \)

\[ \int_{-\infty}^{0} \exp(\sqrt{c_3 u}) \rho(u) du = \exp\left(\frac{1}{2} c_3\right) \Phi(-\sqrt{c_3}) \]
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Therefore,
\[
\int G(c_1 + c_2z + \sqrt{c_3}u)\varphi(u)du \geq \frac{1}{2} \exp\left(c_1 + c_2z + \frac{1}{2}c_3\right)\Phi(-\sqrt{c_3})
\]
where \( \Phi \) is the standard normal distribution function.

\[
0 \leq \lim_{z \to -\infty} \frac{\int G^2(c_1 + c_2z + \sqrt{c_3}u)\varphi(u)du}{\int G(c_1 + c_2z + \sqrt{c_3}u)\varphi(u)du} \leq \lim_{z \to -\infty} \frac{\exp(2c_1 + 2c_2z + 2c_3)}{\exp\left(c_1 + c_2z + \frac{1}{2}c_3\right)\frac{1}{2}\Phi(-\sqrt{c_3})} \to 0 \quad \text{as } z \to -\infty \text{ since } c_2 > 0
\]

Hence,
\[
\lim_{z \to -\infty} \frac{\int G^2(c_1 + c_2z + \sqrt{c_3}u)\varphi(u)du}{\int G(c_1 + c_2z + \sqrt{c_3}u)\varphi(u)du} = 0
\]

So in (8.1)
\[
\lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} = c_2 \quad \text{and} \quad \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} = 0
\]

Therefore,
\[
c_2 = \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} + \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)}
\]

which proves (8.1).

To prove (8.2) let \( a = \sqrt{c_3} \) then
\[
\int_{-\infty}^{\infty} G(au)\varphi(u)du
\]

\[
= \int_{0}^{\infty} G(au)\varphi(u)du + \int_{-\infty}^{0} G(au)\varphi(u)du
\]

\[
= \int_{0}^{\infty} G(-au)\varphi(-u)du + \int_{0}^{\infty} G(au)\varphi(u)du
\]
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\[
\int_{0}^{\infty} G(-au) \varphi(u) du + \int_{0}^{\infty} G(au) \varphi(u) du \quad \text{by symmetry of } \varphi
\]

\[
\int_{0}^{\infty} (G(-au) + G(au)) \varphi(u) du
\]

\[
= \int_{0}^{\infty} \left( \frac{1}{1 + \exp(-au)} + \frac{1}{1 + \exp(au)} \right) \varphi(u) du
\]

\[
= \int_{0}^{\infty} \frac{2 + \exp(au) + \exp(-au)}{2 + \exp(au) + \exp(-au)} \varphi(u) du = \frac{1}{2}
\]

Therefore,

\[
\int G(c_3u) \varphi(u) du = \frac{1}{2}
\]

Taking \( z = \frac{-c_1}{c_2} \) in \( Q(z) = \int G(c_1 + c_2z + \sqrt{c_3}u) \varphi(u) du \)

we have

\[
Q\left( \frac{-c_1}{c_2} \right) = \int G(c_1 - c_1 + \sqrt{c_3}u) \varphi(u) du
\]

\[
= \int G(\sqrt{c_3}u) \varphi(u) du = \frac{1}{2}
\]

Therefore,

\[
Q\left( \frac{-c_1}{c_2} \right) = \frac{1}{2}
\]

As \( Q' > 0 \), \( Q \) is injective and therefore has an inverse. Hence,

\[
-\frac{c_1}{c_2} = Q^{-1}\left( \frac{1}{2} \right)
\]

so that equation (8.2) is true.
To prove the final result of equation (8.3)
\[ c_3 = (K^{-1}Q(c_2^{-1}(1-c_1)))^2 \]
we must show that the function \( K \)
\[ K(t) = \int G(1+tu)\varphi(u)du \]
is invertible on \( \mathbb{R}_+^* \). Differentiating the function \( K \) with respect to \( t \)
\[ K'(t) = \int G'(1+tu)\varphi(u)du \]
\( G'(\nu) \) is symmetric about 0 and is monotonic decreasing for \( \nu > 0 \) and monotonic increasing for \( \nu < 0 \). So if, \( x > y > 0 \), \( G'(x) < G'(y) \). If, \( x > |y| \) and \( y < 0 \), \( G'(x) < G'(|y|) = G'(y) \). Therefore, if \( x > |y| \), \( G'(x) < G'(y) \). So for \( u, t > 0 \)
\[ |1+tu| > |1-tu| \Rightarrow G'(1+tu) < G'(1-tu) \]
Hence,
\[ \int_0^\infty G'(1+tu)\varphi(u)du < \int_0^\infty G'(1-tu)\varphi(u)du \]
\[ = \int_0^\infty G'(1+tw)(-w)\varphi(w) - dw \quad \text{where} \quad w = -u \]
\[ = \int_0^\infty G'(1+tw)\varphi(w)dw \]
\[ = -\int_{-\infty}^0 G'(1+tw)\varphi(w)dw \]
Therefore,
\[ \int_0^\infty G'(1+tu)\varphi(u)du < -\int_{-\infty}^0 G'(1+tu)\varphi(u)du \]
\[ \int_0^\infty G'(1+tu)\varphi(u)du + \int_{-\infty}^0 G'(1+tu)\varphi(u)du < 0 \]
\[ K'(t) = \int_{-\infty}^{\infty} G'(1 + tu) \varphi(u) du < 0 \]

So \( K'(t) < 0 \) for all \( t \) and so \( K(t) \) is monotonic decreasing and therefore has an inverse. Now

\[
Q\left(\frac{1-c_1}{c_2}\right) = \int G\left( c_1 + c_2 \left( \frac{1-c_1}{c_2} \right) + \sqrt{c_3} u \right) \varphi(u) du
\]

\[
= \int G(1 + \sqrt{c_3} u) \varphi(u) du
\]

\[
= K(\sqrt{c_3})
\]

Therefore,

\[
\sqrt{c_3} = K^{-1}\left( \int Q\left(\frac{1-c_1}{c_2}\right) \right)
\]

and so

\[
c_3 = \left[ K^{-1}\left( \int Q\left(\frac{1-c_1}{c_2}\right) \right) \right]^2 \quad (8.3)
\]

Therefore, the three values of \( c_1, c_2, \) and \( c_3 \) can be uniquely determined by the function \( Q \) and the observed model parameters and hence the problem is identifiable.

However, it leaves the practical problem of estimating these three quantities. Kuchenhoff states that though in theory the model parameters can be identified he had found no practical way of estimating them. This point will be discussed later.

**8.2.1.1 The multiple logistic regression model**

The previous section showed that theoretically the simple logistic regression model is identifiable. This leads to the question as to whether the multiple logistic regression model is also identifiable.
It is assumed that a vector \( X \) contains a set of \( d \) covariates, where the first \( d_1 \) covariates are measured with error and therefore the remaining covariates are assumed to be measured precisely. Hence, the model is

\[
P(Y=1|Z=z)=G(\alpha, +x\beta_i)
\]

\[
Z=X+V \quad \dim X = d
\]

\[
V = (V_1^T, 0^T) \quad V_1 \sim N(0, \Sigma_v) \quad \Sigma_v \text{ regular} \quad \dim V_1 = d_1 \leq d
\]

\[
X \sim N(\mu_x, \Sigma_x) \quad \Sigma_x \text{ regular}
\]

\((X, Y)\) and \( V \) are assumed to be independent

This model implies that for \( Q(z) = P(Y = 1|Z = z) \)

\[
Q(z) = \int G(\alpha, +z^T \Sigma_z^{-1} \Sigma_x \beta_i + \mu_x^T \Sigma_z^{-1} \Sigma_v \beta_i + (\beta_i^T \Sigma_x \Sigma_z^{-1} \Sigma_v \beta_i)^{1/2} u) \varphi(u) d(u)
\]

Kuchenhoff proves that without further information concerning the measurement error matrix \( \Sigma_v \), this model is not identifiable. The system of equations produced by this model that is

\[
P(Y = 1|Z = z)=Q(z) = \int G \left( c_1 + z^T c_2 + \sqrt{c_3} u \right) \varphi(u) d(u)
\]

\[
Z \sim N(\mu_z, \Sigma_z)
\]

\[
\Sigma_z = \Sigma_x + \Sigma_v
\]

\[
\mu_z = \mu_x
\]

\[
c_1 = \alpha_i + \mu_x^T \Sigma_z^{-1} \Sigma_v \beta_i
\]

\[
c_2 = \Sigma_z^{-1} \Sigma_x \beta_i
\]
\[ c_3 = \beta_i \Sigma_x \Sigma_x^{-1} \Sigma_{x} \beta_i, \]

results in more parameters to be estimated than there are equations if \( d_i > 1 \). However, if \( \Sigma_x \) is a known constant then there are enough equations to estimate the remaining model parameters and hence the model is identifiable.

### 8.2.2 Berkson Model – An extension to the Kuchenhoff paper
The theory by Kuchenhoff was derived for the classical measurement error model. A natural extension to this work is to consider the Berkson measurement error model, to see if this case is identifiable. In the Kuchenhoff notation, the Berkson measurement error model can be described in the following terms.

\[
Q(Z) = P(Y = 1|Z) = \int P(Y = 1|X) f(x|Z) dx
\]

where the conditional distribution of \( X \) given \( Z \) is normal with the parameters

\[
\mu_{x|z} = \mu_z, \quad \sigma_{x|z}^2 = \sigma_v^2 + \sigma_z^2
\]

Substituting into \( Q(Z) \), which is then re-arranged, the joint distribution of \( Y \) and \( Z \) can be written in the form

\[
Q(z) = \int G(\alpha + \beta x) \frac{1}{\sqrt{\sigma_v^2 + \sigma_z^2}} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2(\sigma_v^2 + \sigma_z^2)} (x-z)^2 \right) dx
\]

If we make the substitution

\[
u = \frac{x - z}{\sqrt{\sigma_v^2 + \sigma_z^2}}
\]

then

\[
x = z + \sqrt{\sigma_v^2 + \sigma_z^2} u
\]

Therefore, \( Q(z) \) can be re-arranged to...
\[ Q(z) = \int G(\alpha + \beta z + \beta \sqrt{\sigma^2 + \sigma^2 u}) \rho(u) du \]  

(8.6)

Using Kchenhoff's notation (8.6) can be written in the form

\[ Q(z) = \int G(c_1 + c_2 z + \sqrt{c_3} u) \rho(u) du \]

where

\[ c_1 = \alpha \]
\[ c_2 = \beta \]
\[ c_3 = \beta^2(\sigma^2 + \sigma^2_\epsilon) \]

For both the classical and Berkson measurement error models there are five parameters to be estimated namely \( \alpha_t, \beta_t, \mu_x, \sigma^2_x \) and \( \sigma^2_\epsilon \). For the Berkson measurement error model, in terms of \( c_1, c_2 \) and \( c_3, \alpha_t, \beta_t, \) and \( \sigma^2_\epsilon \) can be written as

\[ \alpha = c_1 \]
\[ \beta = c_2 \]
\[ \sigma^2_\epsilon = \frac{c_3}{c_2^2} - \sigma^2 \]

where \( \sigma^2 \) can be estimated from the observed data.

Therefore, the Berkson logistic regression measurement error model is identifiable if \( c_1, c_2 \) and \( c_3 \) can be estimated.

For the Berkson measurement error model it can be shown that, like the classical measurement error model, \( c_1, c_2, \) and \( c_3 \) can be uniquely determined by the function \( Q \) in the following way.

\[ c_2 = \lim_{z \to \infty} \frac{Q'(z)}{Q(z)} + \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} \]  

(8.1)

\[ c_1 = -Q^{-1}(0.5) c_2 \]  

(8.2)
\[ c_3 = (K^{-1}Q(c_2^{-1}(1-c_1)))^2 \]  \hspace{1cm} (8.3)

where the function \( K: \mathbb{R}^+_0 \rightarrow \mathbb{R} \) is defined by:

\[ K(t) = \int G(1+tu)\varphi(u)du \]

As the proof for the Kuchenhoff theory depends on the quantities \( c_1, \ c_2, \) and \( c_3 \) and the form of \( Q(z) \), the same proof for the Classical measurement error model holds for the Berkson measurement error model. That is, the Berkson logistic regression measurement error model is identifiable if the three values of \( c_1, \ c_2, \) and \( c_3 \) can be uniquely determined by the function \( Q \) and the observed model parameters.

8.2.3 Conclusion to the theoretical side of identification of the errors-in-variables model

For the logistic regression errors-in-variables model there is only one error variance to be estimated. Kuchenhoff has shown that the model is identifiable if the classic measurement error model holds. We have taken this work a step further by looking at the case where the measurement error model follows a Berkson model and shown that the model is also identifiable in this case.

8.3 Analytical methods of implementing the Kuchenhoff theory

8.3.1 Estimate \( Q(z) \) by the logistic model

To implement these results we need to provide an estimate of \( Q(z) \) in a different way from calculating the likelihood. An analytical form is needed so that the limits can be evaluated. The obvious type of function is the logistic.

\[ Q(z) = \frac{\exp(\alpha + \beta z)}{1 + \exp(\alpha + \beta z)} \]  \hspace{1cm} (8.7)

Then
\[ Q'(z) = \frac{\beta \exp(\alpha_x + \beta_x z)}{(1 + \exp(\alpha_x + \beta_x z))^2} \]

and hence

\[ \frac{Q'(z)}{Q(z)} = \frac{\beta_x}{1 + \exp(\alpha_x + \beta_x z)} \]

If \( \beta_x \geq 0 \) then the limits are

\[ \lim_{z \to \infty} \frac{Q'(z)}{Q(z)} = 0 \]

\[ \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} = \beta_x \]

If \( \beta_x < 0 \) then the limits are

\[ \lim_{z \to \infty} \frac{Q'(z)}{Q(z)} = \beta_x \]

\[ \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} = 0 \]

Therefore, \( c_2 = \beta_x \).

From (8.2)

\[ c_1 = -Q^{-1}(0.5)k_c \]

On re-arrangement

\[ Q\left(-\frac{c_1}{c_2}\right) = \frac{1}{2} \]

Now \( Q^{-1}(0.5) = -\frac{\alpha_x}{\beta_x} \). Hence, \( c_1 = \alpha_x \).
Both of the above estimates can be made from the main study set. This leaves a value for \( c_3 \) to be determined.

The value of \( c_3 \) can be uniquely determined by the function \( Q \) and the function \( K \) defined by (8.3) and (8.4). This cannot be evaluated analytically but an approximation can be attempted. Substituting the values already obtained for \( c_1 \) and \( c_2 \) in (8.3),

\[
Q\left(\frac{1-c_1}{c_2}\right) = G\left(\alpha_s + \beta_s\left(\frac{1-c_1}{c_2}\right)\right) = G(1) = \frac{e}{1+e}
\]

Hence we require \( c_3 \) such that

\[
K\left(\sqrt{c_3}\right) = G(1)
\]

A Taylor expansion gives

\[
K(t) \approx \left[ G(1) + tuG'(1) + \frac{(tu)^2}{2}G''(1) + \ldots \right] \varphi(u)\,du
\]

This integral is an odd function therefore, the coefficients of the odd powers of \( t \) are all zero. Hence, on expansion

\[
K(t) = G(1) + G''(1)\frac{t^2}{2} + G''(1)\frac{t^4}{4!} + G''(1)\frac{t^6}{6!} + \ldots
\]

\[
= G(1) + G''(1)\frac{t^2}{2} + G''(1)\frac{t^4}{8} + G''(1)\frac{t^6}{48}
\]

(8.8)

Since we require \( t \) such that \( K(t) = 1 \), then

\[
0 \approx G''(1)\frac{t^2}{2} + G''(1)\frac{t^4}{8} + G''(1)\frac{t^6}{48} + \ldots
\]

Taking the second order term only gives \( t = 0 \), which then gives \( c_3 = 0 \) and \( \sigma_v = 0 \).

This is the same na"ive solution that would be obtained by ignoring the measurement error.
Taking the fourth order term

\[ G''(t) + G''(t) \frac{t^2}{4} = 0 \]

Now

\[ G''(t) = \frac{e(1-e)}{(1+e)^2} = -0.09086 \]

\[ G^{IV}(t) = \frac{e(1-11e + 11e^2 - e^3)}{(1+e)^3} = 0.123507 \]

This leads to

\[ t^2 = c_3 = 2.94267 \]

and

\[ \sigma_s^2 = \frac{2.94267 \sigma_z^2}{\beta^2 \sigma_z^2 + 2.94267} \]

Hence,

\[ \beta_t = \beta_z + \frac{2.94267}{\beta, \sigma_s^2} \]

Therefore, using the logistic model to estimate the function \( Q(z) \) produces a correction factor method. This method is dependent on \( \sigma_z \) and therefore, in turn is dependent on \( \sigma_v \) hence, the correction factor part will change as \( \sigma_v \) changes. However, the application of this correction factor method did not produce realistic estimates hence, a further approximation was implemented.

Taking the sixth order term

\[ G''(t) + G''(t) \frac{t^2}{4} + G^{IV}(t) \frac{t^4}{24} = 0 \]
Now

\[ G''(x) = \frac{e^{-x} \left( -1 + 34e^{-x} - 99e^{-2x} + 44e^{-3x} - 2e^{-4x} \right)}{(1 + e^{-x})^6} - \frac{3e^{-2x} \left( -8 + 79e^{-x} - 119e^{-2x} + 33e^{-3x} - e^{-4x} \right)}{(1 + e^{-x})^7} \]

\[ = e^{-x} \left( 1 - e^{-x} \right) \left( -1 - 56e^{-x} + 246e^{-2x} - 56e^{-3x} + e^{-4x} \right) \]

\[ \left( 1 + e^{-x} \right)^7 \]

Hence,

\[ G''(1) = -0.2834339 \]

When this term is substituted into (8.8), there is no solution to \( t^2 \) and hence there is no solution to \( c_3 \).

Therefore, we have found no way of implementing Kuchenhoff's theoretical results if the logistic model is used to estimate \( Q(z) \). This is in line with Kuchenhoff's results; he stated that he also found no practical way of implementing his theory, though no details were given of the methods that he considered.

8.3.2 The use of other approximations to \( P(Y = 1|Z) \) in the theory by Kuchenhoff

Aim: To see if the probit model can be used in the method by Kuchenhoff

It has already been shown that the method fails when the logistic model is used to estimate \( Q(z) \). A possible alternative is to use the probit model.

Let

\[ Q(z) = \Phi(\alpha + \beta z) \]

where \( \Phi() \) is the normal cumulative distribution function.

\[ Q(z) = \int_{-\infty}^{\alpha + \beta z} \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{u^2}{2} \right) du \]
and the derivative is
\[
Q'(z) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{(\alpha_z + \beta_z z)^2}{2}\right) \beta_z
\]

Hence
\[
\frac{Q'(z)}{Q(z)} = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{(\alpha_z + \beta_z z)^2}{2}\right) \beta_z \int_{-\infty}^z \exp\left(-\frac{u^2}{2}\right) du
\]

Therefore, taking the limits
\[
\frac{Q'(z)}{Q(z)} = \frac{\phi(z)}{\Phi(z)}
\]

By L’Hopital’s Rule
\[
\lim_{z \to -\infty} \frac{\phi(z)}{\Phi(z)} = \frac{\phi'(-\infty)}{\Phi'(-\infty)} = \frac{\phi'(-\infty)}{\phi(-\infty)}
\]

Hence,
\[
\frac{\phi(z)}{\Phi(z)} = \frac{-z \exp\left(-\frac{1}{2} z^2\right)}{\exp\left(-\frac{1}{2} z^2\right)} \to \infty \quad \text{as } z \to -\infty
\]

Therefore,
\[
\lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} \to 0 \quad \text{and} \quad \lim_{z \to -\infty} \frac{Q'(z)}{Q(z)} \to \infty
\]

Therefore, if the probit model is used to approximate \(Q(z)\) then \(c_2 = 0\) or \(c_2 = \infty\). As a result the probit model is also not useful in trying to estimate the measurement error distribution.

_Aim: To see if there is a way of combining the methods of Kuchenhoff and Reeves_
From Chapter 3, it was shown that Reeves had devised a method using the following approximation to $Q(z)$

$$Q(z) \approx \frac{\alpha_i + \beta_i \mu_x (1 - \gamma_{x,z}) + \beta_i \gamma_{x,z} z}{\left(1 + k^2 \beta_i^2 \sigma^2_{x,z}\right)^{\frac{1}{2}}}$$

where $G(\cdot)$ as usual denotes the logistic function. If this function is re-defined so that

$$\alpha_s = \frac{\alpha_i + \beta_i \mu_x (1 - \gamma_{x,z})}{\left(1 + k^2 \beta_i^2 \sigma^2_{x,z}\right)^{\frac{1}{2}}}$$

and

$$\beta_s = \frac{\beta_i \gamma_{x,z}}{\left(1 + k^2 \beta_i^2 \sigma^2_{x,z}\right)^{\frac{1}{2}}}$$

then $Q(z) = G(\alpha_s + \beta_s, Z)$. Hence the result for $c_2$ is the same as in 4.3.1. Such that,

$$c_2 = \beta_s \quad \text{and} \quad c_1 = \alpha_s$$

Therefore the same theory applies as described in 4.3.1. That is, the Reeves method does not produce analytical estimates of the model parameters when the measurement error variance is unknown in the theory by Kuchenhoff.

### 8.3.3 Conclusion

The limited number of models, which have the right type of behaviour at the limits, used to approximate $Q(z)$ in this section, have proven that we have found no practical way of implementing the method by Kuchenhoff. However, given that the Kuchenhoff theorem depends on the behaviour as $x \to \infty$, from a single dataset little information could be provided with regard to the explanatory variable at the limits and therefore, this result is not surprising. As the probit model differs from the logistic model at the limits, the probit model is also considered for identifiability.
8.4 Identification of the probit regression model parameters

In Chapter 3 we explained the probit regression measurement error model. In order to estimate the model parameters, the log-likelihood

\[
LogL = \sum_{i=1}^{n} y_i \log p_i + \sum_{i=1}^{n} (1 - y_i) \log(1 - p_i)
\]

is minimized where

\[
p_i = P(Y = 1 | z) = \Phi \left( \alpha_i + \beta_i \left( \frac{\sigma_x^2 z + \sigma_v^2 \mu_x}{\sigma_x^2 + \sigma_v^2 \mu_x} \right) \right) \left( 1 + \beta_i^2 \left( \frac{\sigma_x^2}{\sigma_z^2} \right)^{1/2} \right)
\]

Though the probit regression model is not so well used in practice, the minimization of the log-likelihood is simpler as it does not require numerical integration in order to determine \( P(Y = 1 | z) \).

In terms of identifying all the model parameters from a single data set, the probit model is claimed to be not identifiable (Carroll et al (1995)) though we have found no proof of this result.

As we discussed in chapter 2, the logistic and probit models are very similar through the middle range of probability values, Figure 8.1. The difference between the two models can be seen at the extreme values.
Figure 8.1: Graph to show logistic, probit and complementary log-log mean values across the range \([0,1]\)

As the probit model is not identifiable and the Kucenhoff theorem depends on the behaviour as \(x \to \infty\), the identifiability of the logistic model must depend on a quite subtle behaviour at the limits. When considering a practical dataset, it is unlikely that there will be a huge amount of information at the limits especially as \(X\) is assumed to be Normally distributed. Therefore it is unlikely that there would be sufficient information to estimate all the model parameters using this theory.
8.5 Maximisation of the log likelihood to estimate $\alpha_i$, $\beta_i$ and $\sigma_i^2$

8.5.1 Introduction
It has been proven that for the logistic regression measurement error problem, all three of
the model parameters can be estimated from a single data set. This chapter has also
shown that there are no obvious ways of implementing this theory in practice. This
section studies the associated log-likelihood and estimates of the model parameters when
the log-likelihood is maximized to try to understand why the theory exists but no
practical implementation is available.

8.5.2 Estimating the three model parameters
The theory by Kuchenhoff proved that all three model parameters could be estimated
from a single study dataset. In this section, the log likelihood function is maximised in
order to investigate the log likelihood function when all three parameters are to be
estimated from a single dataset. The data was generated as before according to the
following model:

13) Sample size $N$, was chosen to be 500 and 1000 respectively.
14) The true $X$ values were assumed to follow a Normal Distribution with parameters

\[ X \sim N(30, 10^2) \]

15) The observed $Z$ values were generated according to a classical measurement error

model, $Z = X + V$, where $V$ was also assumed to be Normally distributed $V \sim (0, \sigma_i^2)$
16) The disease status $Y$ was generated conditional on $X$ for the Case A where $\alpha_i = -3$ and $\beta_i = 0.1$, and the prevalence of the disease is 0.5 and $Y = 1$ with probability

$$P(Y = 1|X) = \frac{\exp(\alpha_i + \beta_i X)}{1 + \exp(\alpha_i + \beta_i X)}$$

17) The measurement error standard deviation $\sigma_e$ ranged from 0 to 4, with steps of 1.

18) For each dataset, by each value of $\sigma_e$, the starting values for the maximisation of the log likelihood were the ordinary logistic regression model parameters, $\alpha_i$ and $\beta_i$, and $\sigma_e$ was given the values 0, 2 and 4.
N=500

The results for N=500 are tabulated in Table 8.1 to Table 8.5. The likelihood value is displayed as $-\log(\text{likelihood})$ so for these results a minimum is required.

When there is no measurement error in the explanatory variable, and the starting value for $\sigma_y$ in the maximisation technique is 0, the estimates of $\alpha_i$ and $\beta_i$ are very similar to the ordinary logistic regression method estimates. With respect to the estimate of $\sigma_y$, the maximisation technique estimates are all approximately 0. For all the datasets examined, this behaviour was consistent in all cases when the starting value for $\sigma_y$ was 0.

When the starting value for $\sigma_y$ is set to 2 and 4 respectively, in four of the datasets the maximisation technique found a maximum at $\hat{\sigma}_y > 8$, that is it found the scenario that $\hat{\sigma}_y \approx \hat{\sigma}_x$. These four datasets are colour coded as red in Table 8.1. This means that a maximum of the log likelihood has been found that corresponds to the case where all the variation in the observed $Z$ values is measurement error, and there is little variation in the true $X$ value. When the scenario of $\hat{\sigma}_y \approx \hat{\sigma}_x$ was found by the maximisation technique, the resulting estimate for $\beta_i$ was a large positive value and correspondingly, the value of $\hat{\alpha}_i$ was large and negative. Comparing the log(likelihood) values the values have reduced by a small amount of the order of 0.0215 to 0.1, suggesting a very flat likelihood.

The results for the case where the true value in the measurement error model of $\sigma_y$ was set to 1 are displayed in Table 8.2. As previously observed, when the starting value of $\sigma_y$
is set to 0, the maximisation technique estimates of $\alpha_i$ and $\beta_i$ are the same as those estimated by the ordinary logistic regression method with an estimate of $\sigma_v$ which is approximately 0. When the starting values for $\sigma_v$ are set to 2 and 4 respectively, again the same four datasets have estimate of $\sigma_v > 8$. So with the increase in the measurement error standard deviation, the same behaviour of a maximum being found at $\hat{\sigma}_v = 0$ when the starting value is zero, is observed. The same pattern of results are found for all values of the measurement error standard deviation.

These results suggest that the likelihood is very flat. In some cases there may be a local maxima at $\hat{\sigma}_v = 0$, in others, the maximum of the likelihood can be found when $\hat{\sigma}_v \approx \hat{\sigma}_x$. Which scenario is found by the maximisation technique seems to depend on the starting values of the model parameters suggesting that due to the nature of the likelihood the maximisation technique is unable to consistently find the maximum.
<table>
<thead>
<tr>
<th>$x$</th>
<th>$\log f(x)$</th>
<th>$\log g(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Table 8.1: Example Table**
### Table 8.2: $D = \beta Z$

<table>
<thead>
<tr>
<th>Value</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
</tbody>
</table>

### Table 8.3: $D = \beta Z$

<table>
<thead>
<tr>
<th>Value</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
<th>0000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
<tr>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
<td>0000.0</td>
</tr>
</tbody>
</table>

Ordinary Logistic Regression
### Table 8.3: $\phi = 4$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2.495</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3.183</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4.858</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6.533</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table 8.4: $\phi = 3$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\phi$</th>
<th>$\hat{\phi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2.495</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3.183</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4.858</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6.533</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Ordinary Logit
N=1000

The previous exercise was repeated for a sample size of 1000, to see if the results that were found were affected by the sample size. Again the likelihood value is given as \(-\log(\text{likelihood})\) and therefore a minimum value is required. Table 8.6 to Table 8.10 show the results for the different cases where the true value of \(\sigma_v\) in the measurement error model is set to 0 to 4 respectively.

The same patterns and results were identified as for the previous sample size. Again, the datasets where the maximisation technique found the scenario of \(\hat{\sigma}_v \approx \hat{\sigma}_x\) have been high-lighted in red. These datasets show that the likelihood is very flat as the maximisation technique finds different estimates of \((\alpha, \beta, \sigma_v)\) with very similar values for \(-\log(\text{likelihood})\).

For dataset 8, high-lighted in blue throughout all the tables, it can be seen that a different scenario has been found with respect to the estimates of the model parameters. For this dataset, when the true value of \(\sigma_v\) has been set to zero in the simulation model, a maximum has been found when \(\hat{\sigma}_v = 3.0650\). As the true value of \(\sigma_v\) is increased in the simulation model, so different scenarios are found. For the case where the true value of \(\sigma_v\) is set to 4 in the simulation model then the scenario of \(\hat{\sigma}_v \approx \hat{\sigma}_x\) is found. From examination of the \(-\log(\text{likelihood})\) values, the values are very similar showing a flat likelihood.
This particular dataset again shows that the likelihood is very flat. As a result, there could be a number of local maxima which are not dependent on the true values of the model parameters. If that were the case then the identification of the local maxima would be dependent on the starting values for the model parameters rather than the data itself.
\[ y = 0 \]

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.060</td>
<td>0.120</td>
</tr>
<tr>
<td>0.050</td>
<td>0.100</td>
</tr>
<tr>
<td>0.040</td>
<td>0.080</td>
</tr>
<tr>
<td>0.030</td>
<td>0.060</td>
</tr>
<tr>
<td>0.020</td>
<td>0.040</td>
</tr>
<tr>
<td>0.010</td>
<td>0.020</td>
</tr>
</tbody>
</table>

**Table 8.6:**

### Ordinary Logistic Regression

<table>
<thead>
<tr>
<th>( \hat{y} )</th>
<th>( \hat{y} )</th>
<th>( \hat{y} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.060</td>
<td>0.120</td>
<td>0.180</td>
</tr>
<tr>
<td>0.050</td>
<td>0.100</td>
<td>0.160</td>
</tr>
<tr>
<td>0.040</td>
<td>0.080</td>
<td>0.140</td>
</tr>
<tr>
<td>0.030</td>
<td>0.060</td>
<td>0.120</td>
</tr>
<tr>
<td>0.020</td>
<td>0.040</td>
<td>0.100</td>
</tr>
<tr>
<td>0.010</td>
<td>0.020</td>
<td>0.080</td>
</tr>
</tbody>
</table>
### Table 8.8: $\omega \neq 2$

| $\omega$ | $\phi$ | $\alpha$ | $\beta$ | $\gamma$ | $\delta$ | $\epsilon$ | $\zeta$ | $\eta$ | $\theta$ | $\iota$ | $\kappa$ | $\lambda$ | $\mu$ | $\nu$ | $\xi$ | $\omicron$ | $\pi$ | $\rho$ | $\sigma$ | $\tau$ | $\upsilon$ | $\phi$ | $\chi$ | $\psi$ | $\omega$ |
|---------|-------|---------|--------|---------|--------|---------|--------|-------|--------|-------|--------|--------|-------|-------|--------|--------|-------|--------|--------|--------|--------|--------|--------|--------|-------|-------|
| 0       | 0     | 0       | 0      | 0       | 0      | 0       | 0      | 0     | 0       | 0     | 0       | 0       | 0     | 0      | 0      | 0      | 0     | 0       | 0      | 0      | 0       | 0      | 0     | 0      | 0      |
| 1       | 1     | 1       | 1      | 1       | 1      | 1       | 1      | 1     | 1       | 1     | 1       | 1       | 1     | 1      | 1      | 1      | 1     | 1       | 1      | 1      | 1       | 1      | 1     | 1      | 1      |

### Table 8.7: $\omega \neq 1$

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$\phi$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\eta$</th>
<th>$\theta$</th>
<th>$\iota$</th>
<th>$\kappa$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
<th>$\nu$</th>
<th>$\xi$</th>
<th>$\omicron$</th>
<th>$\pi$</th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$\tau$</th>
<th>$\upsilon$</th>
<th>$\phi$</th>
<th>$\chi$</th>
<th>$\psi$</th>
<th>$\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Ordinary Logistic Regression
### Table 8.10: \( \alpha = 4 \)

<table>
<thead>
<tr>
<th>( \bar{\phi}_0 )</th>
<th>( \bar{\phi}_1 )</th>
<th>( \bar{\phi}_2 )</th>
<th>( \bar{\phi}_3 )</th>
<th>( \bar{\phi}_4 )</th>
<th>( \bar{\phi}_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000'0 00000'0  00000'0 00000'0 00000'0 00000'0</td>
<td>6919 6919 6919 6919 6919 6919</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
</tr>
<tr>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>

### Table 8.9: \( \alpha = 3 \)

<table>
<thead>
<tr>
<th>( \bar{\phi}_0 )</th>
<th>( \bar{\phi}_1 )</th>
<th>( \bar{\phi}_2 )</th>
<th>( \bar{\phi}_3 )</th>
<th>( \bar{\phi}_4 )</th>
<th>( \bar{\phi}_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000'0 00000'0  00000'0 00000'0 00000'0 00000'0</td>
<td>6919 6919 6919 6919 6919 6919</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
<td>00000'0 00000'0 00000'0 00000'0 00000'0 00000'0</td>
</tr>
<tr>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
<td>( \alpha = 4 )</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>
8.5.3 Conclusion
From this simulation study it appears that the solution found by the maximization technique is very dependent on the starting values for the model parameters. The main results are two scenarios, the first is that \( \hat{\sigma}_v = 0 \), and the second is that \( \hat{\sigma}_v \approx \hat{\sigma}_x \). The difference in the value of the likelihood for these two different scenarios is marginal suggesting that the likelihood is very flat. Further to this, if the starting value for \( \sigma_v \) is zero, then the solution is an estimate for \( \sigma_v \) close to zero. Therefore, there is either a local maximum near to zero or else the optimization routine is unable to find a maximum as the likelihood is too flat. The following section investigates into these conclusions further.
8.5.4 Investigation into the logistic regression measurement error likelihood
The results from the previous section identified a number of questions. These included whether the results are from the inaccuracy in the numerical integration or whether local maxima were being identified by the maximisation technique instead of looking through the whole search space. Finally, is there a local maxima at $\sigma_v = 0$ despite the true value of $\sigma_v$. The following sections consider these points.

8.5.4.1 Accuracy in the programming
To conduct the previous investigation, a program was written in Fortran with the aid of NAG routines (www.nag.co.uk). Two NAG routines were used in particular, one for the numerical integration and the other for the maximization of the log-likelihood. The associated accuracy and stopping criteria of these routines are covered in the following sections.

Numerical Integration
The NAG routine, D01AMF, calculates an approximation to the integral of a function $f(x)$ over an infinite interval $[a, b]$:

$$I = \int_{a}^{b} f(x) \, dx$$

in this case

$$I = \int G \left( \alpha, + \beta \left( \frac{\sigma_r \sigma_v}{\sigma_z^2} u + \frac{\sigma_v^2}{\sigma_z^2} z + \frac{\sigma_r^2}{\sigma_z^2} \mu_x \right) \right) \varphi(u) \, du$$
The infinite integral is transformed to \([0,1]\) and an adaptive procedure is then employed on the transformed integral, see NAG website for further details. The accuracy of the routine is defined by

\[ |I - \text{result}| \leq tol \]

where

\[ tol = \max\{EPSABS, |EPSREL| \times |I|\} \]

and

- \(I\) is the integral to solved
- \(\text{Result}\) is the solution to the integral
- \(EPSABS\) is the absolute accuracy, in this case 0.0
- \(EPSREL\) is the relative accuracy, in this case \(1.0 \times 10^{-10}\)

To numerically solve the integral

\[ I = \int G\left(\alpha, + \beta, \left(\frac{\sigma_x \sigma_y}{\sigma_z^2} u + \frac{\sigma_x^2}{\sigma_z^2} z + \frac{\sigma_y^2}{\sigma_z^2} \mu_s\right)\right) \varphi(u) du \]

the stopping criteria determined by the accuracy of \(ESPABS\) and \(EPSREL\) were deemed to be sufficient in order to provide a good approximation to the integral.

The accuracy associated with this routine seems to suggest that the variable results were not due to the numerical integration procedure.
**Maximisation Technique**

The NAG routine, E04JYF, uses a quasi-Newton algorithm for finding a maximum of a function \( F(x_1, \ldots, x_n) \), subject to fixed upper and lower bounds of the independent variables \( x_1, x_2, \ldots, x_n \) without the use of the second derivatives of \( F(x) \). For the logistic regression measurement error problem, the function to be minimized is

\[
\text{Log}L = \sum_{i=1}^{n} y_i \log\{P(Y = 1|Z)\} + \sum_{i=1}^{n} (1 - y_i) \log\{1 - P(Y = 1|Z)\}
\]

where

\[
P(Y = 1|Z) = \mathcal{G}\left( \alpha_1 + \beta_1 \left( \frac{\sigma_x \sigma_y u + \sigma_x^2 z + \sigma_z^2 \mu_x}{\sigma_z^2} \right) \right) \phi(u) du.
\]

Using starting points supplied by the user, the routine estimates the gradient and the curvature of \( F(x) \) and a sequence of feasible points is then made which is intended to converge to a local maximum. To determine convergence, two sets of criteria are used. The first requires the following conditions to hold:

- The size of the projected movement for the current point is less than a multiple of the machine precision
- The difference in function values must be less than a function of the machine precision and the current function value.
- The multiple of the positive-definite approximation of the matrix of second derivatives and the search direction has to be less than a function of the machine precision and the current function value

Or that the following condition holds:
The multiple of the positive-definite approximation of the matrix of second derivatives and the search direction is less than a multiple of the machine precision.

This routine was considered to have a high-level of accuracy and therefore was used for this analysis. However, the results suggest that the nature of the likelihood being very flat may mean that this technique is unable to find the maximum.

### 8.5.4.2 Investigation
To investigate the question of whether there is a local maximum at \( \hat{\sigma}_v = 0 \), the properties of a number of the datasets considered in the previous section will be investigated.

If we take the case where the true value of \( \sigma_v = 2 \) in the simulation model and the first dataset, a maximum was found for all starting values of \( \sigma_v \) at

- \( \hat{\alpha}_v = -2.4579 \)
- \( \hat{\beta}_v = 0.0843 \)
- \( -\log(\text{likelihood}) = 307.0878 \)

To see whether a true maximum had been found, a profile likelihood was calculated such that, the value of \( \sigma_v \) was increased in small steps from zero, and the log likelihood maximised for the parameters \( \alpha_v \) and \( \beta_v \). In Table 8.11 the value of \( -\log(\text{likelihood}) \) is displayed therefore, a minimum value is required. As \( \sigma_v \) is increased, so the value of \( -\log(\text{likelihood}) \) increases, showing that for this case, a
maximum can be found when $\sigma_v = 0$. Table 8.11 also shows how flat the likelihood is, that is a small change in the value of $\sigma_v$ results in a change in the value of the log(likelihood) in the 7th decimal place.

<table>
<thead>
<tr>
<th>$\sigma_v$</th>
<th>-log(likelihood)</th>
<th>$\hat{\alpha}_i$</th>
<th>$\hat{\beta}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>307.0878050003</td>
<td>-2.4579479754</td>
<td>0.0842842697</td>
</tr>
<tr>
<td>0.01</td>
<td>307.0878050076</td>
<td>-2.4579505621</td>
<td>0.0842843659</td>
</tr>
<tr>
<td>0.02</td>
<td>307.0878050294</td>
<td>-2.4579582798</td>
<td>0.0842846141</td>
</tr>
<tr>
<td>0.03</td>
<td>307.0878050658</td>
<td>-2.4579714068</td>
<td>0.0842850515</td>
</tr>
<tr>
<td>0.04</td>
<td>307.0878051166</td>
<td>-2.4579894954</td>
<td>0.0842856538</td>
</tr>
<tr>
<td>0.05</td>
<td>307.0878051821</td>
<td>-2.4580132433</td>
<td>0.0842864414</td>
</tr>
<tr>
<td>0.06</td>
<td>307.0878052620</td>
<td>-2.4580421355</td>
<td>0.0842874031</td>
</tr>
<tr>
<td>0.07</td>
<td>307.0878053566</td>
<td>-2.4580756700</td>
<td>0.0842885205</td>
</tr>
<tr>
<td>0.08</td>
<td>307.0878054656</td>
<td>-2.4581151594</td>
<td>0.0842898333</td>
</tr>
<tr>
<td>0.09</td>
<td>307.0878055892</td>
<td>-2.4581596174</td>
<td>0.0842913119</td>
</tr>
<tr>
<td>0.1</td>
<td>307.0878057273</td>
<td>-2.4582090395</td>
<td>0.0842929561</td>
</tr>
</tbody>
</table>

Table 8.11: Dataset 1 profile likelihood

In order to understand how much information is available within a single dataset to estimate all three of the model parameters, the information matrix is investigated. For this dataset the inverse of the information matrix was calculated to be

\[
\begin{pmatrix}
0.111335 & -0.00342 & 0 \\
-0.00342 & 0.000115 & 0 \\
0 & 0 & 406.5041
\end{pmatrix}
\]

Therefore, for this dataset, the standard errors associated with the estimates of $\alpha_i$ and $\beta_i$ are small whereas the standard error associated with the estimate of $\sigma_v$ is very large.
We now consider a dataset where two different scenarios namely, $\hat{\sigma}_v = 0$ and $\hat{\sigma}_v \approx \hat{\sigma}_z$ were found. For dataset 4 in table 8.3, when the starting value of $\sigma_v$ in the maximisation technique was set to 0, a maximum was found at

- $\hat{\alpha}_v = -2.6372$
- $\hat{\beta}_v = 0.0889$
- $-\log(\text{likelihood}) = 307.3798$
- $\hat{\sigma}_v = 0.0001$

And when the starting value of $\sigma_v$ was set to 4, a maximum was also found at

- $\hat{\alpha}_v = -100.89$
- $\hat{\beta}_v = 3.3906$
- $-\log(\text{likelihood}) = 307.2205$
- $\hat{\sigma}_v = 8.7992$

These results suggest that there is a local maximum at $\sigma_v = 0$. If we again consider the profile likelihood for $\sigma_v$ increasing in small steps away from zero, Table 8.12 shows the results of the optimisation of the log(likelihood) for the model parameters $\alpha_i$ and $\beta_i$. As previously shown, the value of $-\log(\text{likelihood})$ is displayed, therefore a minimum value is required. For this dataset, there does not appear to be a maximum at $\sigma_v = 0$. As the value of $\sigma_v$ increases, so the value of $-\log(\text{likelihood})$ reduces. These results suggest that though a maximum was found by the maximisation technique at $\hat{\sigma}_v = 0$, the true maximum had not been found and the results are therefore dependent on the starting value of $\sigma_v$. 
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<table>
<thead>
<tr>
<th>$\sigma_v$</th>
<th>-log(likelihood)</th>
<th>$\alpha_t$</th>
<th>$\beta_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>307.3797534804</td>
<td>-2.6372072001</td>
<td>0.0888860190</td>
</tr>
<tr>
<td>0.01</td>
<td>307.3797533843</td>
<td>-2.6372103234</td>
<td>0.0888861305</td>
</tr>
<tr>
<td>0.02</td>
<td>307.3797530962</td>
<td>-2.6372196300</td>
<td>0.0888864389</td>
</tr>
<tr>
<td>0.03</td>
<td>307.3797526158</td>
<td>-2.6372351016</td>
<td>0.0888869581</td>
</tr>
<tr>
<td>0.04</td>
<td>307.3797519434</td>
<td>-2.6372568150</td>
<td>0.0888876878</td>
</tr>
<tr>
<td>0.05</td>
<td>307.3797510787</td>
<td>-2.6372847027</td>
<td>0.0888886248</td>
</tr>
<tr>
<td>0.06</td>
<td>307.3797500220</td>
<td>-2.6373187236</td>
<td>0.0888897643</td>
</tr>
<tr>
<td>0.07</td>
<td>307.3797487730</td>
<td>-2.6373590145</td>
<td>0.0888911217</td>
</tr>
<tr>
<td>0.08</td>
<td>307.3797473319</td>
<td>-2.6374054776</td>
<td>0.0888926811</td>
</tr>
<tr>
<td>0.09</td>
<td>307.3797456986</td>
<td>-2.6374581018</td>
<td>0.0888944485</td>
</tr>
<tr>
<td>0.1</td>
<td>307.3797438731</td>
<td>-2.6375171791</td>
<td>0.0888964341</td>
</tr>
</tbody>
</table>

Table 8.12: Dataset 4 profile likelihood results

If we examine the associated inverse information matrix, when the starting value of $\sigma_v$ was zero, the estimates of the model parameters produced the following inverse information matrix:

$$
\begin{pmatrix}
0.120797 & -0.00375 & -0.00296 \\
-0.00375 & 0.000126 & 0.00023 \\
-0.01205 & 0.000329 & 422.4228
\end{pmatrix}
$$

As previously observed, when the scenario is that $\hat{\sigma}_v = 0$, the standard errors associated with the estimates of $\alpha_t$ and $\beta_t$ are small. If we consider the inverse information matrix for the scenario when the starting value of $\sigma_v$ was 4, that is a scenario found at $\hat{\sigma}_v \approx \hat{\sigma}_x$, then

$$
\begin{pmatrix}
1798.012 & -60.5593 & 0.043916 \\
-60.5593 & 2.043914 & -0.00757 \\
0.043916 & -0.0139 & 0.0000708
\end{pmatrix}
$$
For this scenario, the standard error associated with the estimate of \( \sigma_y \) is very small whereas the standard errors for the estimates of \( \alpha_i \) and \( \beta_i \) have increased in size. This suggests that either there is information to estimate \( \alpha_i \) and \( \beta_i \) or there is information to estimate \( \sigma_y \). However, there is not enough information in the data to estimate all three of the model parameters.

### 8.5.5 Conclusion

In conclusion, these two datasets have shown that a maximum can be found at either \( \hat{\sigma}_y = 0 \) or \( \hat{\sigma}_y \approx \hat{\sigma}_x \). For the dataset where the scenario of \( \hat{\sigma}_y \approx \hat{\sigma}_x \) was found, the estimates of the model parameters were dependent on their starting values in the maximisation technique. The dataset showed that a maximum could not be found at \( \sigma_y = 0 \), even though this is the result found by the maximisation technique when the starting value for \( \sigma_y \) was zero. Overall, the likelihood is very flat and therefore the maximisation technique is unable to consistently find the maxima.

The calculation of the inverse of the information matrix has also shown that either the estimates of \( \alpha_i \) and \( \beta_i \) have small standard errors corresponding to the scenario where \( \hat{\sigma}_y = 0 \), or the estimate of \( \sigma_y \) has a small standard error corresponding to the scenario where the estimate of \( \sigma_y \) tends towards the estimate of \( \sigma_x \). These results suggest that there seems to be inadequate information for estimating all the model parameters from a single study data set when the explanatory variable is assumed to be Normally distributed.
8.6 Bayesian approach to estimating the model parameters from a single study dataset

8.6.1 Introduction
In chapter 7 we showed how a Bayesian approach could be used to estimate the parameters of the logistic regression measurement error problem. In that case, the method of MCMC was used to estimate the posterior distributions of the parameters \( \alpha_i \) and \( \beta_i \) by using the data and prior distributions for \( \alpha_i \) and \( \beta_i \). The measurement error variance was taken to be known precisely. This approach can be extended by assuming that the measurement error variance is unknown and so is regarded as a distribution that can be estimated in the same way as \( \alpha_i \) and \( \beta_i \). Therefore, a Bayesian approach is considered in the context of estimating all the model parameters from a single data set. It is assumed that if a single data set contains enough information to estimate all three of the model parameters then a Bayesian analysis should be able to provide sensible estimates of the model parameters without using informative prior distributions.

8.6.2 Simulation Study
To test this theory a single data set was generated according to the same model that was used in chapter 7 that is,

2. The sample size \( N \), was chosen to be 1000.

6. The true \( X \) values were assumed to follow a Normal Distribution with parameters \( X \sim N(30,10^2) \)

7. The disease status \( Y \) was generated conditional on \( X \) for the case where \( \alpha_i = -3 \) and \( \beta_i = 0.1 \) and \( Y=1 \) with probability
\[ p(y = 1|X) = \frac{\exp(\alpha_i + \beta_i X) \cdot \exp(\alpha_j + \beta_j X)}{1 + \exp(\alpha_i + \beta_i X)} \]

8. The measurement error model is described by the Berkson measurement error model that is, \( X = Z + V \) where \( Z \) and \( V \) are independent and \( V \sim N(0, \sigma_v^2) \).

9. The measurement error standard deviation \( \sigma_v \) was taken to be 2, and given different prior distributions throughout this analysis.

10. The model parameters \( \alpha_i \) and \( \beta_i \) were given vague prior distributions in the following form \( \alpha_i \sim N(0,100) \) and \( \beta_i \sim N(0,100) \). As before this means that no prior knowledge about these parameters is assumed.

**Case 1: \( \sigma_v = 2 \) assumed known**

Table 8.13 shows the BUGS summaries for the case where \( \sigma_v = 2 \) assumed known.

In this case the chain appeared to converge quickly and the resulting estimates of the model parameters were sensible.
### Table 8.13: Results for $\sigma_x = 2$ assumed known

<table>
<thead>
<tr>
<th>node</th>
<th>mean</th>
<th>sd</th>
<th>MC error</th>
<th>2.5%</th>
<th>median</th>
<th>97.5%</th>
<th>start</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>theta[1]</td>
<td>-2.832</td>
<td>0.2566</td>
<td>0.01588</td>
<td>-3.326</td>
<td>-2.825</td>
<td>-2.322</td>
<td>1001</td>
<td>5000</td>
</tr>
<tr>
<td>theta[2]</td>
<td>0.09804</td>
<td>0.008302</td>
<td>5.14E-04</td>
<td>0.08197</td>
<td>0.09779</td>
<td>0.114</td>
<td>1003</td>
<td>5000</td>
</tr>
</tbody>
</table>
Case 2: \( \sigma_v \) given an uninformative prior distribution

In this case \( \sigma_v \) was given an uninformative prior distribution. Specifically, the precision, that is the reciprocal of \( \sigma_v^2 \), was given a gamma distribution with a large variance. In such circumstances a gamma prior distribution is commonly chosen as it is guaranteed to be non-negative.

Table 8.14 displays the results for estimating the three model parameters. In this case the interest is in how well the chain simulates the values for \( \sigma_v \) and the resulting posterior distribution. This can be seen in the time series of the simulated values, the auto-correlation function and the inferences that can be made from the posterior distribution. The auto-correlation function shows very poor mixing for \( \sigma_v \), whereas the auto-correlation functions for \( \alpha_i \) and \( \beta_i \) shows the same good mixing that was observed in chapter 7. For the time series for \( \sigma_v \), the simulated values have a trend of long runs up and down displaying a lack of convergence in the chain. Finally, the posterior distribution for \( \sigma_v \) is uninformative about the true value of \( \sigma_v \). From these results it does appear that there is insufficient information in the data to estimate the measurement error standard deviation \( \sigma_v \).
Table 8.14: Case 2 results
Case 3: $\sigma_v$, given an informative prior distribution

In this case, the precision $1/\sigma_v^2$ was again given a gamma distribution but this time it was centred on the correct values 0.25 with a standard deviation of 1.

Table 8.15 shows the time series plot for the 2001-4000 simulated values showing substantial auto-correlation and the posterior distribution of the precision showing considerable uncertainty.

![Time series plot](image)

**Table 8.15: Results for the 2001-4000 simulated values of the precision of $\sigma_v^2$**

The above results show that to obtain sensible estimates for the precision, the chain must be run for a longer period. Table 8.16 displays these results. The time series plot shows that there is still a trend of long runs up and down, showing that the auto-correlation is still very large. On examination of the plot of the posterior distribution,
the distribution has become smoother and the estimates of the precision are much closer to their true values.

![Graph showing sigma over iterations]

<table>
<thead>
<tr>
<th>node</th>
<th>mean</th>
<th>sd</th>
<th>MC error</th>
<th>2.5%</th>
<th>median</th>
<th>97.5%</th>
<th>start</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma</td>
<td>2.37</td>
<td>0.7688</td>
<td>0.08604</td>
<td>1.388</td>
<td>2.159</td>
<td>4.327</td>
<td>11001</td>
<td>5000</td>
</tr>
</tbody>
</table>

![Histogram showing sigma sample]

Table 8.16: Results for the precision of $\sigma^2$
Case 4: $\sigma$, given a highly informative prior distribution

In this case a highly informative prior distribution was chosen for the precision $1/\sigma^2$.

A gamma distribution was again chosen, centred on the true value of 0.25 but with a standard deviation of 0.1.

Table 8.17 displays the results for this case. As can be seen from the usual plots, by giving the precision of $\sigma^2$ a highly informative prior distribution the chain is mixing well and the results are comparable to the first case where $\sigma^2$ was assumed to be known precisely.

![Graph showing posterior distribution and sample](image)

<table>
<thead>
<tr>
<th>node</th>
<th>mean</th>
<th>sd</th>
<th>MC error</th>
<th>2.5%</th>
<th>median</th>
<th>97.5%</th>
<th>start</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma</td>
<td>2.057</td>
<td>0.4244</td>
<td>0.03392</td>
<td>1.665</td>
<td>2.004</td>
<td>2.639</td>
<td>1</td>
<td>6000</td>
</tr>
</tbody>
</table>

Table 8.17: Results for case 4
Case 5: \( \sigma_v \) given a highly informative but incorrect prior distribution

The previous case showed that if the Bayesian model is given a highly informative prior distribution for the precision \( 1/\sigma^2_v \) then the posterior distribution produced sensible estimates. In this case, another highly informative prior distribution is given the precision \( 1/\sigma^2_v \), but this time it is centred on 0.0667 with a standard deviation of 0.1. This prior distribution is equivalent to saying that \( \sigma_v = 4 \). This will enable us to investigate whether the Bayesian model can still estimate the true value given a single data set and an informative prior distribution centred in the wrong place.

Table 8.18 displays the results for this case. Both the time series plot and the autocorrelation function show that the chain is not mixing well. In the case of the posterior distribution, the distribution is still centred around the prior distribution. It appears that the data has not had an effect on the posterior distribution for \( \sigma_v \) and that the posterior distribution is largely determined by the prior distribution. This result suggests that there is little information within the dataset to estimate \( \sigma_v \).
Table 8.18: Results for case 5

<table>
<thead>
<tr>
<th>node</th>
<th>mean</th>
<th>sd</th>
<th>MC error</th>
<th>2.5%</th>
<th>median</th>
<th>97.5%</th>
<th>start</th>
<th>sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma</td>
<td>4.433</td>
<td>0.8976</td>
<td>0.09387</td>
<td>3.021</td>
<td>4.32</td>
<td>6.611</td>
<td>1001</td>
<td>5000</td>
</tr>
</tbody>
</table>
Case 6: Frequentist Approach to the dataset

The dataset used to illustrate the Bayesian approach to the problem was also considered using the frequentist approach of maximizing the associated log(likelihood). As previously conducted, the log(likelihood) was maximized with respect to the three model parameters namely $\alpha_i$, $\beta_i$ and $\sigma_v$. For the model parameters $\alpha_i$ and $\beta_i$, their respective starting values were taken to be the ordinary logistic regression method estimates. For the parameter $\sigma_v$, three starting values were considered namely 0, 2 and 4. Table 8.19 displays the results of this approach.

For this dataset, the maximization technique has found the one scenario regardless of the starting value of $\sigma_v$, that is $\hat{\sigma}_v = 0$. For the same case in the Bayesian approach, that is using an uninformative prior distribution for the precision of $\sigma_v^2$ the resulting mean estimate of $\sigma_v$ is the scenario where $\hat{\sigma}_v \approx \hat{\sigma}_x$.

<table>
<thead>
<tr>
<th>$\sigma_v$</th>
<th>-log(likelihood)</th>
<th>$\hat{\alpha}_i$</th>
<th>$\hat{\beta}_i$</th>
<th>$\hat{\sigma}_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>603.2892938885</td>
<td>-2.8043077707</td>
<td>0.0970739246</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>2</td>
<td>603.2892938885</td>
<td>-2.8043077716</td>
<td>0.0970739240</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>4</td>
<td>603.2892938885</td>
<td>-2.8043074251</td>
<td>0.0970739164</td>
<td>0.0001344377</td>
</tr>
</tbody>
</table>

Table 8.19: Dataset results

These differing results suggest that there is not enough information within the single dataset in order to estimate all three of the model parameters.
8.6.3 Conclusion to the Bayesian approach to estimating all three model parameters from a single data set
For the Bayesian approach to the problem, a single data set was used to illustrate the results. These results show that when the measurement error standard deviation is known and can be inputted into the model, then the Bayesian method will produce sensible estimates of the model parameters $\alpha_i$ and $\beta_i$. Chapter 7 showed that this was true for non-informative prior distributions for $\alpha_i$ and $\beta_i$ and a large measurement error standard deviation. When the measurement error standard deviation was also regarded as a parameter to be estimated and was given a prior distribution, the effect of informative and non-informative prior distributions and the data were examined. Overall, the data had little effect on the posterior distribution of $\sigma^2$, which was determined largely by its prior distribution, something which was not observed for the other model parameters. This suggests that there is little information in the data to estimate the measurement error standard deviation.
8.7 Conclusion
For the linear regression measurement error problem, all of the model parameters were not identifiable from a single data set, unless at least one of the measurement error standard deviations was known. Kuchenhoff proved that for the logistic regression measurement error problem, all the model parameters were identifiable from a single study dataset.

The Kuchenhoff theorem assumed that there was information for the explanatory variable \( X \), as \( x \rightarrow \infty \). In practice, such a situation is highly unlikely. In this chapter, no practical way of implementing this theorem was found.

From studying the measurement error problem likelihood, the likelihood was found to be very flat and when trying to estimate all the model parameters, the results were very erratic and polarized around \( \hat{\sigma}_v = 0 \) and \( \hat{\sigma}_v \approx \sigma_v \). This meant that the scenarios found were either estimating that there was no measurement error or that all the variation in the explanatory variable was measurement error. The maximization technique chosen for this problem seemed to have a sufficient accuracy level for the stopping criteria. However, the nature of the flat likelihood meant that the maximum was sometimes not found and the maximum that was found was very much dependent on the starting value of the measurement error standard deviation. These results suggested that there is not enough information in the dataset to estimate all the model parameters.

When considering a Bayesian approach to the problem, this method showed that the prior distribution for the measurement error standard deviation had much more of an
effect than the data, which again suggested that there is not enough information within a single study dataset to estimate all the model parameters.

In conclusion, Kuchenhoff proved that the logistic regression measurement error model is identifiable, though these results suggest that in practice the model is not identifiable. The practical results also fit with the theory that the probit model is not identifiable and since the two models are very similar, these results are not surprising. As the theorem requires that there is information about the explanatory variable at the limits, this work could be expanded further. However, as this did not seem to be a practical problem in a medical context, this work was not conducted. The issue of different distributions for $X$, other than Normal, could also be explored.
Chapter 9

9 An application to an epidemiological study

9.1 Introduction
As we have seen, several methods are available for adjusting the ordinary logistic regression estimates to allow for measurement error. In practice they have not been used a great deal in practice, especially in epidemiology. This may be because the importance of the problem has not been widely appreciated or else because they are not available in standard software packages. There is an exception to this, however, and a pragmatic method, not considered in the earlier chapters, has been used by MacMahon (1990) and Clarke (1999) in an important epidemiological context. In this chapter the methods described earlier in the thesis will be applied to that problem and compared to MacMahon’s method.
9.2 Problem
In Chapters 5 and 6 a number of methods for correcting for measurement error were compared through extensive simulations. The contexts used for the comparison were not based on any practical context but were designed to consider a variety of situations, particularly different prevalences. In this chapter the methods which have been discussed earlier will be applied to an important practical problem, that of examining the role of risk factors such as blood pressure or cholesterol in the occurrence of vascular disease, in particular coronary heart disease and strokes. This is important for two reasons. Firstly it is a common but very serious condition and so it is important in analysing studies on risk factors to use the best possible methods of assessing links with the disease. Secondly, as will be seen, the extent of measurement error in commonly-used risk factors is very substantial and so the potential level of corrections is high; the use of good methods for doing this is especially important.

In Chapter 1 it was noted that blood pressure, in common with other clinical variables, was subject to two distinct sources of error. Apart from the usual measurement error, which might occur if blood pressure is measured with a sphygmomanometer, an individual's blood pressure is subject to short and medium term variation about its long term 'normal' level. A study which bases estimates of risk on a single reading of blood pressure may therefore lead to biased estimates of the association with heart disease or strokes unless account is taken of this error. In Chapter 5 an example based on the Framingham Heart Study was shown; there the effect of measurement error on values of systolic blood pressure was discussed. In this Chapter that particular context is explored further.
In this chapter we will first look at a pragmatic method which has been used in practice in such studies as MacMahon (1990), Clarke (1999) and Prospective Studies Collaboration (2002). No justification for the method was produced when its use was advocated and an analysis of the method will be given here. This shows that it is, in fact, similar to a method discussed in Chapter 4. That method will be compared to other methods for their effectiveness in this particular context, comparing both bias and standard error. This will be based on simulations and also on an example concerning heart disease and blood pressure.

An example will also be given of a multivariate situation, where more than one risk factor is subject to measurement error. Finally, implications for planning studies will be discussed.

9.3 MacMahon’s method

MacMahon et al recognised that measurement error would affect the estimates of the regression coefficients and hence of the odds ratio associated with a risk factor such as diastolic blood pressure (DBP). The method they proposed for dealing with this ‘regression dilution’ effect was the following. It relied on having a second reading of DBP made some time later. They were actually conducting a systematic review and found that in some studies, such as the well-known Framingham study, values of DBP had been measured at on at least one occasion after the baseline reading on a proportion of the study participants. We first describe their method and then show that it is equivalent to one described earlier.
Suppose the main study contains $n$ subjects, each of whom have a value of the risk factor $x$ measured at baseline. Suppose that a subset has further values measured at later time points. For simplicity suppose initially there is a single further measurement on $m$ subjects at a later time point. Let $z$ refer to the first, or baseline, value of one of these subjects and $w$ refer to the second.

Suppose the sample of $m$ baseline values is divided into a number of equal groups, say quintiles. The means of the baseline values for the subjects in each quintile are calculated. Using the same division of subjects into quintiles the means of the follow-up values in each quintile are also calculated.

Let $r_1$ denote the difference between the means of the top and bottom quintiles at baseline and let $r_2$ denote the corresponding quantity at follow-up. Then MacMahon et al argue that the difference will have been shrunk, so that $r_2 < r_1$. They suggest that the usual maximum likelihood estimates be derived and that the estimated coefficient $\hat{\beta}$ be inflated by a factor $\frac{n_1}{n_2}$. No justification was given for this empirical approach.

We shall first investigate its properties and see that it is closely related to a method considered already. We will then compare its properties to those of other methods.

The first point is to note that the reason for the shrinkage of the difference in means between the quintiles is due to regression towards the mean. Given that individuals do not have a fixed level, which is subject to measurement error, an individual who is selected as being in the highest quintile at baseline may have been placed there because their normal level was high but it may have occurred because their value was unusually high above a relatively average normal value. If the latter was the case, then
we would expect the random fluctuation to be smaller in a repeated measurement and therefore would expect the mean of such values to be lower than at baseline. In a similar way we would expect the mean of the values in the lowest quintile to be higher at follow-up and hence the difference in means to be smaller.

We assume there are two observations $Z$ and $W$ on each member of the sample. We assume that $Z$ and $W$ have a bivariate Normal distribution and that their means are $\mu_Z$ and $\mu_W$ and SDs $\sigma_Z$ and $\sigma_W$. Suppose the correlation between them is $\rho$.

We need to calculate the distribution of $W$ conditional on a given value of $Z$.

The joint probability distribution function of $Z$ and $W$ is $f(Z = z & W = w) =$

$$\frac{1}{2\pi\sigma_Z\sigma_W\sqrt{1-\rho^2}} \exp\left(-\frac{1}{2(1-\rho^2)}\left[\left(\frac{z - \mu_Z}{\sigma_Z}\right)^2 + \left(\frac{w - \mu_W}{\sigma_W}\right)^2 - 2\rho\left(\frac{z - \mu_Z}{\sigma_Z}\right)\left(\frac{w - \mu_W}{\sigma_W}\right)\right]\right)$$

The marginal of $Z$ is

$$f_Z(z) = \frac{1}{\sigma_Z\sqrt{2\pi}} \exp\left(-0.5\left[\frac{z - \mu_Z}{\sigma_Z}\right]^2\right)$$

So the conditional probability distribution function of $W$ given $Z = z$ is

$$f(w | z) = \frac{f(z, w)}{f_Z(z)}$$

and we find the standard result, namely that, given $Z = z$, $W$ is Normally distributed with mean

$$\mu_w + \frac{\rho\sigma_w}{\sigma_Z}(z - \mu_Z)$$
and variance

$$\sigma_w^2 (1 - \rho^2)$$

Now consider the mean of those selected by being above a threshold $C$. The pdf of the values is

$$\frac{f_Z(z)}{P(Z \geq C)}$$

and has mean

$$\frac{1}{P(Z \geq C)\sigma_z\sqrt{2\pi}} \int_{C^*}^{\infty} z \exp \left( -0.5 \left( \frac{z - \mu_z}{\sigma_z} \right)^2 \right) dz$$

Let $u = (z - \mu_z)/\sigma_z$. Then this expression becomes

Mean of selected $Z = \frac{1}{P(Z \geq C)\sqrt{2\pi}} \int_{C^*}^{\infty} (\sigma_z u + \mu_z) \exp \left( -0.5 u^2 \right) du$ \hspace{1cm} (1)

where $C^* = (C - \mu_z)/\sigma_z$

So Mean of selected $Z =$

$$\frac{1}{P(Z \geq C)\sqrt{2\pi}} \left\{ \sigma_z \left[ \int_{C^*}^{\infty} \exp \left( -0.5u^2 \right) du + \mu_z \int_{C^*}^{\infty} \exp \left( -0.5u^2 \right) du \right] \right\}$$

$$= \frac{1}{P(Z \geq C)\sqrt{2\pi}} \left\{ \sigma_z \exp \left( -0.5C^*^2 \right) + \mu_z \sqrt{2\pi} P(Z \geq C) \right\}$$

$$= \mu_z + \sigma_z \frac{\phi(C^*)}{P(U \geq C^*)}$$

$$= \mu_z + K\sigma_z$$

where $K = \frac{\phi(C^*)}{P(U \geq C^*)}$ and $U$ is a standard normal variable.
Now consider the regression to the mean effect. We want to calculate the expected value of $W$ for those selected as satisfying $Z \geq C$.

Mathematically, we want to find

$$\text{Expected value } (W | Z \geq C)$$

We will assume that there has been no systematic change, so that $\mu_Z = \mu_W = \mu$, say.

From above

$$\text{Expected value } (W | Z = z) = \mu + \frac{\rho \sigma_w}{\sigma_z} (z - \mu)$$

We need to integrate this over all possible values of $z \geq C$.

So the required value is

$$E(W | Z \geq C) = \int_{\mu}^{\infty} \left( \mu + \frac{\rho \sigma_w}{\sigma_z} (z - \mu) \right) \frac{1}{\sigma_z \sqrt{2\pi}} \exp \left( -0.5 \left( \frac{z - \mu}{\sigma_z} \right)^2 \right) \, dz / P(Z \geq C)$$

$$= \mu P(Z \geq C) + \frac{\rho \sigma_w}{\sqrt{2\pi}} \left[ \exp \left( -0.5 \left( \frac{z - \mu}{\sigma_z} \right)^2 \right) \right]_{\mu}^{\infty} / P(Z \geq C)$$

$$= \mu \left( 1 - c \right) + \frac{\rho \sigma_w}{\sigma_z} \left[ \exp \left( -0.5 \left( \frac{z - \mu}{\sigma_z} \right)^2 \right) \right]_{\mu}^{\infty}$$

$$= \mu + K \rho \sigma_w$$

Suppose that the SD of $W$ is equal to that of $Z$; denote both by $\sigma$. 
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Suppose $C$ is chosen to define the top quintile. Then $K = 0.28/0.2 = 1.4$. So the mean of the values of $Z$ in the top quintile is $\mu + 1.4\sigma_z$ and the mean of those of $W$ is $\mu + 1.4\sigma_w \rho$. By symmetry the mean of the values of $Z$ in the bottom quintile is $\mu - 1.4\sigma_z$ and the mean of those of $W$ is $\mu_w - 1.4\sigma_w \rho$. Hence the difference of means in the two quintiles is $2.8\sigma_z$ for $Z$ and $2.8\sigma_w \rho$ for $W$. Thus the shrinkage factor is the correlation coefficient $\rho \sigma_w / \sigma_z$.

Consider now the situation we are concerned with in this chapter.

Let $\mu$ denote the population mean of, say, diastolic blood pressure. Suppose that subject $i$ has a subject effect $X_i$, so that $\mu + X_i$ represents the normal level for that person. Let $V$ denote a random error, which may be made up of measurement error or random fluctuations over time.

Dropping the suffix $i$ for simplicity, denote the baseline value by

$$Z = \mu + X + V_1$$

(9.1)

and the follow-up value by

$$W = \mu + X + V_2$$

(9.2)

So we can think of $X$ as being the true value and $Z$ as the observed one.

Assuming the random errors are independent of the subject effect, and that the variance does not change so that $\sigma_w = \sigma_z$ then we have

$$\text{Var}(Z) = \text{Var}(W) = \sigma_x^2 + \sigma_v^2$$
and

$$\text{Cov}(Z, W) = E(X^2) = \sigma_x^2$$

in the obvious notation.

Hence the correlation between these values is

$$R = \frac{\sigma_x^2}{\sigma_x^2 + \sigma_v^2}$$

Therefore the MacMahon method is equivalent to simply scaling the ordinary regression coefficient by the reciprocal of this factor. This is, of course, the standard result for maximum likelihood estimates for linear regression and corresponds to Rosner's (simple) method for logistic regression.

So the empirical method, based on purely pragmatic approach, has a theoretical basis.

In their paper MacMahon et al suggested that there might sometimes be several follow-up values available, citing the example of the Framingham study. In that case, the variable $W$ may be the mean of, say, $k$ follow up values. Therefore a similar analysis would apply, except that the random error would now have a variance of $\sigma_v^2/k$.

Note that we can write the shrinkage formula as

$$\rho \frac{\sigma_w}{\sigma_z} = \frac{\text{Cov}(W, Z)}{\sigma_z^2}$$

Whatever the value of $k$ then $\text{Cov}(W, Z) = \sigma_x^2$

Hence the shrinkage factor is always given by

$$R = \frac{\sigma_x^2}{\sigma_x^2 + \sigma_v^2}$$
MacMahon suggests that to compute the standard error of the modified estimator, that of the uncorrected one should be divided by the estimate of $R$. This does not, of course, take account of sampling error in the estimation of $R$.

9.4 Comparison of estimators

In this section we will compare four different estimators for the regression coefficient $\beta$, namely the ordinary logistic regression estimator, and those of MacMahon, Rosner and Reeves. Those of MacMahon and Rosner both involve the use of a correction factor based on estimates of the shrinkage coefficient $R$; they differ in their estimation of this. The Reeves method also involves the shrinkage factor where,

$$
\hat{\beta}_t = \frac{\hat{\beta}_s}{R \left( 1 - k^2 \hat{\beta}_s^2 \sigma_y^2 / R^2 \right)^{1/2}}
$$

and so gives a greater correction than the simple correction factor method.

We can write the revised estimate as

$$
\hat{\beta}_t = \hat{\beta}_s \left( \frac{\hat{\sigma}_x^2 + \hat{\sigma}_y^2}{\hat{\sigma}_x^2} \right)
$$

$$
= \hat{\beta}_s \left( 1 + \frac{\hat{\sigma}_y^2}{\hat{\sigma}_x^2} \right)
$$

To find the variance of this estimator we can use the result that if $X$ and $Y$ are independent then

$$
\text{Var}(XY) = \sigma_x^2 \mu_y^2 + \sigma_y^2 \mu_x^2 + \sigma_x^2 \sigma_y^2
$$
To use this result we assume that \( \hat{\beta}_s \) and \( 1 + \frac{\sigma^2_v}{\sigma^2_x} \) are approximately independent.

The estimate of \( \sigma^2_v \) is based only on the number of subjects \( m \) on whom there are 2 measurements, while that of \( \sigma^2_x \) is based on all \( n \) subjects; usually \( n \gg m \) and so

\[
Var\left(1 + \frac{\sigma^2_v}{\sigma^2_x}\right) \approx \frac{1}{\sigma^4_x} \text{Var}(\hat{\sigma}^2_v) = \frac{2(m-1)\sigma^4_v}{\sigma^4_x m^2} \text{ if the error terms are normally distributed.}
\]

As there is no closed expression for the variance of the ordinary logistic regression estimator, we cannot obtain one for the variance of an adjusted estimator.

Hence

\[
\text{Var}(\hat{\beta}_1) \approx \theta^2 \text{Var}(\hat{\beta}_s) + \hat{\beta}_s^2 \frac{2(\theta - 1)^2}{m} + \frac{2(\theta - 1)^2}{m} \text{Var}(\hat{\beta}_s) \quad (9.3)
\]

where \( \theta = 1 + \frac{\sigma^2_v}{\sigma^2_x} \)

Because the variance of the ordinary estimator for \( \beta \) is based on a sample of size \( n \), we would expect that asymptotically its variance will tend to zero and the variance will be dominated by the second term, dependent on the size of the validation study.

We cannot find a simple expression for that of other estimators, however; the variance of the estimator of \( R \) by MacMahon’s method is based on only 0.4\( m \) observations and would be expected to be larger than that shown above, while the variance of the correction factor for the Reeves method is difficult to calculate or even approximate. Thus one of the primary aims of the simulation was to obtain expressions for the standard errors of the estimators.
Before embarking on the simulation, we consider a specific example designed to show the importance of correcting for measurement error and to motivate the particular context used in the simulation. This example concerns the risk of heart disease associated with diastolic blood pressure. The diastolic blood pressure of 650 adults was measured twice, 5 years apart, a study by Health Promotion Wales in 1985 and 1990. Applying MacMahon's method they were divided into approximate quintiles. The mean DBP in the lowest quintile was 64.71 and in the highest was 93.09, giving a difference of 28.38. The same subjects after 5 years had respective means of 70.28 and 88.42, giving a difference of 18.14. The shrinkage factor was therefore 0.64.

The standard deviation of the measured values of DBP at baseline was 10.56. The variance of the error terms was estimated from the variance of the changes in DBP, as that variance is twice the required value. The estimate was 50.56. Hence $\hat{\sigma}_x^2 = 111.59$, $\hat{\sigma}_e^2 = 50.56$ and so $\hat{\sigma}_x^2 = 111.59 - 50.56 = 60.93$. The estimate of the shrinkage factor is therefore $60.93/111.59 = 0.546$.

Two points are striking. The first is that, not surprisingly, the methods give different estimates of the shrinkage factor; the second is that, since the ordinary logistic regression estimate will be divided by this factor, the extent of the correction is very substantial, with the coefficient nearly doubling.

To investigate the differences between the methods more closely a simulation was carried out to compare the distributions of the four different estimators, specifically estimating the mean and standard deviation of the sampling distribution of each. It
was designed to resemble this case of heart disease and diastolic blood pressure (DBP). A data set of \( n \) values of ‘true’ DBP was generated and random error superimposed as in (9.1). In a subset of \( m \) subjects follow-up values were generated according to model (9.2).

The logistic regression model was given by

\[
\logit \left( \frac{p}{1-p} \right) = \alpha + \beta x
\]

where \( p \) denotes the probability of heart disease in an individual with true DBP \( x \).

In order to implement the methods, estimates of \( \sigma_x^2 \) and \( \sigma_s^2 \) are required. Two sources of data were used for these purposes. The first uses the data collected by Health Promotion Wales described above. The second set was on a set of 3114 men with angina, aged between 29 and 72, who took part in a randomised controlled trial (DART) investigating the effects of different diets; all were followed up after 6 months. This second data set is on very different individuals, all undergoing treatment, and the estimates for \( \sigma_s \) and \( \sigma_x \) were rather different, at 8.46 and 9.27 respectively. Remarkably the value of \( R \) was again 0.546, leading to a correction factor of 1.83 in both cases.

As they formed a more representative population the first data set formed the basis of the simulation, taking the observed values of DBP to have a mean of 78.7 and variance based on the estimates of 7.11 for \( \sigma_s \) and 7.81 for \( \sigma_x \). The true values of the model parameters were \( \alpha = -4 \) and \( \beta_x = 0.04 \). These were estimated from the
meta-analyses reported by MacMahon (1990) and the Prospective Studies Collaboration (2002).

The size of the main data set was taken to be 1000 first and then 5000, and follow-up studies of sizes 100, 250 and 500 were considered. In each case 10,000 data sets were simulated. The results shown in tables 9.1 to 9.6 display the mean $\hat{\beta}$ values of the 10,000 simulations.
Table 9.1: Method results for n=1000

The simulations confirmed that (9.3) approximates well to the standard error of the revised estimator, with the correlation between the terms \( \hat{\beta}_s \) and \( \theta \) close to 0.

However, it does not take into account the error in using \( \hat{\sigma}_z^2 \) in place of \( \sigma_z^2 \) and therefore was not found to be sufficiently accurate to be included in the simulation.

Table 9.2: Method results for n=5000

The results in Table 9.1 and Table 9.2 confirm the situation presented in Chapter 5, namely that the uncorrected logistic regression estimates are highly biased; the extent of the correction here is considerably more than in the examples considered there.

They confirm that Rosner's and Reeves' method are very similar, with the Reeves method always giving estimates slightly further than zero. MacMahon's method is
biased for small follow-up studies with a much larger variance, and so cannot be recommended over the others, provided the model is known to be appropriate.

Another relevant aspect in any comparison is the robustness of the methods to departures from assumptions. MacMahon’s method is based on the assumption of normality; how does it fare in comparison to others if data are not normally distributed?

Two situations were considered. The first is if the underlying distribution is lognormal with the same mean and variance. For example, from the Caerphilly Cohort study (McCarron, 2001), the following Q-Q plots suggest that a lognormal distribution may be more appropriate than a normal distribution.
### Table 9.3: method results for n=1000

<table>
<thead>
<tr>
<th>Method</th>
<th>Ordinary logistic regression</th>
<th>MacMahon</th>
<th>Rosner</th>
<th>Reeve</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}_i$</td>
<td>$SE(\hat{\beta}_i)$</td>
<td>$\hat{\beta}_i$</td>
<td>$SE(\hat{\beta}_i)$</td>
</tr>
<tr>
<td>$m = 100$</td>
<td>0.0220</td>
<td>0.0064</td>
<td>0.0521</td>
<td>0.4385</td>
</tr>
<tr>
<td>$m = 250$</td>
<td>0.0220</td>
<td>0.0063</td>
<td>0.0448</td>
<td>0.0224</td>
</tr>
<tr>
<td>$m = 500$</td>
<td>0.0219</td>
<td>0.0064</td>
<td>0.0428</td>
<td>0.0147</td>
</tr>
</tbody>
</table>

### Table 9.4: Method results for n=5000

<table>
<thead>
<tr>
<th>Method</th>
<th>Ordinary logistic regression</th>
<th>MacMahon</th>
<th>Rosner</th>
<th>Reeve</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}_i$</td>
<td>$SE(\hat{\beta}_i)$</td>
<td>$\hat{\beta}_i$</td>
<td>$SE(\hat{\beta}_i)$</td>
</tr>
<tr>
<td>$m = 100$</td>
<td>0.0219</td>
<td>0.0028</td>
<td>0.0260</td>
<td>2.3043</td>
</tr>
<tr>
<td>$m = 250$</td>
<td>0.0219</td>
<td>0.0028</td>
<td>0.0440</td>
<td>0.0423</td>
</tr>
<tr>
<td>$m = 500$</td>
<td>0.0219</td>
<td>0.0029</td>
<td>0.0428</td>
<td>0.0094</td>
</tr>
</tbody>
</table>

The other situation considered was that of a markedly skewed distribution. Here a chi square distribution with 5 degrees of freedom was taken, but scaled to have the same mean and variance, 85 and 7.8, as in Chapter 5.
<table>
<thead>
<tr>
<th>$N=5000$</th>
<th>Ordinary logistic regression</th>
<th>MacMahon</th>
<th>Rosner</th>
<th>Reeve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>$m = 100$</td>
<td>0.0222</td>
<td>0.0028</td>
<td>0.1450</td>
<td>6.0082</td>
</tr>
<tr>
<td>$m = 250$</td>
<td>0.0221</td>
<td>0.0029</td>
<td>0.0567</td>
<td>0.1475</td>
</tr>
<tr>
<td>$m = 500$</td>
<td>0.0222</td>
<td>0.0029</td>
<td>0.0547</td>
<td>0.0162</td>
</tr>
</tbody>
</table>

Table 9.6: method results for $N=5000$

The Rosner and Reeves methods have been affected only slightly by the different distributions of the $X$ values but the MacMahon method gives much poorer results, particularly in the case of the heavily skewed distribution. This is not surprising as that will have a major impact on the extreme quintiles. It shows that the method has little to commend it over other approaches. However, if there is evidence that the logistic regression model is inappropriate, the fact that this is not an assumption made by the MacMahon method will give it a degree of flexibility over the other methods. In that case transformations to normality are important if the method is to produce reasonable results.

9.5 Bivariate example

Another factor linked to the occurrence of heart disease is blood cholesterol. Many studies in recent years have routinely measured the total cholesterol in the blood and have modelled the risk of heart disease as a function of this, although more recent evidence suggests that it is the level of low density lipoprotein, or possibly the ratio of low to high density lipoprotein, that is a better predictor of risk. Cholesterol levels within a subject are not constant and undergo variation in the same manner as
diastolic blood pressure, though the level of variation is probably less, relative to the
between subject variation, than with DBP.

The correction factor method extends to this situation as discussed in Chapter 4. The
correction factor is now defined by a matrix

$$\Gamma = \Sigma_x (\Sigma_x + \Sigma_v)^{-1}$$

where \( x \) now refers to the pair of underlying true values and \( v \) to the possibly
correlated random departures from these true values.

$$\hat{\beta}_i = \hat{\beta}_i \hat{\Gamma}^{-1} = \hat{\beta}_i (I + \hat{\Sigma}_v \hat{\Sigma}_x^{-1})$$

where \( \hat{\beta}_i \) now represents a row vector of the coefficients of the model parameters. If
both the true values and the measurement errors are uncorrelated then the matrix
\( I + \hat{\Sigma}_v \hat{\Sigma}_x^{-1} \) will be diagonal and the estimates can be corrected individually, as with
Rosner's method, for example. If this is not true, then errors in one variable will have
an impact on the revised estimate for the effect of the other variable.

The data from Health Promotion Wales referred to above also contained follow up
values of cholesterol and so the joint effects were considered. Both DBP and
cholesterol measurements were available on 637 subjects.

Denote the DBP values by

$$Z_i = \mu_D + X + V_{1i} \quad (9.4)$$

for \( i = 1 \) and 2, and the cholesterol values by

$$W_i = \mu_C + U + V_{2i} \quad (9.5)$$
where $X$ and $U$ are the ‘usual’ levels of DBP and cholesterol and $\mu_D$ and $\mu_C$ represent the underlying true mean values of diastolic blood pressure and cholesterol that are assumed not to change between the two recordings.

Clearly, under the usual independence assumptions,

$$\text{cov}(Z, W) = \text{cov}(X, U) + \text{cov}(V_1, V_2)$$

Further, $\text{cov}(V_{11} - V_{12}, V_{21} - V_{22}) = 2\text{cov}(V_{11}, V_{12})$ assuming the covariance matrix of the error terms can be estimated using the within subject differences since, for example, $V_{11} - V_{12} = Z_1 - Z_2$.

The observed correlation between DBP and cholesterol was 0.294. The above methods were used to estimate the covariance, and hence the correlation, of the error terms and hence of the true values. The resulting correlations were 0.426 for the true values and 0.127 for the errors.

If correcting factors were applied independently, then the coefficient for DBP would be multiplied by 1.83 and that for cholesterol by 1.34.

The estimated covariance matrix of the error terms was $\begin{pmatrix} 50.56 & 0.525 \\ 0.525 & 0.338 \end{pmatrix}$ and that of the true values was $\begin{pmatrix} 60.93 & 3.406 \\ 3.406 & 1.013 \end{pmatrix}$. The matrix by which the ordinary logistic regression estimates are multiplied is therefore $\begin{pmatrix} 1.986 & -2.800 \\ -0.012 & 1.375 \end{pmatrix}$.
This then gives as revised estimates

\[
\begin{pmatrix}
\hat{\beta}_{11} & \hat{\beta}_{12}
\end{pmatrix} = (\hat{\beta}_{s1} \hat{\beta}_{s2}) \begin{pmatrix}
1.986 & -2.800 \\
-0.012 & 1.375
\end{pmatrix}
\]

\[
= 1.986 \hat{\beta}_{s1} - 0.012 \hat{\beta}_{s2}, -2.8 \hat{\beta}_{s1} + 1.375 \hat{\beta}_{s2}
\]

Plausible values for \( \beta_1 \) and \( \beta_2 \) are 0.04 and 0.3 based on evidence from the literature. Revised estimates are then 0.0758 and 0.301. So the effect of the correction is to reduce the correction for the cholesterol coefficient. It is clearly important to allow for this correlation and it is unclear how MacMahon's method would do so.

9.6 Implications for study planning
This example has shown that to ignore the issue of measurement error can lead to grossly biased estimates of regression coefficients. In the above bivariate example, the odds ratio associated with an increase of 10 mm Hg in DBP is 1.49 if measurement error is ignored, but 2.13 when adjustments are made. In order to make these adjustments, knowledge is required of the covariance matrix of any measurement errors involved. This information may already be available from other studies, but if not then it is important in planning a study such as this to include in the design an element for estimating this covariance matrix.

Equation (9.3) is only approximate but it shows the dependence on the size of the validation study. The criterion for choosing the study sample size will usually be based on the precision required of the estimates of the regression coefficient. The implications for sample size will depend on the values of the parameters involved. The sizes of the main and validation studies, \( n \) and \( m \) respectively, are clearly important but so are the values of \( \beta \) and \( \theta \). It was noted earlier that usually the
second term in (9.3) will dominate other terms but for some values of $\beta$ and $\theta$ that will not be the case. For the particular values in this study, with a large value of $\theta$ arising from the large measurement error variance, the first term in (9.3) is the dominant term unless $m$ is very small. The results suggest that for the values of $n$ considered here, a fairly small validation study would probably suffice. This may not always be the case and therefore there could be implications of sampling error in the estimation of $\sigma_v$. 
Chapter 10

In this thesis we have introduced the logistic regression errors-in-variables problem. Throughout the chapters we have provided a framework for understanding the background to the problem, the methods that can be implemented for both ordinary logistic regression and the measurement error model, and an investigation into the best methods for estimating the measurement error model parameters. The issue of whether the measurement error standard deviation is known, either estimated from a validation study or internal to the main study has also been investigated. The thesis has been concluded with a view as to how this work can be included in studies being conducted today.

There are many examples in medical studies of mis-measured risk factors being used in relation to a disease status. In chapter 1 we introduced a few of these examples, where a correction method for measurement error would be required, but are not necessarily routinely applied. The fact that risk factors are known to be subject to
measurement error is well documented. There are also a number of methods in the statistical and epidemiological literature available to estimate the model parameters when the risk factor is known to be subject to measurement error. However, in practice these methods are not widely used. The aim of this thesis was to provide understanding of which methods could be used to estimate the model parameters and when the methods should be used, in-order to provide a practical guide to correction methods so that they can be more widely used in practice.

This thesis has provided a summary of some of the correction methods that are currently available, as well as a practical comparison of these methods, which has not been conducted elsewhere. This work compared a number of methods chosen from a range of techniques in different situations. By comparing the bias associated with estimating the model parameters, as well as likelihood and empirical standard errors, confidence intervals and 95% coverage terms two methods proved to provide the best estimates of the model parameters: a simple correction factor method, and a complex modelling technique. These methods were also compared with respect to their robustness to certain modelling assumptions. In conclusion, both when the model assumptions held and when they did not, the Reeves method provided comparable results to the conditional score method. As this method is simpler to implement and therefore more likely to be used in practice, this method is strongly recommended in all cases examined within this thesis.

A further technique that can be used in measurement error problems is the Bayesian approach. With the advent of specialized software, Bayesian techniques are more widely used than in previous years. They have been previously advocated for
measurement error problems but have never been practically compared to frequentist techniques. Though only a limited number of simulations could be conducted for the Bayesian approach, this technique proved to be a viable alternative to the Reeves method. By nature, the Reeves method is simpler to implement and therefore would probably be more widely used in practice. However, the Bayesian approach has a number of advantages, including its flexibility in modelling the situation and including prior information, so that this method should not be discounted when choosing a measurement error method.

In the linear regression measurement error problem, no analytical estimates of the model parameters could be identified when both the measurement errors were unknown. For the logistic regression measurement error problem, Kuchenhoff (1994) proved that all the model parameters are identifiable from a single study data set. This was true for both the classical and Berkson measurement error models but not for the probit regression measurement error problem. As Kuchenhoff reported, it does not seem possible to find a way of translating this theoretical result into a practical method for estimating all model parameters. The close links with the non-identifiable probit model suggest that the information in the data is not really sufficient to estimate all parameters in practice. The experiences with the Bayesian approach confirm that this appears to be the case and that in practice information on the parameters of the measurement error model is necessary.

Though there are a number of sophisticated techniques that can be used to estimate the model parameters in the logistic regression measurement error problem, the most commonly used method that appears to be used in epidemiology is a very ad-hoc
method. This is the method of MacMahon, suggested for use in relating blood pressure to coronary heart disease. Our investigation showed that this particular method was not as efficient and robust as the Reeves method. Therefore, studies using this particular method could mis-interpret the true relationship between blood pressure and disease. This proved that without some understanding of the comparison between correction methods and which are the best methods to use, studies could still be conducted using inappropriate correction methods.

This thesis only practically compared a few different methods. As we have shown, there are many more correction methods that have been designed for particular uses. The Reeves method proved, in the cases that we tested, to produce sensible estimates of the model parameters for all values of the measurement error standard deviation. To understand whether this method should be used in all cases, further practical work must be conducted in order to compare the Reeves method with other more specifically designed methods. Further to this, this thesis only practically compared methods where there was a single explanatory variable in the model, a practical comparison of the methods available for more than one variable is also required.

The results from the investigation using a Bayesian approach to the measurement error problem, suggested that the Bayesian method could be comparable to the simpler Reeves method. A larger simulation study is required, in order to examine the estimates of the model parameters in various cases where the prevalence of the disease changes, as well as the measurement error model and distribution of the measurement error. As this method is more involved than a simple correction method,
a practical comparison is required to frequentist methods to see whether there is any
gain in using the more flexible Bayesian approach.

Limited work was conducted in this thesis on the Kuchenhoff theory of being able to
estimate all three of the model parameters from a single dataset and so far, it seems
that this work has theoretical interest only. However, the issue of identifiability
remains open. From the current results it appears that there is not sufficient
information to estimate all of the parameters efficiently. Further examination of the
probit regression model and why the theory does not hold for this case could provide
information as to why this is the case. The theoretical side of the problem could also
be taken further by examining whether there are other measurement error distributions
where this theory also holds or perhaps where the $X$ values are not normally
distributed. Further theoretical work could perhaps lead to a practical use.

Over the past few years a number of authors have considered the errors-in-variables
problem from different perspectives. These include both Bayesian (Berry et al (2002),
(2002, 2003) and Wang et al (2001) approaches. Further work has also considered
more practical applications for example, sample size calculations when covariates are
known to be subject to measurement error (Devine (2003) and Tosteson (2003)) as
well as practical applications (Pilote et al (2000) and Rindskopf (2004)). The
continued work in this area confirms the requirements to continue to understand when
particular techniques should be used and therefore become standard procedure when
covariates are known to be subject to measurement error.
In conclusion, measurement error associated with a risk factor can have a major effect when estimating the relationship between the risk factor and a disease status. Therefore, medical studies should be designed and implemented taking into account the effect of the measurement error. Studies should be designed with a large sample size as possible, with a moderately sized subsidiary or validation study in order to determine the nature and size of the measurement error. Lastly, instead of the ordinary logistic regression method, the most appropriate correction method should be used that fits the problem and the model assumptions. Overall, it is important that such methods are made widely available, such as being a part of standard statistical packages, and that the use of such methods becomes standard.
Appendix A

A.1 Overview
This chapter contains the proofs of the results that were quoted within the study that had no associated reference.

A.2 Logistic Model Variance
The logistic probability distribution function is
\[ \frac{e^{-x}}{(1 + e^{-x})^2} \quad -\infty < x < \infty \]

By symmetry \( E(X) = 0 \). Hence,

\[ E(X^2) = 2 \int_0^\infty x^2 \frac{e^{-x}}{(1 + e^{-x})^2} \, dx \quad \text{by symmetry} \]

\[ = 2 \int_0^\infty x^2 e^{-x} \left( \sum_{k=0}^\infty (k + 1)(-1)^k e^{-kx} \right) \, dx \]

\[ = 2 \sum_{k=0}^\infty x^2 (k + 1)(-1)^k e^{-(k+1)x} \, dx \]

\[ = 2 \sum_{k=0}^\infty (-1)^k \int_0^\infty x^2 e^{-(k+1)x} \, dx \]
\[
\sum_{k=0}^{\infty} \frac{(-1)^k}{(k+1)^2} = 4 \left(1 - \frac{1}{2^2} + \frac{1}{3^2} - \frac{1}{4^2} + \ldots\right)
= 4 \left(1 + \frac{1}{2^2} + \frac{1}{3^2} + \ldots\right) - 8 \left(\frac{1}{2^2} + \frac{1}{4^2} + \frac{1}{6^2} + \ldots\right)
= 4 \left(1 + \frac{1}{2^2} + \frac{1}{3^2} + \ldots\right) - 2 \left(1 + \frac{1}{2^2} + \frac{1}{3^2} + \ldots\right)
= 2 \left(1 + \frac{1}{2^2} + \frac{1}{3^2} + \ldots\right)
= 2 \times \frac{\pi^2}{6} = \frac{\pi^2}{3} = \text{Var}(X)
\]

### A.3 Delta method

To find the variance of the variable \(Z\) when \(Z = f(X, Y)\) using the delta method.

\[
Z = f(X, Y) = f(X - \mu_x, \mu_x, Y - \mu_y, \mu_y)
\]

\[= f(\mu_x, \mu_y) + (X - \mu_x) \frac{\partial f}{\partial X} |_{\mu_x} + (Y - \mu_y) \frac{\partial f}{\partial Y} |_{\mu_y} + \frac{(X - \mu_x)^2}{2} \frac{\partial^2 f}{\partial X^2} |_{\mu_x} + \frac{(Y - \mu_y)^2}{2} \frac{\partial^2 f}{\partial Y^2} |_{\mu_y} + (X - \mu_x)(Y - \mu_y) \frac{\partial^2 f}{\partial X \partial Y} |_{\mu_x}
\]

\[
E(Z) = f(\mu_x, \mu_y) + \frac{\sigma_x^2}{2} \frac{\partial^2 f}{\partial X^2} |_{\mu_x} + \frac{\sigma_y^2}{2} \frac{\partial^2 f}{\partial Y^2} |_{\mu_y} + \rho \sigma_x \sigma_y \frac{\partial^2 f}{\partial X \partial Y} |_{\mu_x}
\]

\[
Z - E(Z) = (X - \mu_x) \frac{\partial f}{\partial X} |_{\mu_x} + (X - \mu_x) \frac{\partial f}{\partial X} |_{\mu_x}
\]

\[
\text{Var}(Z) = E(Z - E(Z))^2
\]

\[
= \sigma_x^2 \left(\frac{\partial f}{\partial X} |_{\mu_x}\right)^2 + \sigma_y^2 \left(\frac{\partial f}{\partial Y} |_{\mu_y}\right)^2 + 2 \rho \sigma_x \sigma_y \left(\frac{\partial f}{\partial X} |_{\mu_x}\right) \left(\frac{\partial f}{\partial Y} |_{\mu_y}\right)
\]

If \((X, Y)\) are independent then \(\rho = 0\).
A.4 Proof of statement in section 4.3.3

Carroll, Spiegelman, Lan, Bailey & Abbott (1984) proved that the integral
\[ P(Y = 1|Z) = \int P(Y = 1|X)f(X|Z)\,dX \]  
(4.4)
can be analytically evaluated if the probit model is substituted for the logistic model through the equation
\[ \int_{-\infty}^{\infty} \Phi(a + bx)\phi(x)\,dx = \Phi\left( \frac{a}{\sqrt{1 + b^2}} \right) \]

The following is a proof of this statement.

\[ \int_{-\infty}^{\infty} \Phi(a + bx)\phi(x)\,dx \]

\[ = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{b+ax} \phi(y)\,dy \right) \phi(x)\,dx \]

\[ = \int_{-\infty}^{\infty} \phi(x)\phi(z)\,dx\,dz \]

Where \( \phi(x)\phi(z) \) is the joint pdf of \( xz \) which is a bivariate normal with \( \rho = 0 \), \( \sigma_X = \sigma_Z = 1 \) and \( \mu_X = \mu_Z = 0 \).

The two densities are rotationally invariant therefore, we can rotate the axis such that the new Z-axis is perpendicular to the line \( Z = a + bX \).

\[ \begin{align*}
X' & \quad X \\
Z' & \quad Z = a + b
\end{align*} \]

Therefore, the perpendicular distance from the line \( Z = a + bX \) to the origin is \( \frac{a}{\sqrt{1 + b^2}} \).

By changing the limits of integration in line with the above transformation we have
\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(Z')\phi(X')dZ'dX' \]

\[ = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{1}{2}Z'^2} dZ' e^{-\frac{1}{2}X'^2} dX' \]
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\[
\int_{-\infty}^{a} \phi(Z')dZ' = \Phi\left(\frac{a}{\sqrt{1+b^2}}\right)
\]

Hence,

\[
P(Y = 1|Z) = \Phi_x \left( \frac{\alpha_x + \beta_x \left( \frac{\sigma_x^2 \mu_x + \sigma_x^2 \sigma_z^2}{\sigma_x^2} \right)}{\left( 1 + \beta_x^2 \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2} \right)^{1/2}} \right)
\]

A.5 Proof of variance statement 2.19

To prove that

\[
Var(\hat{\beta}_i) = \frac{\sum p_i(1-p_i)}{\sum x_i^2 p_i(1-p_i)\sum p_i(1-p_i) - (\sum x_i p_i(1-p_i))^2}
\]

(2.19)

requires the use of Fisher’s Information matrix defined by

\[
I_\theta = E_{\theta} \left[ \left( \frac{\partial \log p(x, \theta)}{\partial \theta} \right)^2 \right]
\]

It can be shown that maximum likelihood estimators have a covariance matrix which, for large samples, can be approximated by the inverse of this matrix.

The logistic log likelihood is defined by

\[
\ell = \log L = \sum_{i=1}^{n} Y_i \log p_i + \sum_{i=1}^{n} (1 - Y_i) \log(1 - p_i)
\]

The information matrix is calculated from the matrix of the second derivatives of the logistic log likelihood, so from (2.14)-(2.17)

\[
I(\alpha, \beta) = \begin{pmatrix}
\sum_{i=1}^{n} p_i(1-p_i) & \sum_{i=1}^{n} x_i p_i(1-p_i)\\
\sum_{i=1}^{n} x_i p_i(1-p_i) & \sum_{i=1}^{n} x_i^2 p_i(1-p_i)
\end{pmatrix}
\]
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On taking the inverse

\[
I(\alpha, \beta)^{-1} = \frac{1}{\sum_{i=1}^{n} x_i^2 p_i (1 - p_i) \sum_{i=1}^{n} p_i (1 - p_i) - \left( \sum_{i=1}^{n} x_i p_i (1 - p_i) \right)^2} \begin{pmatrix}
\sum_{i=1}^{n} x_i^2 p_i (1 - p_i) & \sum_{i=1}^{n} x_i p_i (1 - p_i) \\
\sum_{i=1}^{n} x_i p_i (1 - p_i) & \sum_{i=1}^{n} p_i (1 - p_i)
\end{pmatrix}
\]

Therefore,

\[
Var(\hat{\beta}) = \frac{\sum_{i=1}^{n} p_i (1 - p_i)}{\sum_{i=1}^{n} x_i^2 p_i (1 - p_i) \sum_{i=1}^{n} p_i (1 - p_i) - \left( \sum_{i=1}^{n} x_i p_i (1 - p_i) \right)^2}
\]
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