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A bstract

Attaining the most spectrally efficient form of data  transmission over a time- 

varying channel remains as fundamentally im portant target in wireless systems. 

Link adaptation (LA) is a promising approach to increase spectral efficiency. In 

general, the transm itter adjusts its parameter such as rate, power and coding in 

accordance with the channel state information (CSI) fed back from the receiver. 

Consequently, the accuracy of the CSI is prevalent in LA design. In this thesis, 

an investigation of the performance of a variable rate variable power (VRVP) 

multi-level quadrature amplitude modulation (MQAM) scheme is performed for 

a single antenna system. Then, a novel VRVP-MQAM system is proposed that 

employs a rate and power adaptation algorithm based on the statistical charac­

terization of CSI imperfection. Instead of using the conventional signal-to-noise 

ratio (SNR) estimate as a CSI parameter, the proposed system is based on both 

an SNR estimate and a bit error rate (BER) estimate, as BER is a more direct 

representation for quality of service (QoS) of a communication system. The pro­

posed rate and power adaptation algorithm is then generalized to incorporate a 

pilot symbol assisted modulation (PSAM) based channel predictor. The BER and 

SNR estimates are then employed within a code division multiple access (CDMA) 

based rate and power adaptation system. Finally, the performances of the pro­

posed systems are shown to achieve higher spectral efficiency when compared to



the alternative systems derived based on conventional approach.

Another requirement in today’s wireless digital communication systems is to 

provide services for integrated voice and data traffic. The QoS requirement for 

voice and data  can be application specific. For example, real-time traffic is delay- 

constrained, whereas non-real time traffic has a relaxed requirement on delay but 

may be capacity-constrained. W ith this motivation, a rate and power adaptation 

technique is proposed for a multiple-input multiple-output (MIMO) based inte­

grated voice and data service. On the basis of analytical and simulation results, 

the performance of the proposed scheme is assessed for a Rayleigh fading environ­

ment. Finally, the results demonstrated tha t the MIMO based system is suitable 

for integrate voice and data traffic with different requirements and specification.
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of Chapter 8
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Chapter 1

Introduction

Demand for robust and spectrally efficient communication over time-varying fad­

ing channels for high-speed digital wireless data  transmission has motivated a 

great deal of research interest, see [1] and the references therein. Among the nu­

merous works, link adaptation (LA) is one of the promising solutions to increase 

spectral efficiency in a wireless system [1-7]. In general, LA techniques adapt 

transmission parameters such as modulation, coding level, and signal power with 

the channel variation. LA techniques use channel state information (CSI) feed­

back from the receiver to dynamically adapt appropriate transmitter parameters 

over the fading channel. In [2] the capacity of a single-user channel is exam­

ined when optimal and suboptimal rate and power adaptation are used over a 

flat-fading channel. In [3], the work in [2] has been extended to the capacity 

of Rayleigh fading channels under different adaptive transmission and diversity- 

combining techniques. The work in [4,5] examined the rate and power adaptation 

for maximum spectral efficiency within a multi-level quadrature amplitude mod­

ulation (MQAM) scheme. Also, [4] extends the analysis to include a multi-level 

phase shift keying (MPSK) scheme. In [4] and [5] maximum spectral efficiency 

is achieved subject to an average power constraint and a bit error rate (BER)



requirement.

An im portant premise that detracts from the practical performance of such 

adaptive techniques is the availability of accurate CSI. In a practical situation, 

the transm itter and the receiver rarely have the ability to measure or estimate 

perfectly the channel state. Imperfect CSI such as inaccurate channel estimates 

at the receiver and the delay in the feedback of CSI to the transm itter may de­

grade the performance of a wireless system. Several papers have addressed these 

issues, [4,6,7] and [8-10]. In [4], a variable rate and variable power MQAM 

(VRVP-MQAM) system is proposed with optimal solutions derived assuming an 

ideal CSI scenario. The effect of channel estimation error and delay on the BER 

performance of the VRVP-MQAM system is also analyzed in [4]. The effect of 

imperfect channel estimation on a VRVP-MQAM system is studied in [6 ] through 

a new set of system formulas embedding imperfect channel estimates and feed­

back delay parameters. An instantaneous signal-to-noise ratio (SNR) estimate 

obtained at the receiver based on the minimum mean-square error (MMSE) cri­

terion was considered. Most works, such as [4,6], have employed rate and power 

adaptation algorithms assuming perfect knowledge of the channel fading values 

after which the effect of channel imperfections on the performance of the adaptive 

system is characterized. These adaptive designs based on perfect CSI assump­

tion are known to work well only for a small CSI estimation error and a limited 

feedback delay [4,6]. Alternatively, the use of channel prediction has been shown 

to relax the constraint on delay and estimation error [7-10]. In these work, op­

timum rate and power algorithms are derived based on the predicted SNR and 

the statistical properties of the channel predictor. Most of the adaptive designs 

consider SNR as a system performance indicator. However, SNR measurements 

may not be a direct measure of quality for a mobile system with time-varying 

channel characteristics due to fading. Therefore a power adaptation scheme based



on BER, which is considered to be a more direct representation of the measure 

of quality was proposed in [1 1 ] and [12]. Outer-loop power control based upon 

BER or FER (frame erasure rate) in wideband-code division multiple access (W- 

CDMA) systems is a practical example of this kind of power adaptation [13]. 

Joint optimization of BER-based adaptive modulation and outer loop SNR tar­

get was considered in [14,15]. Besides BER based power adaptation, an adaptive 

coding scheme that is based on BER was proposed in [16] for a GSM (Global 

System for Mobile Communication) system.

In recent years, a higher demand for capacity has resulted in substantial in­

terest in the study of multiple-antenna systems, see for example the books [17,18] 

and research work in [19-22]. Based on the singular value decomposition (SVD) 

approach, the multiple-input multiple-output (MIMO) channel can be decom­

posed into parallel single-input single-output (SISO) subchannels with nonequal 

gains [20]. For a deterministic MIMO channel, when CSI is available at the 

transm itter and receiver, a water-filling power allocation among the parallel sub­

channels has been shown to maximize channel capacity [17,20]. On the other 

hand, when CSI is only available at the receiver, maximum capacity can be 

obtained by equal power distribution among the subchannels [17,20]. In a time- 

varying MIMO channel, LA techniques for a multiple-antenna system can be 

inferred from the techniques used for a single antenna system. For example, the 

VRVP-MQAM scheme of the SISO system [4] has been extended to a MIMO 

system in [23], and the channel prediction method has been extended to adaptive 

systems with multiple-antenna system in [24,25]. Similar to a single antenna 

system, the degradation of the performance of a multi-antenna system due to in­

accurate channel estimation (and imperfect CSI) has also attracted a great deal 

of attention [23,25-28]. In the case of channel estimation based on a training 

signal, additional training effort is required for a multiple antenna adaptive sys­
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tem, because more parameters (due to multiple antennas) have to be estimated. 

Considering tha t full CSI is fed back to the transmitters, this implies an increased 

in the amount of feedback information as compared to a single antenna system 

and increased requirement for quasi-stationarity on the channel. In [27], a sig­

nal processing architecture at the receiver was proposed using outdated CSI in 

combination with linear filtering. The proposed design reduces the effect of in­

correct CSI at the transm itter without increasing overhead in feedback. Another 

approach to reduce feedback overhead is to send only partial CSI based upon 

channel statistics rather than precise channel parameters. For instance, an adap­

tive modulation with channel mean feedback for multi-antenna transmission was 

proposed in [28,29].

Beside higher capacity transmission, another demand in today’s digital wire­

less communication systems is to provide a wide variety of services for voice, video 

and data traffic. The performance of such systems will be application specific and 

is likely to have different QoS (quality of service) requirements, see [30] and the 

references therein. Among several requirements, delay constraint is one of the 

QoS parameters that varies dependent upon whether the traffic is real-time or 

non real-time. Real-time traffic such as a conversational voice service demands 

stringent delay requirement whereas non real-time traffic such as streaming au­

dio or web browsing and database access traffic has a relaxed requirement on 

delay. Therefore, the need to support multi-class services has attracted recent 

research interests in exploring LA techniques for integrated voice and data ser­

vices. These include the research work based on single-antenna [31] to the very 

recent research work on MIMO and Orthogonal frequency-division multiplexing 

(OFDM) systems [32,33].
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1.1 Aim s and O bjectives

The aims of this research are to study radio resource allocation and management 

for digital wireless communication systems, identify practical limitations from a 

communication theory and signal processing perspective and to propose novel so­

lutions. To achieve these goals, the objectives of research have been categorized 

as follows:

i) Review existing research on radio resource allocation and management for dig­

ital wireless communications.

ii) Identify transmission parameters tha t would impact the performance of a dig­

ital wireless communication system over a time-varying channel.

iii) Design rate and power adaptation algorithms considering practical implemen­

tation aspects.

iv) Implement the proposed algorithms taking into consideration the practical 

constraints of digital wireless communication systems.

v) Extend the rate and power adaptation techniques to a MIMO system incor­

porating various QoS targets.

1.2 Thesis Outline

The thesis is organized as follows: An overview on radio channel characteristics 

is given in Chapter 2.

Optimal adaptation techniques for maximum spectral efficiency of a wire­

less communication system over time-varying channels are discussed in Chapter 

3. This chapter includes a summary of the framework for the VRVP-MQAM 

scheme [4] under perfect channel assumption. The chapter provides the necessary 

background materials that will be used in the subsequent contribution chapters.
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Chapter 4 provides an overview of a pilot symbol assisted modulation (PSAM) 

scheme and the PSAM-based channel prediction method. The chapter gives the 

background materials that will be used in the subsequent chapters.

In Chapter 5, a rate and power adaptation technique based on the SNR and 

BER estimate is proposed. This chapter presents the derivation of the BER 

estimator and formulates a new set of rate and power algorithms. The spec­

tral efficiency of the proposed system is evaluated under perfect and partial CSI 

scenarios.

The solutions derived in Chapter 5 are extended to a VRVP-MQAM system 

that incorporates a maximum a posteriori (MAP) channel predictor in Chapter 

6 .

A joint SNR target and rate adaptation scheme based on BER estimation is 

proposed in Chapter 7. The control policy is similar to a truncated channel inver­

sion type power control algorithm that is commonly used in a CDMA/WCDMA 

system.

In Chapter 8 , a MIMO based VRVP-MQAM system is introduced. The chap­

ter starts with a brief discussion on a MIMO channel model and presents dis­

cussion in the context of a VRVP-MQAM system. The chapter finally presents 

another contribution work, where rate and power adaptation schemes for inte­

grated voice and data services for a MIMO system are proposed.

Finally, conclusions are drawn together with suggestions for future work in 

Chapter 9.
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Chapter 2

Channel M odel

2.1 Fading

Radio signal propagation between wireless communication devices is known to 

experience both large scale and small scale fading. Large scale fading is due 

to the motion of a transm itter and/or receiver over prominent terrain contours 

such as hills and buildings. Some of the popular large scale models are Oku- 

mura [34] and H ata [34, 35] models, which relate parameters such as antenna 

height, distance between transm itter and receiver, and signal mean-path loss and 

standard deviation. In contrast, small scale fading refers to the rapid fluctuation 

of the radio signal over a short distance and over relatively short time duration. 

Throughout this thesis, small scale fading will be the main fading phenomena to 

be considered.

2.2 Small Scale Fading and M ultipath Effect

In a wireless mobile communication system, a signal can travel from the transm it­

ter to the receiver over multiple reflective paths. The constructive and destruc-



tive additions of the signal through different paths with different delays result in 

fluctuations in the amplitude and phase within the signal which arrives at the 

receiver. This phenomenon is known as the multipath effect and is commonly 

related to small scale fading. Small-scale fading can manifest itself as time dis­

persion and frequency dispersion mechanisms. Depending on the characteristics 

of the transm itted signal and the transmission channel, each mechanism can im­

ply that the transmission channel is flat/frequency selective fading based on the 

multipath time delay spread parameter; or fast/slow fading based on the Doppler 

spread parameter.

2.3 M ultipath Time D elay Spread: Flat/Frequency  

Selective Fading

2.3.1 Flat-Fading

A flat-fading channel refers to the situation where the coherence bandwidth B c 

of the channel is much greater than the transm itted signal bandwidth B s. In 

general, coherence bandwidth refers to the bandwidth of the channel which passes 

all spectral components of the transm itted signal with approximately equal gain 

and linear phase. In [34], a relaxed definition for B c is defined as the bandwidth 

over which the frequency correlation function is above 0 .5 , and is written as

(2 .1 )

where aT is the root mean square (rms) delay spread [34]. Therefore the following 

relationship could characterize a flat-fading channel

B s «  B c, (2 .2 )
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or equivalently,

Ts »  crT, (2.3)

where Ts denotes the symbol period of the baseband transm itted signal.

For the flat-fading situation, the spectral characteristics of the transm itted 

signal are preserved at the receiver, but the amplitude of the signal will change in 

accordance to the time variations of the channel gain. The two common distribu­

tion functions defining the instantaneous gain of flat-fading channels are Ricean 

and Rayleigh distributions. In physical implementation, when the received sig­

nal is made up of a dominant line-of-sight (LOS) signal and multiple reflective 

signals, the envelope amplitude has a Ricean distribution [34]. When the LOS 

signal becomes faded and approaches zero, the Ricean distribution approaches a 

Rayleigh distribution. Throughout this thesis, the Rayleigh distribution function 

is adopted to simulate a scattering rich wireless environment.

Statistical m odel for R ayleigh fading

This section summaries the statistical Clark’s model as detailed in [34,36]. Con­

sider a scattering rich environment within which N  paths of waves arrive at the 

receiver from a fixed transm itting antenna. Let (fn denotes each angle of arrival, 

which is measured in the direction of receiver motion. Due to the Doppler effect, 

the frequency of each wave incident on the receiver is shifted by

fn = fd COS (pn , (2.4)

where fd denotes the maximum Doppler frequency and is defined as fd — ^ r , 

where vt defines the vehicular speed in m/s, c is the speed of light (3 x 108 m/s) 

and /  is the carrier frequency in Hz.



Assume that an and Qn =  2 n fnt +  <j>n  denote respectively the amplitude and 

random phase of the nth path. The transm itted signal can be expressed as .

s (t) = Ke{m(t)  exp ( j2 n f t ) } ,  (2.5)

where m{t) denotes the complex envelope of the transmitted signal and Re{.} 

denotes the real part of a complex argument. The received signal is then expressed 

as
N

r (t) =  Re{m(t) an exp (j2izft  +  0n)} (2.6)
71=1

=  Re{ra(£)c(t) exp( j2n f t )} ,  (2.7)

where

c(t) = c j ( t ) + j c Q(t), (2 .8)
N

=  5ZanCos((9n), (2.9)
71=1

N

cq w  = Y l an sin(^ )-  (2-10)
n =  1

For sufficiently large N , ci(t) and cq(£) can be considered as Gaussian random 

variables as a consequence of the central limit theorem [37]. Let us assume the 

average received power is normalized to A 2, that is,

E[\r(t)\2] = A 2, (2 .1 1 )

where E[.} denotes the ensemble average over all possible value of an and 0n, 

and |.| denotes amplitude. W ith the phase angles 6n assumed to be uniformly 

distributed within the interval (0, 27t], and C j  and C q  are uncorrelated zero-mean 

Gaussian random variables with equal variance, then



c(t)

m ( t ) >  r(t)

Figure 2.1: Block diagram of a fading channel model.

The envelope of the fading component a(t)  is represented as

(2.13)

Since c/ and c q  are random variables, the received signal envelope is also a random

Finally, the equivalent Rayleigh fading channel model, represented as shown 

in Figure 2.1, will be used in the subsequent chapters.

Other flat-fading distributions

The Rayleigh distribution is well suited for modelling a flat-fading channel that 

is rich in scattering and has no dominant LOS signal component. If the channel 

has a fixed LOS signal component, the random multipath components arriving 

at different angels are superimposed on the dominant signal. That means the 

received signal is equal to the superposition of a complex Gaussian component 

and an LOS component. The resulting signal envelope has a Ricean distribution

variable. Through random variable transformation [37], the received envelope 

random variable r  therefore has a Rayleigh distribution written as

(2.14)

[34,38], given by

(2.15)
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for dQ > 0 and r  > 0. Iq is the zero order modified Bessel function [39]. The

is often described in terms of a fading parameter, W,  which is given by

The parameter W  is also known as the Ricean factor and characterizes the Ricean 

distribution. For instance, as dQ —> 0, and W  —> 0, the Ricean distribution 

approaches a Rayleigh distribution. On the other hand, as W  —> oo, the Ricean 

distribution approaches a no fading channel model with only an LOS component.

Another fading distribution that is commonly used, due to its flexibility to 

adjust its parameters to fit to a variety of empirical measurements is the Nakagami 

fading distribution [40], given by

and m  is the Nakagami fading parameter. The parameter m  characterizes the 

Nakagami distribution. For instance, when m  = 1, (2.17) reduces to a Rayleigh 

distribution. When m  =  (W  +  l ) 2 / (2W  -f 1), (2.17) approaches the Ricean 

distribution with parameter W.  When m  = oo, (2.17) represents a channel with 

no multi-path fading, but with an LOS component.

2.3.2 Frequency Selective Fading

If the coherence bandwidth of the channel is smaller than the bandwidth of the 

transm itted signal [34],

parameter d2 denotes the power of the dominant signal. The Ricean distribution

(2.16)

where =  E[r2} is the average received power, T(.) is the Gamma function [39]

B s »  B c , (2.18)

or equivalently,

Ts «  gt , (2.19)

1 2



the received signal could experience frequency selective fading. That is, the spec­

tral frequency components of the transm itted signal experience different spectral 

gains when passing through a frequency selective channel. Physically, multiple 

versions of the transm itted waveform will be attenuated and delayed in time, 

and this is the familiar intersymbol interference (ISI) effect. This is commonly 

experienced in wideband transmission and is not a topic to be explored within 

this thesis. However, for related interest, details on frequency selective channel 

modelling can be obtained from text books such as [34].

2.4 Doppler Spread: F ast/S low  Fading

In general, fast/slow fading defines a time-varying channel whose channel impulse 

response changes faster/slower than the transm itted baseband signal. Statisti­

cally the time variation can be related to Doppler effect through Doppler spread 

B d and coherence time Tc parameters, as detailed in [34]. In summary, a signal 

undergoes fast fading if

Ts > Tc , (2.20)

or equivalently,

B s < B d . (2.21)

In contrast, a signal undergoes slow fading if

Ts «  Tc , (2.22)

or equivalently,

B s » B d . (2.23)
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Doppler spread B^ is a measure of the spectral broadening which is related to 

the Doppler shift effect. Coherence time Tc defines the time duration over which

the impulse response of the channel is essentially invariant, or alternatively is the

time duration over which a strong correlation occurs between the amplitude of 

two received signals. Tc can be expressed as [34]

Tc «  ^  . (2.24)
Jd

In [34,41], the coherence time is defined as the time over which the time correlation 

function is above 0.5, and is expressed as

Tc ss - — r - . (2.25)
W n f d  y

Alternatively, based on the geometric mean of expressions (2.24) and (2.25), Tc 

can be expressed as

T- - M r  (2 26)

Using any one of the expressions (2.24-2.26) in (2.20) and (2.22), fast and slow 

fading can also be characterized by the spread factor /^Ts > 1 and fdTs «  1 

respectively.

2.5 Summary

This chapter provided an overview on radio channel characteristics. In partic­

ular, the properties of the m ultipath radio channel due to small scale fading 

phenomenon have been described. The statistical model of a flat-fading chan­

nel in a scattering rich environment (with no LOS signal) has been shown to be 

Rayleigh distributed, and is modelled as a zero mean complex-valued Gaussian 

random process. For comparison, two commonly known flat-fading channel dis­

tributions tha t model a scattering rich environment with LOS signal component

14



were provided. These are the Ricean distribution and the Nakagami distribution. 

The time-varying nature of a radio channel in terms of fast/slow fading based on 

the Doppler spread parameter was discussed. In brief, the fast and slow fading 

channel can be characterized in terms of Doppler spread factor fdTs.

In the subsequent chapters, a flat-fading channel with Rayleigh distribution 

will be mainly considered.
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Chapter 3

Link A daptation  Techniques 

under Perfect CSI K nowledge

3.1 Introduction

This chapter outlines existing link adaptation techniques for wireless communi­

cation systems over time-varying channels. Perfect CSI is assumed available at 

the transm itter and the receiver. The maximum spectral efficiency of an adaptive 

code, rate and power scheme is first summarized in terms of Shannon capacity. 

Next, the maximum spectral efficiency of a variable rate variable power MQAM 

(VRVP-MQAM) system is presented. This chapter provides the necessary back­

ground required for designing the imperfect CSI based VRVP-MQAM system and 

a VRVP-MQAM MIMO system to be presented in the subsequent chapters.
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3.2 Capacity o f a Time-Varying Channel

The capacity of a time-invariant bandwidth limited transmission over an additive 

white Gaussian noise (AWGN) channel was originally derived by Shannon in [42], 

and also well explained in [43]. The well known capacity formula, in bits per 

second (bps), is written as

c - b i ° s - ( i + ? ! § ) •  ( i u )

where is the received average SNR, denoted as T, and S  represents the average 

transm it power. The parameter B  denotes the bandwidth and N 0 denotes the 

noise power spectral density.

3.2.1 O ptim al R ate and Power A daptation

Based on (3.1), Goldsmith et al. derived the optimal adaptive scheme which 

maximizes the spectral efficiency of a narrow band transmission system over a 

fading channel [2 ]. The framework of [2 ] is summarized here. Consider the 

system model shown in Figure 3.1. The channel is modelled in discrete-time, 

denoted by index z, with statistically stationary and ergodic time-varying gain 

a( i)  — |c(z)|, where c(z) denotes the complex fading, and zero mean AWGN 

n  (z). For a constant average transm it power S, the instantaneous received SNR 

7  (z) is defined as
<S[a(z)]2

7 «  =  ^ f ,  (3.2)

and the average received SNR is

. S E  \a (i)2l

Perfect CSI is assumed available at the receiver, and the CSI is fed back to the 

transm itter error-free and with negligible delay. That is, at time z the channel
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Figure 3.1: Block diagram of an adaptive system.

gain estimate a (i) at the receiver is equal to its true channel gain a ( i ), and 

its equivalent SNR, 7  (i), is fed back to the transm itter with negligible delay. 

Subsequently, the transm itter will adapt the transm it power S  ( 7  (z)) based on 

7  (i), and the corresponding instantaneous received SNR will be

* (7 (0 ) =  7(0  (3-4)

Having clarified the definitions, the discrete time reference i will be omitted in 

the remaining sections for brevity.

The transm itter will adapt its power S  (7 ) and code according to the instanta­

neous SNR 7 . The transm it power is also subject to an average power constraint

[  S  (7) / 7 (7) =  5, (3.5)
J-y

where f 1 (7 ) denotes the probability density function (PDF) of 7 . The notation 

f x g(x) dx denotes the integral of a function g(x) of a variable x, and the range of

x, unless otherwise specified, is from zero to infinity. For an average power con­

straint (3.5), the time-varying channel capacity (in bits/sec/Hz) can be written 

as [2 ]

max r (  5 (V )'y \
C / B  = /  log2 1 +  - M p  / ,  (7 ) d r  (3.6)

s(7) A V s  J *
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The optimisation problem can then be formulated as

F (S  (7 )) =  J  log2 ^ 1  +  -  "g"7 )  / 7 (7 ) + S  (7 ) / 7 (7 ) cfy -  , (3.7)

where /x denotes the Lagrangian multiplier. The optimal power adaptation can 

be obtained from the solution of =  0. The resulting power adaptation is [2]

S(7) =  j i - b  7 > 7 b ,  (3g)

I 0 , otherwise,

where 7 0  denotes the cutoff value for positive power transmission. The parameter

7 0  is also dictated by the average power constraint S, and can be determined

numerically from

I "  ( - - - )  M l )  d i  = 1, (3.9)J-m \7o 7 /
where 0 0  denotes infinity. The power algorithm in (3.8) is commonly known as 

the ‘water-filling’ type power control, and is represented pictorially in Figure 3.2 

where the inverse SNR ^ is plotted as a function of time unit i. The power 

allocation S  (7 ) is analogy to water-filling with the threshold level of ^ .

Finally, substituting (3.8) into (3.6), the maximum spectral efficiency is ob­

tained as [2 ]

C / B  = J  log2 ( ^ ^ )  / 7 (7 ) dry. (3.10)

3.2.2 Sub-O ptim al Transm itter Adaptations

A simpler form of transm itter adaptation used in current digital wireless commu­

nication systems (such as a CDMA/WCDMA-based systems) to combat channel 

variations is the ‘total channel inversion’ (Cl) type power control. This is a sub- 

optimal adaptation technique where the transmitter adjusts its power to maintain
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Figure 3.2: Water-filling type power control, 

a constant received power. 1 The power control algorithm [2] is given by

-  5 S ,  (3.11}
S  7

where ctqi denotes the received SNR that can be maintained subject to the average 

power constraint S. That is,

(3.12)

and

aci =  1/S[1 / 7 ], (3.13)
,

W M  =  /  (7) (3.14) 
Jo 7

Subsequently, the channel capacity with the channel inversion adaptation [2 ] is 

written as

C / B  = log2 (1 +  aCi ) . (3.15)

Note that the derived capacity (3.15) is actually the capacity of an AWGN chan­

nel with SNR <tqi (3.1). Therefore the channel inversion scheme is simple to

xThe intention is not to maximise capacity, but to mitigate the near-far effect at the receiver.
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implement, since the encoder and decoder are designed for an AWGN channel 

independent of the fading statistics. However, it is noted that the channel in­

version scheme can suffer from a large penalty in capacity during severe fading. 

In particular, the capacity in Rayleigh fading is zero [2]. (This will be verified 

numerically in Section 3.2.3). An alternative is the truncated channel inversion 

scheme.

In the truncated channel inversion (TCI) scheme, the power control algorithm 

[2 ] is given as

¥  =  7 > 7o, (3.16)S  7

and no transmission is allowed below the cutoff fade depth 7 0 . To satisfy the 

power constraint S,

& t c i  =  l/K yoIl/7 ], (3.17)
r °o  1

£ 7 0  [V 7 ] -  /  ~ f i  (7 ) ^7- (3.18)
J 70 7

Subsequently, the capacity is given by

C / B  = log2 (1 +  <tCt i ) p ( 7  >  7o), (3.19)

where p(y > 7 0 ) denotes the probability of transmission.

Figure 3.3 summaries the channel inversion type power control policy S  (7 ) 

plotted as a function of time unit i.

3.2.3 N um erical R esults

This section compares the capacity between optimal rate and power adaptation 

scheme (3.10), total channel inversion scheme of (3.15) and the truncated chan­

nel inversion scheme of (3.19). The plots for capacity per.unit bandwidth as a

function of average received SNR, T, for a Rayleigh and'Nakagami (m= 2 ) fading

2 1
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Figure 3.3: Channel inversion type power control.

channel are shown respectively in Figure 3.4 and Figure 3.5. The plot for AWGN 

channel capacity is also included for comparison.

For a Rayleigh fading channel, the PDF of 7  is given by

Recall (from Section 2.3.1) that a Rayleigh fading can be represented through a 

Nakagami fading formula with the parameter m  = 1, and that a channel with 

Rayleigh distribution experiences a more severe fading condition as compared to 

a channel having Nakagami distribution with parameter m  > 1 . Closed-form 

expressions for the capacities based on the Nakagami fading distribution have 

been derived in [44]. For the optimal rate and power adaptation scheme, the 

capacity for a Nakagami fading channel is given by [44]

(3.20)

For a Nakagami fading channel, the PDF is given by [44]

(3.21)

Tv (k, m 7o/r)

where Yu (a,u ) =  JJ° x^a l>e Xdx is the upper incomplete Gamma function [45].
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Figure 3.4: Capacity comparison for a Rayleigh fading channel.

For the total channel inversion scheme, the capacity is given by [44]

c / b  =  iog 2  ^ 1  +  • 3̂'23^

For the truncated channel inversion scheme, the capacity is given by [44]

/ - • /R - l™  f t. r r ( m )  ^ r c/(m ,m 7 o /r)
2 (  mTu(m -  l,OT7 o / r ) /  T (m)

These formulae (3.22-3.24) are used to compute the numerical results shown 

in Figure 3.4 and Figure 3.5. At a higher SNR, the capacity for rate and power 

adaptation scheme outperforms the truncated channel inversion scheme, but both 

converge to the same performance as AWGN channel capacity at a lower SNR. 

Note that the capacity for channel inversion is zero. For the Nakagami fading 

channel (m =  2 ), a small increase in capacity can be observed in all three schemes 

as compared to the Rayleigh fading environment. Moreover, the difference be­

tween the respective capacities reduces in a less severe fading environment. It 

is expected that as m  increases, the respective capacities approach to that of 

AWGN channel.
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Figure 3.5: Capacity comparison for Nakagami fading channel with parameter 

m  =  2 .

These results summarise the performance of the transm itter adaptation schemes 

in terms of Shannon capacity. Though this is not an exact representative for a 

real system, these results can serve as a good upper bound approximation for the 

design of a real adaptive system. An example of a real adaptive system employing 

rate and power adaptation for an MQAM scheme [4,5] shall be discussed in the 

next section.

3.3 VRVP-M QAM  System

The rate and power optimisation for maximum spectral efficiency of a practical 

adaptive modulation system is discussed in this section. An adaptive MQAM 

scheme is considered for maximising spectral efficiency. Figure 3.6 shows the 

block diagram of the system over a single user flat-fading channel. The variable 

rate variable power (VRVP) MQAM system model follows the descriptions of the
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Figure 3.6: Block diagram of VRVP-MQAM system.

system model in Figure 3.1 except that an uncoded adaptive modulator control 

module is used in place of the encoder. A similar approach to the rate and power 

optimization discussed in Section 3.2 will be applicable to the adaptive system.

3.3.1 B E R  for M Q AM

The BER expression of a square Gray-encoded MQAM scheme with AWGN chan­

nel has been derived in several works [43,46]. For example, in [43] the exact BER 

expression of a square QAM transmission with ideal coherent phase detection in 

an AWGN channel has been provided as

2-i
BER = 1 -

1
Q

l
V M  J ^  \  \  M  -  V  ) log2 (M) 

where M  is the constellation size and Q(.) is the Q-function

(3.25)

Q(x)
I r°° - { 2

e x p (~ )dt’x ~ ° -
(3.26)

On the other hand, the BER expression for a non-square QAM scheme is tightly 

upper-bounded as
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Figure 3.7: BER of a square MQAM scheme. Legend ‘Formula’ refers to exact 

BER expression (3.25) and ‘Approx.’ refers to the approximate BER expression

Note that for an MQAM signal with a fixed symbol rate Ts and ideal Nyquist data 

pulses (B  = 1/Ta), the average received SNR T is also equal to Es/ N 0, where Es 

is the average energy per symbol. For a given BER and T value, the required M  

level can be determined numerically from expressions (3.25) or (3.27). However, 

a closed-form expression for M  in terms of BER and T is not easily obtainable 

from (3.25) or (3.27). Therefore Goldsmith et al. [4,5] derived an approximate 

BER expression as,

where c\ and are positive real numbers.

To validate the approximation for the BER expression, in Figure 3.7 and 

Figure 3.8, the exact BER expressions (3.25),(3.27) and the approximate BER 

expression (3.28) are compared for square and non-square MQAM schemes. Nu-

(3.28).

(3.28)
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Figure 3.8: BER of a non-square MQAM scheme. Legend ‘Bound’ refers to the 

upper bounded non-square QAM BER expression (3.27) and ‘Approx.’ refers to 

the approximate BER expression (3.28).

merical values from [4] are used, i.e. Ci =  0.2, ca =  1.5. For all the cases, the 

results show that the approximate BER expression upper bounds the exact BER 

expressions to within 1 dB for M  > 4 and BER <  10~2, which is a suitable BER 

range for practical applications.

In the VRVP-MQAM scheme, rate and power at the transmitter will vary in 

accordance with the time-variations of the channel. Consider a family of uncoded 

MQAM signal constellation. The transmitter adapts to channel variations by 

adjusting the constellation size M  (7 ) and the transmit power S  (7 ) in accordance 

with the variations in 7 . At the receiver, the corresponding received SNR is 

7 ^ ^ .  Consequently, based on (3.28), the instantaneous BER at the receiver can 

be expressed as

BERW -««p(-Jff ipTTT*}- (M»
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By re-arranging (3.29), it is noted th a t for a transmit power S  (7 ) and a required 

BER target BERT, the constellation size can be expressed as

=  1 +  f .  (3.30)
ln f BERT j S

3.3.2 R ate and Power A daptations

W ith data sent at k (7 ) =  log2 (M  (7 )) bits/symbol, the instantaneous data rate 

is k ( 7 ) /T s bits/sec (bps), where Ts denotes the symbol duration. The spectral 

efficiency of an MQAM scheme can be expressed as its average data rate per 

unit bandwidth R / B .  Assuming Nyquist data  pulses of duration Ts = l / B ,  the 

spectral efficiency (in bps/Hz) for continuous rate is

R
B J  fc(7 ) /y ( 7 )d 7 , (3-31)

where / 7 (7 ) denotes the PDF of 7 . Subsequently, substituting (3.30) into (3.31), 

the final form for the spectral efficiency of an MQAM system is expressed as

I  = / l0g2 (' + In(BERTM) ^ r )  W7) d l ■ (3'32)
The power adaptation for maximum spectral efficiency (3.32) subject to a 

power constraint S  can be obtained using the method of Lagrangian optimization. 

The formulation becomes

F (S (7)) = J  log2 f  1 + j  /7 (7) d-y + n (^J s  (7 ) / 7 (7 ) d- y- s ) ,
(3.33)

where /j, denotes the Lagrangian multiplier and K  = ln(BERT/Ci) • ^he optimal 

power adaptation can be obtained from the solution of =  0  and is obtained 

as

 ̂ . (3 3 4 )
^  otherwise,'
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Figure 3.9: Spectral efficiency for a Rayleigh fading channel.

where 7 0 / K  is the optimized cutoff value below which no transmission is allowed. 

The parameter 7 0 / K  can be obtained numerically through

1  _  _ i
’10/ K  \7o 7  K
f i  (7 ) <̂ 7 =  1- (3.35)

Finally, substituting (3.34) into (3.32), the maximum spectral efficiency is sim­

plified to
R r°° / ^ K \

(3.36)
R
B lo g 2 ( 7 7 - )  (7 ) <h.

70/k \  TO

3 .3 .3  N u m e r ic a l R e s u lts

The numerical results in Figure 3.9 compare the spectral efficiency of the adaptive 

transmission scheme for the VRVP-MQAM system (3.36) to the channel capacity 

(3.10) of a Rayleigh flat-fading channel. No restriction on the constellation size 

of the MQAM system is assumed, that is, M  can be a non-integer value. The 

BER target is set to 10~3, c\ =  0.2 and c2 =  1.5. The figure illustrates a power
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loss in the VRVP-MQAM scheme of approximately equal to the K  factor relative 

to the optimal channel capacity. For comparison, the capacity of an AWGN 

channel (3.1) expressed in C /B  bps/H z is also provided. The spectral efficiency 

of a VRVP-MQAM scheme over a Nakagami fading (m  > 2) is not shown in the 

figure since it can be deduced from the capacity comparisons in Section 3.2.3, 

that the spectral efficiency of the VRVP-MQAM system will be better over a less 

severe fading channel. More analysis and numerical results for a VRVP-MQAM 

scheme over a Nakagami fading (m > 2) can be found in [47].

3.4 D iscrete-R ate Case

Previous sections (3.3.2 and 3.3.3) discussed a continuous rate adaptation scheme 

where signal constellation sizes are assumed unrestricted, that is, M  can be a non­

integer number. However, for practical implementation of instantaneous sym­

bol level, the constellation size of a modulation scheme should be an integer 

value and it should also be restricted to a maximum value. For a discrete-rate 

VRVP-MQAM system, the analysis follows closely to that of the continuous rate 

VRVP-MQAM system. In [5], a detailed analysis of the discrete rate and power 

adaptation scheme for an instantaneous BER requirement and an average BER 

requirement has been provided. Since we are based on instantaneous BER re­

quirement, we shall outline in this section the problem formation for the discrete 

rate and power adaptation with instantaneous BER requirement [5]. We will 

conclude this section by comparing the numerical results from selected references 

relating to discrete-rate VRVP-MQAM systems.
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3.4.1 Problem  Form ation

For a finite set of N  constellations, the corresponding discrete boundaries in SNR 

are defined as and 7 ^  — Each SNR region, 7 *, defines the range

of 7  over which the different constellations are transmitted. Let Mi denote the 

assigned constellation size for the region 7 * < 7  < 7 *+i, and =  log2 (M») denote 

the corresponding transmission rate. The spectral efficiency for the discrete case 

can be written as [5]

R =  E  log2 (Mi) /  / 7 (7 ) d'l, (3.37)
-D d iscrete —”

i= 0  17 ^

and the power constraint is

EiJ n i +1 9E/  - P :i/-r(7 )d7  =  l- (3-38)
i=0 A i

For a BER target BERT, the transm it power control under each region is given 

as
(  BERT \  f  M i - 1

S  (7 ) V C1 J V ~°2
S  7

Finally, the Lagrange formulation is expressed as
"JV-1 „7 . +  1

(3.39)

^  I r h + l   * rn+L c. /-A
E ( 7 i , 7 2 , - - - , 7 v )  =  ^ 2  h  / 7 ( 7 ) d 7  +  M ^  /  - L= — / 7 (7) cfy  -  1

i= 0  ■'T* b=0
(3.40)

Solving for g-: =  0, the optimal rate region boundaries are obtained as [5]

7o =  ^ ~ u ,  (3.41)k0

7 , =  (3.42)ki—\

where h(ki) = — 1-̂ ^ EaT/cd (M  ̂ — 1 ) and w is determined by the average power

constraint (3.38). Similar to the continuous rate case, 7 0  is the cutoff SNR below

which no transmission is allowed.
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3.4.2 Num erical R esults

The discrete rate VRVP-MQAM system performance is summarised through the 

following case study.

1) For a VRVP-MQAM system over a Rayleigh fading channel, Goldsmith et 

al. [4] showed tha t a discrete rate continuous power (DRCP) scheme using five 

different signal constellations (M* =  0 ,2,4,16,64) results in a lower spectral 

efficiency th a t is within 1 dB of that of a continuous rate continuous power 

(CRCP) scheme.

2 ) In [23], Zhou et al. have made comparison between a DRCP and CRCP 

scheme for a VRVP-MQAM multi-antenna system. For N  = 5 discrete-regions, 

the DRCP scheme results in a small SNR penalty of less than 0.5 dB as compared 

to the CRCP counterpart.

3) In [48], Lim et al. have also made comparison between a discrete rate and a 

continues rate MQAM system, but they have incorporated a suboptimal power 

adaptation approach (an on/off power control). Their numerical results showed 

around 1.3 dB penalty when the discrete rate MQAM scheme is used.

In summary, these results illustrate tha t the continuous rate provides a good 

upper bound limit to their discrete rate counterparts.

3.5 Summ ary

Link adaptation techniques for wireless communication systems over time-varying 

flat-fading channels were investigated.

The chapter started with the introduction of the Shannon capacity of a time- 

invariant narrow band transmission system over an AWGN channel in Section 3.2. 

The capacity of a narrow band transmission system over a -time-varying channel
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with perfect CSI was then discussed. When perfect CSI knowledge was assumed 

at the receiver and the transm itter, the optimal power adaptation was shown 

to be a water-filling scheme. A simpler form of transmitter adaptation scheme, 

known as the (total/truncated) channel inversion type power control, was further 

discussed. This is a sub-optimal adaptation technique where the transm itter 

adjusts its power to maintain a constant receive power, and is commonly used 

in CDMA/WCDMA-based systems. Using numerical results, the capacities for 

the optimal and suboptimal schemes were compared for Rayleigh and Nakagami 

(m =  2) fading channels. The capacity of an AWGN channel was included 

for comparison. The results verified tha t fading reduces channel capacity, and 

that the optimal adaptation scheme is superior than the sub-optimal schemes. 

However at a lower SNR, all schemes (except the total channel inversion scheme) 

converge to the same performance as the AWGN channel capacity. The capacity 

of the total channel inversion scheme was shown to be zero in a severe fading 

environment (based on the Rayleigh fading channel). In this circumstance, the 

truncated channel inversion scheme is considered. That is, the transmitter only 

compensates for fading above a cutoff fade level.

In Section 3.3, an adaptive system employing rate and power adaptation for 

an MQAM scheme (denoted as the VRVP-MQAM system) was considered. The 

rate and power adaptation techniques discussed in Section 3.2 are applicable to 

the VRVP-MQAM system. A continuous rate with an uncoded MQAM scheme 

was considered. Numerical results confirmed that an MQAM based optimal adap­

tation scheme resulted in a power loss of approximately ln(5~̂ ERT) fact° r relative 

to the optimal channel capacity.

For comparison, a discrete rate adaptation scheme was discussed in Section 

3.4. The problem formation was outlined and a case study for VRVP-MQAM 

systems based on discrete rate and continuous rate adaptation was provided. In
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summary, the discrete rate VRVP-MQAM system could result into approximately 

1 dB penalty as compared to the continuous rate VRVP-MQAM system. The 

continuous rate VRVP-MQAM design, which provides a good upper bound limit 

to its discrete rate counterpart, will be considered in the subsequent chapters.
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C hapter 4 

P ilo t Sym bol A ssisted  

M odulation  Based Channel 

Predictor

4.1 Introduction

Chapter 3 discussed a VRVP system where perfect CSI is available at the receiver 

and the transm itter. A more practical scenario would be when CSI is imperfectly 

estimated at the receiver, which then arrives at the transm itter with a delay. The 

delay might be from the processing time of the channel estimation and prediction 

at the receiver, and also due to the time required for CSI to be fed back to the 

transm itter. The impact of the uncertainty in channel estimates has been stud­

ied in several works, for example [4,6-9,24], wherein results confirmed that the 

performance of the LA system is dependent on the accuracy of the CSI at the re­

ceiver and the transmitter. In particular, depending on the estimation technique, 

system parameters such as the BER performance and spectral efficiency can be



affected considerably. A channel estimate for signal detection at the receiver can 

be obtained non-causally as the receiver can wait until the end of a transm itted 

sequence before decoding. On the other hand, a channel estimate for LA is ob­

tained causally since the transm itter is adapting to the channel variations based 

on sequential CSI that is obtained at the receiver. A good example is in the power 

control policy of a CDMA/WCDMA cellular network where the measurements 

of the instantaneous fading level are fed back sequentially to the transm itter via 

a feedback link [13].

Several approaches to incorporate channel estimation for an LA system over 

a fading channel have been investigated. These include a single outdated fading 

estimate approach used in [7] and a long-range CSI predictor that assumes the use 

of perfect channel estimates in [49]. An alternate approach to mitigate the effects 

of fading tha t is commonly used in digital wireless communication systems is 

the pilot symbol assisted modulation (PSAM) method [50]. PSAM is commonly 

used to improve the reliability of signal detection at the receiver. For example, 

Tang et al. [51] investigated the impact of imperfect channel estimates on the 

BER performance of a PSAM-based MQAM transmission system over a Rayleigh 

fading channel, wherein the channel gain estimate at the receiver is a linear 

combination of preceding and subsequent known pilot symbols. In addition to 

estimation for signal detection, PSAM can be useful in channel estimation for 

link adaptation. For instance, Oien et al. [24] exploited the PSAM scheme and 

incorporated a channel predictor to estimate the channel gain of an ACM system 

over a Rayleigh fading channel.

In one of my thesis contributions, I have incorporated the PSAM-based chan­

nel predictor [24] into a proposed rate and power algorithm. The channel PSAM- 

based prediction method is adopted because the PSAM scheme has been a feasi­

ble method commonly employed in a digital wireless communication system. To
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Figure 4.1: Block diagram of a PSAM system.

provide the necessary background material that will be used in the subsequent 

contribution chapters, the PSAM scheme is introduced in this chapter and the 

framework of the PSAM-based optimal-MAP channel predictor [24, 52] will be 

summarized.

4.2 PSA M

This section provides an overview of the PSAM scheme. A detailed description 

of the PSAM scheme can be found in [50] and [53, ch.9]. Figure 4.1 shows 

the block diagram of a PSAM based system. At the transmitter, pilot symbols 

are periodically inserted (at L symbols interval) into the data symbols prior to 

pulse shaping. At the receiver, after matched filtering, sequences of data and 

pilot symbols are extracted separately. The extracted pilot symbols are then 

interpolated and used to form an estimate of the channel state. Decision is then 

carried out against a decision level reference grid, scaled and rotated according 

to the estimated channel. Since delay is incurred in the interpolation process, the 

data sequence must be delayed accordingly.

CSI estimation for detection can be accomplished based on several novel inter­
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polator filter designs. An example of an optimal design is the non-causal Wiener 

interpolator filter [50], which smooths the noise and allows for coherent detection 

to be used. Alternatively, Tang et al. in [51] used a simpler but a near-optimal 

sine interpolator that was proposed in [54].

4.3 PSA M -Based Channel Prediction for an LA 

System

In [24], a PSAM-based channel prediction method was proposed for an adaptive 

coded modulation (ACM) multi-antenna system. Discrete rate adaptation is per­

formed by switching between N  transmitter-receiver pairs over a Rayleigh fading 

channel. The adapted rate at the transm itter is based on the (causal) CSI which 

is periodically fed back from the receiver. In practice, the performance of the 

ACM scheme depends mainly on two factors: 1) the accuracy of the CSI, esti­

mated and/or predicted at the receiver at time i when the signal is received, 2 ) 

the update rate of the transm itter (i.e. how frequent the transmitter updates its 

modulation level and power level). The update time is written as (i +  r), where r  

denotes the total time for estimation and/or prediction processing together with 

the delay in the feedback path. Therefore in a practical scenario, the transm itter 

may adapt to an inaccurate CSI, and result in degradation of BER performance 

and spectral efficiency. For a coherent detection, Oien et al have proposed a 

scheme based on the optimal Wiener estimation, and also they assumed th a t the 

CSI used for detection is perfect. They investigated the BER performance and 

spectral efficiency of their proposed MAP-optimal prediction based ACM sys­

tem, and concluded that the proposed channel prediction is feasible for practical 

feedback delays for a Rayleigh fading channel.
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Due to the feasibility of the PSAM-based channel prediction method for an LA 

system, the proposed rate and power algorithms are generalized to incorporate the 

MAP-optimal predictor. The proposed adaptive rate and power algorithms are 

based on the BER and SNR estimate of a single antenna system over a Rayleigh 

fading channel. In this context, and without loss of generality, the framework 

of the multi-antenna system in [24] is reduced to a single antenna system and 

discussed here.

Figure 4.2 shows the block diagram of the channel prediction scheme for a 

single antenna system [24]. An optimal channel predictor with minimum error 

variance, which is a MAP based Rayleigh fading envelope predictor, is adopted. A 

perfect signal detection based on the optimal Wiener estimator [50] is considered. 

Let x  (z) denote the transm itted complex baseband signal at time index z. At 

the receiver, after matched filtering and sampling with perfect symbol timing at 

a rate of 1/Ts, where Ts is the symbol duration, the received complex-valued 

signal over a flat-fading channel can be written as

y (z) =  2: (z) x  (z) +  n (z), (4.1)

where z  (z) denotes the complex fading and n  (z) is complex circularly symmetric
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AWGN component. The noise variance is defined as = N 0B , where N 0 denotes 

the noise power spectral density and B  denotes the received signal bandwidth.

Assume tha t all pilot symbols have the same absolute value ap, and tha t the 

pilot symbol is perfectly known to the receiver. The estimated fading channel at 

any pilot-symbol time instant v — kL  can be represented as

where v = pL (p G Z, L  G Z+) and k — 0 ,1 ,..., K 0 — 1. K 0 defines the number of

a maximum-likelihood (ML) estimation based on one received observation, and 

the proof will be shown in Section 4.3.1. The two terms in (4.3) are statistically 

independent and they are distributed according to a zero-mean complex Gaussian 

function. Therefore their sum is also a complex Gaussian variable with variance 

equal to the sum of the individual variances.

Oien et al. [24] have considered the channel predictor as a linear combination 

of K 0 memoryless estimates z (v — kL). That is, the predicted fading at ( v + j ) th 

symbol-instant can be written as

K 0- 1

z ( v + j ) =  ^ 2  f* (k) z ( v -  kL) (4.4)
k=0

predictor filter coefficient vector and z =  [z (v) , z (v — L ) ,..., z (v — (K0 — 1) L)]T 

is the vector of the estimates of the complex fading amplitude in the last K 0 

pilot-symbol instants. The superscripts and ‘H’ denote complex conjugate

(4.3)

(4.2)

fading observations used in the channel predictor. Note tha t (4.3) is the result of

(4.5)

where j  relates to the update rate at j  symbol-instants ahead of the vth symbol-

instant (i.e. j  = qL and q <E {1, 2,...}). f f  = [f* (0), / /  (1 ),..., /* (Ka -  1)] is the



and Hermitian transpose respectively. The superscript ‘T ’ denotes transpose. 

The method to determine f*1 shall be explained in the next section.

4.3.1 O ptim al-M A P Channel Predictor

The optimal-MAP channel predictor developed by Holm et al [52] is summarized 

in this section. Consider the case when all the pilot symbols are equal, th a t is 

x(pL) = ap, where p G Z. Next, let A denote the diagonal matrix,

(

A  =

x(v) \
x(v — L)

(4.6)

Y x(v -  (Ko -  1 )L) y

where the diagonal elements are the transm itted pilot symbols. Therefore, A =  

flplifo) where I/Co an identity matrix of dimension K 0 x K 0. Let n denote the 

noise elements at the pilot-symbol time instants, the corresponding covariance 

matrix is, Cn =  N 0B1k0, where B  denotes the signal bandwidth. Subsequently, 

the received signal corresponding to the pilot-symbol time instants can be written

as

y =  Az +  n

= ap z +  n,

(4.7)

(4.8)

where z =  [z (v) , z (v — L ) ,..., z (v — (K0 — 1) L)]T is the vector of the fading 

values at the pilot-symbol time instants.

The ML-optimal estimate of z based on the observations y is obtained by 

determining z that maximizes the likelihood function f y\z (y|z). It has been shown
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tha t the solution for such a Gaussian likelihood function is [55, ch. 1 2 ] [56, ch.4]

where R n is the noise correlation matrix. Since all the diagonal elements of A  

are equal to ap, (4.10) is reduced to

where each element of z is an estimate of the fading channel at a particular 

pilot-symbol time instant, also represented as in (4.3).

The MAP-optimal estimate z  of a channel parameter z based on the observa­

tions y is obtained by locating z  tha t maximizes the MAP function, f z\y(z |y)- As 

z and y are jointly Gaussian distributed random variables, the conditional PDF 

f z\yiz\y) is also Gaussian. Subsequently, the optimal MAP estimate obtained by 

maximising f z\y( z |y) can be shown to be the conditional mean

where rZtV denotes the cross correlation vector of z and y, and R y denotes the 

covariance matrix of y. The vector rz>y and matrix R y are given respectively as

where Q = £7 [|^|2]- The elements of the vector Tj are the correlations between 

the fading at pilot-symbol time instants v — kL  and the fading at the prediction

z [ahr^ 'a ]-1 [ahr;V ]

A _1y,

(4.9)

(4.10)

z (4.11)

•zmap =  E [z|y] (4.12)

(4.13)

Tz,y = E  [yz*] =  o,pE  [zz*] =  apQr,. 

R-y =  E  [yyH] =  a \E  [zzH]

=  a f t R  +  a l l Kri,

(4.14)

(4.15)

(4.16)



time instant v +  j ,  and the vector is written as

ij =  ^ [ z2*(d +  j')]. (4.17)

The elements of r j can be represented in terms of the normalized correlation 

function R (.),

rj>k = ^ E [ z  (v -  kL) z* (v +  j)} (4.18)

=  R( { j  + k L ) T a). (4.19)

R  is a K 0 x K 0 covariance matrix of the fading at the pilot symbol instants, 

written as

R =  i c o v ( z , z )  =  ^ E [  zzH]. (4.20)

The elements R kj are the correlations of the fading between pilot-symbol in­

stants, and can be represented in terms of the correlation function with the time 

difference (|/c — Z|) LTS, written as

Rk,i =  R ( ( \ k - l \ ) L T s).  (4.21)

Substituting (4.14) and (4.16) into (4.13), the MAP estimate is simplified 

to [52]

z m a p  =  cipttr] ( a f a R  +  N o B I ^ y 1 y  (4.22)

-  14 231

where ^  =  z. Thus the MAP-optimal filter coefficient vector f) is determined as

t  = r i (R +  ' ^ n ' lK») • • (4-24)
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4.4 Statistical Properties of the Predicted and 

the True Fading Am plitude

Since the channel is considered stationary, and for clarity of notation, the time 

index shall be omitted in the remaining sections.

For a Rayleigh distributed fading channel, the real and imaginary components 

of the envelope of the fading gain, ct, can be modelled as a zero-mean Gaussian 

random process with equal variance oz (This was discussed in Section 2.3.1). 

Therefore, the PDF of a  can be written as

where D =  E[a2]. When a  is Rayleigh distributed, a 2 has a chi-square dis-

The predicted linear fading z is also a complex Gaussian variable because it 

is a linear function of zero-mean complex Gaussian variables. Subsequently, the 

equivalent predicted channel gain, a = \z\, is clearly Rayleigh distributed, with

(4.25)

tribution with two degrees of freedom (alternatively, a 2 is also known to be 

exponentially-distributed), and the PDF is written as [37]

(4.26)

(4.27)

PDF

where Q =  E  [a2]. Since a  is Rayleigh distributed, a 2 is therefore exponentially 

distributed, with PDF



4.4.1 The Ratio r = Cl/ft

The ratio r  =  Cl/Q is a convenient term that relates the expectation of the

estimated channel gain, Cl, to the expectation of the actual channel gain, ft =

E [ a 2}.

In the case of channel prediction, a 2 =  \z\2, where z  is the predicted channel 

gain in complex components. Thus the expectation of a 2 can be expressed as [24]

Cl =  E  [d2] =  E  [|z|2] (4.30)

=  E  [|f« z |2] =  $ E  [zzH] f,- (4.31)

f f E £  (4.32)

=  ^ ^ [ z z H] + i £ ; [ m i H] ) f J-, (4.33)

where n =  [n(v),n(v — L), ...,n(v — (K0 — 1 )T)]T is the noise vector component. 

Since n(i) is assumed to be white, its covariance matrix is £[n n H] =  (N0B)IKo. 

The covariance matrix of the fading components is E  [zzH] =  f2R. Subsequently, 

(4.33) is simplified to
7vr D

n  =  +  - y - | | f 3||2. (4.34)
P

Consider that the power of the pilot signal a2 is equal to the average data signal 

power 5, and the average SNR T =  E[\a\2]S /  (N0B) =  f l S/ (N0B),  thus

NnB n
ap r

(4.35)

The ratio, r, is therefore simplified to

r =  g =  ^  +  J!Sf. (4.36)
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4.4.2 Correlation Coefficient

The correlation coefficient between the predicted instantaneous SNR, 7  =

and the true instantaneous SNR, 7  =  -j^ |, is defined as [24]

a2S 
N 0 B  ’

i c  H p f in e > r l  a s  f9 z l l
N a B

where

p =  , (4.37)
^/Var(7)Var(7)

Cov(7 , 7 ) =  J ^ ( E [ a 2a 2} -  E  [a2] E  [a2]) (4.38)

^  Co v (a2, a 2), (4.39)
NaB

Var(7 ) =  (E [a W ]  -  E  [a2] E  [a2]) (4.40)

S  V ar(a2), (4.41)N„B

Var(7 ) =  j ^ ( E [ a 2a 2} -  E  [a2] E  [a2]) (4.42)

S  Var(<S2). (4.43)
\ N aB ,

Thus p in (4.37) can be written in terms of the statistics of the channel gain a  

and the predicted channel gain a  as

p =  / C°v(&2’a2) . (4.44)
^/Var (a2) Var (a2)

W ith o? and c? being exponentially-distributed, the respective first two mo­

ments can be written as [43, ch.2]

(4.45)

(4.46)

(4.47)

(4.48)
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E [ a 2] =  fi,

V ar(a2) = n2

E [ a 2] = ft,

Var(d2) =  ft2



Using (4.45)-(4.48) in (4.44), the correlation coefficient can be written as

E  [a2a 2] — Vt2r 
p =  — ■ (4-49)

where the ratio r is shown in (4.36). W ith the term E [ a 2a 2] = 0 2 |f^ | 2 +  f22r  

derived in [24], the expression for p can be simplified to

l ^ l 2 If*1!2
— = Fir ^r f^Rfj +

4.4.3 R elationship between r and p

It has been proven in [52] that by substituting the filter coefficients ij (4.24) into 

the expression in (4.36), r  is simplified to

/ \ - l
r =  f / ( R + f I*0J r j. (4.51)

Similarly, based on the filter coefficients fj (4.24), p in (4.50) can be simplified to

1 ' - 1
p =  f ^ R + f lK0J  Tj. (4.52)

Therefore, in the MAP-optimal predictor scheme, the ratio r and the correlation 

coefficient p are equal.

4.4.4 Selection of (L, K 0) and its im pact on p

It is clear that the correlation coefficient p is dependent on the pilot-symbol 

period L  and the length of the filter K 0. This section outlines the rule of thumb 

for choosing the (L, K 0) values, and further illustrates the impact that L  and K 0 

have on p through numerical results.

The choice of the values for L  and K 0 can be determined as follow.

1) The pilot symbols should be transm itted at a rate of >  2 x This is inline
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with the sampling theorem. Therefore [24],

14 531

which is largely valid when the pilot symbols are not corrupted by noise.

2) For a noncausal detection, Meyr et al. [55, chl4, sec 14.2.2] suggested tha t the 

quasioptimal performance will be achieved if

KoL »  (4.54)
^j D-L s

The correlation coefficient of the channel predictor, p , based on expression 

(4.52) is used for numerical computation. Note that the elements of and R  are 

obtained from the familiar Jakes’ model [57]. That is, the correlation function 

R(t ) can be expressed as

R ( t ) = Jo (2tr f dr ) , (4.55)

where Jo(-) denotes the zero-order Bessel function of the first kind.

Figures 4.3 and 4.4 show the results of p as a function of the normalized delay 

time fdTsj  for various L  and K 0 values. The normalized Doppler spread fdTs is 

set to 0.001, and an arbitrary average SNR value, T — 20 dB, is chosen. Based 

on (4.53), L < 200. In Figure 4.3 the results for L  =  10,15,20 are illustrated 

as these are typical values of pilot-symbol period that have been adopted in the 

current mobile systems. (See for example the WCDMA system [13]). For a fixed 

value of L = 10, K 0 will be > >  50 based on equation (4.54). Therefore p in 

Figure 4.4 is computed for K 0 = 100,500,1000. The two figures suggest that the 

choice of K 0 has a greater impact on p variations if K a is set too near to the lower 

limit of 50.

Since p is also a function of the average SNR, T, it will be of interest to 

show the variation of p as a function of T. Figure 4.5 shows tha t the rate of 

change in p value increases as SNR becomes lower. This implies a decrease in
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Figure 4.3: Correlation coefficient p as a function of normalized time delay fd,Tsj.  

For T =  20 dB, L = 10,15, 20 and K 0 = 500.

the correlation between a true channel gain and its predicted channel gain as the 

channel condition degrades.

The numerical results in Figures 4.3-4.5 illustrate that correlation coefficient 

p is dependent on both the channel conditions (parameters such as SNR and 

Doppler spread) and the channel predictor parameters (L and K 0). The case 

when p < 1 relates to an imperfect CSI scenario since inaccurate channel state 

information is known at the receiver and/or transmitter. Subsequently, the per­

formance of the LA system in terms of spectral efficiency and BER parameters 

will be affected.
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Figure 4.5: Correlation coefficient p as a function of normalized time delay fdTsj.  

For T =  15,20,15 dB, L = 10 and K 0 = 500.
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4.5 Summary

The PSAM scheme is commonly used to improve the reliability of signal detection 

at the receiver. It is also used for the channel prediction in a link adaptation 

scheme. In this chapter, a VRVP-MQAM system with a PSAM-based channel 

predictor was investigated.

In Section 4.2, an overview of a PSAM scheme was provided. Then, a frame­

work of PSAM-based channel prediction for a link adaptive system was detailed 

in Section 4.3. In Section 4.3.1, the optimal-MAP channel predictor was derived. 

In Section 4.4, the statistical properties of the predicted and the true amplitude 

of a Rayleigh fading channel were presented. In particular, the focus was on the 

derivations of the parameters p and r. The parameter p denotes the correlation 

coefficient of the predicted channel gain, d, and the true value, a. The parameter 

r denotes the ratio of the expectation of a  to the expectation of a. Subsequently, 

it was shown that the correlation coefficient p and the ratio r are equal. Finally, 

in Section 4.4.4, the design guidelines for the selection of the L and K 0 param­

eters for the PSAM-based channel predictor were provided. The parameter L 

denotes the length of the pilot symbol and the parameter K 0 denotes the length 

of the filter (or the number of observed channel gains). Based on the guidelines, 

numerical results were provided to demonstrate variation in correlation coefficient 

in terms of normalised delay for various values of L, K 0 and SNR.
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Chapter 5

V R V P-M Q A M  System  under 

Im perfect CSI K nowledge

This chapter provides one of the author’s novel contributions. The work has been 

accepted for publication in IEEE Transactions on Communications [58].

5.1 Introduction

The impact of inaccurate channel state information at the transm itter for a vari­

able rate variable power multilevel quadrature amplitude modulation (VRVP- 

MQAM) system over a Rayleigh flat-fading channel is investigated. A system 

model is proposed with rate and power adaptation based on the estimates of in­

stantaneous SNR and BER. A PSAM [50] scheme is used for SNR estimation. 

The BER estimator is derived using a MAP approach and a simplified closed-form 

solution is obtained as a function of only the second order statistical characteri­

zation of the channel state imperfection. Based on the proposed system model, 

rate and power adaptation is derived for the optimization of spectral efficiency
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subject to an average power constraint and an instantaneous BER requirement. 

The performance of the VRVP-MQAM system under imperfect CSI is evaluated.

This chapter is organized as follows. In Section 5.2, the proposed system 

model is introduced. Next, the analytical approach in determining the BER esti­

mate is provided in Section 5.3. The derivation for the analytical expressions for 

optimum rate and power adaptation that maximize spectral efficiency is presented 

in Section 5.4. In Section 5.5, the performance of the proposed VRVP-MQAM 

system based on two scenarios is provided. The first scenario is based on ideal 

CSI, i.e. perfect channel estimate at the receiver and feedback with negligible 

delay; and the second scenario is based on partial CSI, i.e. an inaccurate channel 

estimate at the receiver but with negligible feedback delay. Next the performance 

of the proposed VRVP-MQAM system is compared with two other MQAM sys­

tems: 1) a VRVP-MQAM system that employs adaptations based on an ideal 

CSI assumption, and 2 ) a nonadaptive transmission MQAM system. Finally, a 

summary is provided in Section 5.6, and proofs for all derivations are provided 

in Appendix A.

5.2 System  M odel

The block diagram of the proposed VRVP-MQAM system for a single user flat- 

fading channel is shown in Figure 5.1. Both the transm itter and the receiver 

employ a single antenna for transmission and reception. The channel is modelled 

in discrete-time, denoted by index z, with statistically stationary and ergodic 

time-varying gain a (i) = |c(z)|, and zero mean AWGN n(i) .  A PSAM [50] 

method is used for the estimation of the channel gain a  (i) and it is represented 

by a channel estimator block in Figure 5.1. At time z, based on the channel 

gain and its respective SNR, the channel estimator will know the values of the
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Figure 5.1: Block diagram of the proposed variable rate variable power MQAM 

system based on BER and SNR estimates. CSI parameters include: instantaneous 

SNR estimate 7 , average SNR estimate T, correlation coefficient p and BER 

estimate p#.

instantaneous received SNR estimate, the average SNR estimate and the corre­

lation coefficient between the true channel SNR and its estimate. For a constant 

average transm it power 5, the instantaneous received SNR 7  (z) is defined as

S[a (i)}2
7  (i) =

and its estimate is defined as

7  (i) =

N 0B

5[a  (i)]:

(5.1)

(5.2)
N 0B  '

where a(z) is the estimate of a(z), B  denotes the received signal bandwidth and N 0 

denotes the noise power spectral density. The average received SNR is T =  E  [7 ] 

and its estimate is T = E [ 7 ], where E[.] denotes the statistical expectation 

operator. At time z, the transm itter adapts to channel variations by adjusting 

its transm itted power S  ( 7  (z)) based on 7  (z) which is fed back from the receiver.
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W ith power adaptation, the estim ate of the SNR at the receiver can be written 

as

An instantaneous BER estimate p s  (i) is obtained from the proposed BER esti­

mator (full derivation will be shown in Section 5.3) using the Bayesian estimation 

approach [59]. For simplicity, the discrete time reference i will be omitted in the 

remaining sections.

The transm itter adapts its rate by adjusting the constellation size M  of the 

MQAM scheme based on 7  and a required BER target BERT. With data sent at 

k (7 ) =  log2 (M  (7 )) bits/symbol, the instantaneous data  rate is k (7 ) /T s bits/sec 

(bps), where Ts denotes the symbol time duration, and M  (7 ) denotes the number 

of constellation points as a function of 7 . The spectral efficiency of an MQAM 

scheme can be expressed as its average data  rate per unit bandwidth R /B .  As­

suming Nyquist data  pulses of duration Ts = 1 / B , the spectral efficiency (in 

bps/Hz) for continuous rate is

where fa (7 ) denotes the PDF of 7 . The aim is to obtain optimal rate and power 

to maximise spectral efficiency (5.4) subject to an average power constraint

a ( 7  (*)) =  7 (* )S '(7  (*))/■?• (5.3)

(5.4)

(5.5)

and an instantaneous BER requirement.

5.3 B E R  E stim ate

The MAP approach is adopted to find the estimate of BER. The objective is 

to obtain an expression for the BER estimate f>B in terms of the observation
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of 7 . The next section summarises this approach, and is followed by detailed 

derivations. The numerical results will be presented in the subsequent sections.

5.3.1 D erivations and R esults

The instantaneous BER pB will be estimated by adopting the MAP-optimal ap­

proach. Hence, the p B th a t maximizes the conditional PDF }Pb\^(p b \i ) will be 

derived using Bayes’ theorem [37]

f  (  | ~ \  f l \ P B  ( T lPb) f p B  (Pb )
f p B |7  ( P B  |7) =  ---------------- J - j y -----------------   I 5 ' 6 )

where f PB (pB) denotes the PDF of pB, and fa\PB (7 IPb) is the conditional PDF

of 7  given pB■ Since (7 ) is a normalization factor, (5.6) is simplified to a final

form of the MAP equation

Imap  (Pb) =  f PB ,7 (Pb, 7) , (5.7)

where f PB̂ ( p B H )  is the joint PD F of pB and 7 . Therefore, finding the value 

of pB tha t maximizes f PB̂  (pB I7 ) is equivalent to finding the maximum of (5.7). 

The estimation of pB can thus be obtained from the solution of

=  0. (5.8)
dpB

The closed-form expressions for f PB^  (pB, 7 ) and pB is presented as follows.

In a VRVP-MQAM system with perfect CSI assumption, rate adaptation can 

be adjusted according to [4]

-  1 + -  ]n(BERT/c.)~jr^’

also defined in (3.30). However, in a practical system, the receiver will only 

have the knowledge of the SNR estimate 7  through a particular channel gain 

estimator. If the estimated channel at the receiver is inaccurate, and if the
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estimate is fed back to the transm itter with negligible delay, the adaptive rate 

and power algorithm will adjust the MQAM constellation size and transmitter 

power.level as M  (7 ) and S  (7 ) instead of M  (7 ) and S  (7 ). Therefore, with the 

knowledge of only the channel estimate, M  (7 ) is adjusted based on 7  and BERT 

according to

Using the generic approximation of the BER expression for an MQAM scheme, 

the instantaneous BER at the receiver can be expressed as [4, eqn (42)]

where C\ and c2 are positive real numbers [4,5]. Alternatively, the BER expression 

in (5.12) can be expressed as

and M  be the corresponding value of M  (7 ) determined at the transmitter. The 

corresponding instantaneous BER at the receiver will be

For a Rayleigh flat-fading channel using the PSAM method for channel esti­

mation [51], the amplitude a  and its estimate a  for the channel gain have been 

shown to have a bivariate Rayleigh distribution [51]. Thus, the equivalent joint 

PDF of random variables 7  and 7 , denoted as (7 , 7 ), can be written as (Refer 

to Appendix A.4 for the proof.)

ln(BERT/ci) S
(5.10)

+  — ln(BERT/ci) '
c2cr (7 )

(5.11)

(5.12)

(5.13)

where a (7 ) is defined in (5.3). Let a  be a particular value of a (7 ) at the receiver,

(5.14)



where / 0 (.) is the zero order modified Bessel function and u(.)  is the unit step 

function. The parameter p defines the correlation coefficient between 7 and 7. 

In practical situations, the information about p at the transm itter could be as­

sumed to be available through its estimate at the receiver. For a system employ­

ing PSAM with MAP-optimal prediction of SNR at pilot symbol instants under 

Rayleigh fading having Jakes spectrum, p has been analytically derived in [24] 

(and provided in Section 4.4) as a function of normalized Doppler spread, namely 

the Doppler frequency fd times symbol duration Ts.

By exploiting (5.14) and (5.15), and through a transformation of random 

variables, a closed-form expression can be obtained for f PB̂  (pB, 7) ,  (Refer to 

Appendix A .l for the proof.)

f p B , 7  (Ps> 7) =  c ( P b )  Io { b  (P b ) 7) exP i ~ a  (P b ) 7) , (5.16)

where

a  ( p b )  =  — (  {M V A A l  +  l ) ,  (5.17)1 -  p \  cfc2 v ci /  r  r.

c(pB) = ---- . . (5.19)
vbC2° ( l -p)rr

Based on (5.7), and removing terms th a t are not functions of ps,  the final form 

for the MAP equation can be expressed as

Imap  =  — Io {b {.Pb) 7) exp ( - a  (pB) 7) . (5.20)
Pb

To perform the operation dÎ R, (5.20) is approximated using an approximation 

on J0 (.) [45], (Refer to Appendix A.2 for the proof.)

1 exp(b(pB) j )  '
lMAPeq = -------/ , . , . exp ( - a  (pb) 7) , (5.21)

Pb v/2 tt6 (pb)7
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where lMAPeq denotes the approximate form of the MAP equation based on high 

SNR estimate 7 . Finally, an approximate closed-form expression for ps  is ob­

tained as

mate using the exact expression (5.20) leads to the result that realistic ps  values 

greater than zero exist only for the range of 7 > 7^ .  Otherwise, the optimum 

value for Pb will be zero. Therefore transmission will be stopped for 7 <  7th, a s  

there is no practical and reliable BER estimate (and hence no reliable channel) 

available in tha t case. The proof of the Pb and 7 th expressions, and the numerical 

analysis are provided in Appendix A.3.

From (5.10), it is noted tha t for a given BERT and 7 , we could write =  

ln(BERT/ci). Therefore using (5.10) and (5.22), the estimate of BER can be 

simplified as

Note that the obtained BER estim ate equation (5.23) is a useful expression as it

coefficient p. Subsequently, it will be shown in the next section that rate and 

power adaptation techniques derived based on the BER estimate will embed the 

statistical information of the channel state imperfection.

(5.22)

where 7^  is obtained as 7th — (1 — p) In B cfT j  ) Exploiting numerical 

analysis to obtain the maximum value of I m a p  and the corresponding BER esti-

P b ,  BERT (7 ) =  Cl exp
In (BERT/ci) Cp

v ( - l n ( B E R T / Cl) E ( l - p ) - l ) 7

relates to the channel state imperfection: i) the ratio V/ f  and ii) the correlation
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5.4 O ptim al R ate and Power A daptation

W ith the BER estim ator known, the proposed rate and power adaptation that is 

based on the SNR estim ate 7  and the BER estimate p s  is now outlined. Consider 

tha t 7  and the BER estim ate Pb {i ) are known at the receiver. The corresponding 

MQAM constellation size MpB (7 ) becomes

MpB{ 7 )  — 1 +

1 +

C2 7 SpB (7)
~  l n ( p B  ( 7 )  / c i )  S
k t  fc2r SpB(7) 7,

(5.24)

(5.25)

where K Co

pT [ K  7 '  ^  J S

and SpB^)  is the power allocated at the transmitter. The

corresponding transmission rate is

kpB( i)  = log2 {MPb (7 )). (5.26)

Maximising spectral efficiency subject to the average power constraint 5, the 

optimal power control SpB (7 ) is obtained from the following Lagrangian equation

F (SpB( i ) ) =  f  +  [  SPB( j ) f ( - y ) d , y - S  , (5.27)
J  7  L J  7

where p  denotes the Lagrange multiplier. Optimal power SpB (7 ) is obtained from

the solution of d F / dSpB{.) =  0  as

SpB (7)
s

u -

1° ,

Spb( 7 )  >  0 , kpB(7 ) >  1 ,

otherwise,
(5.28)

where U = is a constant value found through numerical search such that
—X S  ln (2 )

the average power constraint (5.5) is satisfied. Subsequently, by invoking the 

optimal power adaptation expression (5.28) in (5.25), the optimal rate adaptation 

is obtained as
2

kpB(7 )
lo§2 fr{f h1 _ "lU

0 ,

h B{7) >  1 , 

otherwise.
(5.29)
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Note th a t kpB(7 ) > 1 corresponds to a realistic MQAM constellation size M  >2.  

For SpB(Af) > 0 and kpB(7 ) >  1, the SNR cutoff threshold can be determined as

7o — 1th + (5.30)

where x  — 2KUT is greater than or equal to2 p +  2 y  p ( 2 U0 2 ^  — 2 Uc2t p  -f- pj  

0. (The proof of (5.30) is provided in Appendix A.5.) Hence, SpB(7 ) > 0 and 

kpB (7 ) >  1 imply tha t 7  > 7 0  and transmission is allowed. These conditions also 

verify the appropriateness of using the derived BER estimator (5.22) since 70  is 

always greater than 7 ^ .

5.5 R esults and D iscussion

This section presents the performance of the VRVP-MQAM scheme through nu­

merical results. The channel variations are modelled according to a Rayleigh 

distribution with f j ( l )  = i  exp 3^ and f  is set to pT [24]. No restriction 

on the constellation size of the MQAM system is assumed, that is, M  can be a 

non-integer value. The BER target is 10- 3  and C\ =  0 .2 , c2 = 1.5 [4].

Based on the analytical expressions derived in the previous section, the per­

formance of the proposed VRVP-MQAM system tha t employs adaptations based 

on CSI imperfection and MAP-optimal BER estimate will be evaluated. This 

system is denoted as ‘VRVP-MQAM-CST. Next, the performance of the VRVP- 

MQAM-CSI system will be compared with two other MQAM systems. 1 ) The 

VRVP-MQAM system tha t employs adaptations based on an ideal CSI assump­

tion, denoted as a ‘VRVP-MQAM’ system. 2) A nonadaptive transmission system 

that employs a constant-rate constant-power MQAM [4], is denoted as a ‘CRCP- 

MQAM’ system.
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5.5.1 Instantaneous R ate and Power in the VRVP-M QAM - 

CSI System

Consider a system with partial CSI knowledge, tha t is, an imperfect estimate of 

the average SNR T is available at the receiver, and is denoted by pT. Consider that 

the feedback of such CSI to the transm itter has negligible delay. For an average 

SNR value, the solution sets kpB (7 ) and Spp-^  for various p values are obtained 

using the expressions derived in Section 5.4. Through numerical search, a set of 

U values corresponding to the particular set of p values is obtained. U is also 

dictated by the instantaneous data rate k(.) > 1 and positive power requirements. 

The computed results for T =  25 dB over three settings of p values: 0.8, 0.9 and 1 

are provided in Figure 5.2 and Figure 5.3. At p = 1, the transm it power variation 

Sp& ^  follows a smooth water-filling profile for 7  beyond a cutoff value 7 0 , and 

the rate kpB (7 ) increases linearly as 7  increases beyond 7 0 . No data transmission 

is allowed for 7  below 7 0 . Indeed, when p =  1, the adaptations are exactly the 

rate and power adaptations observed in [4] and [5] with adaptation based on the 

assumption of ideal CSI. For p < 1, higher cutoff SNR values are observed in the 

rate and power adaptation plots.

As depicted in Figure 5 .2  and Figure 5.3, the power and rate adaptations 

scheme adapts to the CSI-imperfection by transm itting at a higher power level 

and a higher transmission rate for p < 1 and for larger SNR values. It is noted 

that the total average transm itted power is still maintained at S, and this will 

be verified in Section 5.5.4.
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5.5.2 Instantaneous R ate and Power in the VRVP-M Q AM  

System

The effect of channel imperfections on the performance of a VRVP-MQAM system 

based on an ideal CSI assumption method is evaluated in this section. An ideal

where 5 (7 ) > 0 and ^(7 ) > 1 .  In fact, the optimal solutions (5.31) - (5.32) 

are those of [4], corresponding to a VRVP-MQAM scheme based on actual SNR 

(7 , T) knowledge.

To investigate the impact of CSI imperfection (i.e. p < 1 , T = p T , 7  7  ̂ 7 ) 

on the ‘ideal-assumed’ system, a numerical search for U at p =  1 is performed 

numerically. Next, for p < 1, power (5.28) and rate (5.29) adaptations for p < 1 

are determined using a fixed U value tha t was obtained assuming p =  1 . Numer­

ical results were computed for a set of p values 0.8, 0.9 and 1.0, and at T = 25 

dB, and depicted in Figure 5.4 and Figure 5.5. For p = 1, rate and power have 

a water-filling nature. However, when p < 1, higher cutoff values are observed 

in the rate and power adaptation plots. Finally, it is noted that unlike in the 

VRVP-MQAM-CSI scheme, the power and rate adaptation curves converge to 

the same value at higher SNRs since the rate and power adaptations are not 

adapting to CSI imperfection. It is therefore clear that the resulting average 

transmitted power will vary across channel imperfections, which will be verified 

in Section 5.5.4.

CSI is assumed by considering p = 1 , 7  =  7 , and f  =  T. It is noted that by 

substituting p — 1, 7  =  7 , and T = T into (5.28) and (5.29), the respective 

transmit power and rate adaptations are simplified to

S(7) (5.31)

(5.32)
S

fc(7) log2 [KlU]
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Figure 5.4: VRVP-MQAM system: instantaneous power SpBŝ - as a function of 

instantaneous SNR estimate 7 .
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5.5.3 Instantaneous R ate and Power in the CRCP-M QAM  

System

In the CRCP-MQAM system, constant rate and power are transmitted at all 

times. For comparison with the other two systems, the transmit power is set to 

S. The number of constellation points M, restricted to be > 2, is obtained for 

a given T value such that the average BER is equal to BERT. Subsequently, the 

corresponding spectral efficiency is log2 (M).

5.5.4 Spectral Efficiency and A verage Power

The spectral efficiency and the average power can be obtained respectively from:

The normalised average power is shown in Figure 5.6(a) for the VRVP-MQAM- 

CSI and the VRVP-MQAM systems. In the perfect-CSI assumed VRVP-MQAM 

system, constant average power is maintained at p — 1 , but variation in the av­

erage power occurs for p < 1 . On the other hand, the VRVP-MQAM-CSI system 

maintains constant average power for all p values since the system is adapting to 

p variations. Though not shown in the figure, it is clear that the average power 

for the CRCP-MQAM scheme is constant from T 21 dB, which corresponds 

to M  > 2 . These results confirm th a t the VRVP-MQAM-CSI system has ap­

propriately exploited the power resource variation in the imperfect CSI scenario, 

and results in a higher spectral efficiency performance over a wide range of SNRs 

and for practical ranges of p, as verified in Figure 5.6(b).

kpB ( j)  f ( 7 ) d/y, 

^ 4 ^ / ( 7 )  d rE  [S'norm] =  f  
J  -7(

(5.34)

(5.33)
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(a) Average normalised power.
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Figure 5.6: Average normalised power and spectral efficiency based on correlation 

coefficient p. Comparison of VRVP-MQAM-CSI, VRVP-MQAM and CRCP- 

MQAM systems across average SNR T.
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Figure 5.6(b) shows the spectral efficiency for VRVP-MQAM-CSI, VRVP- 

MQAM and CRCP-MQAM systems. The results confirm that the spectral ef­

ficiencies for the VRVP-MQAM-CSI and the VRVP-MQAM systems decline as 

p decreases. Both schemes converge to the same performance in the perfect 

CSI scenario (p =  1.0). However, it is noted that the VRVP-MQAM-CSI sys­

tem outperforms the VRVP-MQAM system for all channel imperfection scenarios 

(p < 1). In comparison to the CRCP-MQAM system, the results illustrate that 

the VRVP-MQAM-CSI system provides a better performance for large value of p 

and a wide range of SNRs. For small p and high SNR, the CRCP-MQAM system 

could be used.

5.6 Summary

The proposed VRVP-MQAM system based on the estimates of the instantaneous 

SNR and BER was outlined in this chapter.

The system model was explained in Section 5.2. In section 5.3, a BER esti­

mator was derived using a MAP approach. Based on the derived BER estimator, 

adaptive rate and power algorithms were proposed in Section 5.4. The perfor­

mance of the proposed VRVP-MQAM scheme, denoted as the VRVP-MQAM-CSI 

system, were compared to two other systems. 1) A VRVP-MQAM system that 

employed adaptations based on an ideal CSI assumption, denoted as the VRVP- 

MQAM system. 2) A nonadaptive MQAM system, i.e. with constant rate and 

constant power, and was denoted as the CRCP-MQAM system. Simulations re­

sults were presented and discussed in Section 5.5 for perfect CSI (p = 1 ) and 

imperfect CSI (p < 1 ) scenarios. In the perfect CSI scenario, the VRVP-MQAM- 

CSI system and the VRVP-MQAM system have identical performance in terms 

of spectral efficiency. In an imperfect CSI scenario, i.e. p < 1 , a degradation in
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the spectral efficiency for both systems were observed. However the results also 

showed that the proposed VRVP-MQAM-CSI system achieves a higher spectral 

efficiency than the VRVP-MQAM system. In comparison to the CRCP-MQAM 

system, the results showed tha t the VRVP-MQAM-CSI system achieves a higher 

spectral efficiency for a wide range of p and SNRs.
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C hapter 6

V R V P-M Q A M  System  w ith  

P SA M -B ased  C hannel Prediction

6.1 Perform ance o f the V R V P-M Q A M  System  

w ith  Channel P rediction

In this chapter, the algorithms of the Bayesian estimation based VRVP-MQAM 

system proposed in Chapter 5 are generalized to incorporate a maximum a poste­

riori (MAP) channel predictor [24] and an MQAM scheme with practical constel­

lation sizes. The proposed rate and power algorithms derived are based on the 

second order statistical characterization of the CSI. Based on a PSAM scheme, 

the performance of the VRVP-MQAM system will be evaluated over a Rayleigh 

flat-fading channel. Simulation results will be used to demonstrate the perfor­

mance in terms of spectral efficiency and average BER. The results will also be 

compared to a rate and power adaptation algorithm th a t is derived with an ideal 

CSI assumption.
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Figure 6.1: Block diagram of the proposed variable rate variable power MQAM 

system.

6.2 System  M odel

The block diagram of the proposed system is depicted in Figure 6.1. A PSAM 

scheme with the frame structure shown in Figure 6.2 is used. The pilot sym­

bol is inserted at the first symbol location of each data  slot and it is repeated 

periodically at L  symbols interval. For a complex baseband signal x(i),  where 

i denotes the time index, the pilot symbol can be denoted as x (i — k L ), where 

k E {0,1, 2 ,...K 0} and K 0 denotes the number of fading observations used in 

the channel predictor. For simplicity, the power of the pilot signal is set to the 

average data  signal power. At the receiver, after matched filtering and sampling 

with perfect symbol timing at a rate of 1/TS, where Ts is the symbol duration,

1st s lo t  2 ni,s lo t  (Xo-1)11* s lo t  fCaA> s lo t

Figure 6.2: Frame structure: ‘P ’ denotes pilot symbol and ‘D ’ denotes data 

symbols.
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the received complex-valued signal over a flat-fading channel can be written as

y (z) =  2  (z) x  (z) +  n  (z), (6 .1 )

where z (i) denotes the complex fading and n (i) is circularly symmetric com­

plex AWGN. The noise variance is defined as a2 =  N 0B,  where N0 denotes the 

noise power spectral density and B  denotes the received signal bandwidth. A 

perfect signal detection based on pilot symbols is assumed at the receiver. The 

instantaneous received SNR based on the predicted fading 2(2), is defined as 

7(2) =  S \ z ( i ) \ 2/  (N 0B ), where 5  denotes the average transmit signal power. 

Note that the actual instantaneous SNR based on the fading channel z (2) is 

7(2) =  S \ z ( i ) \ 2/  (N 0B ). The average received SNR is T = E[y(i)]  and its 

predicted value is T =  £7 [7(2)], where E  [.] denotes the statistical expectation 

operator. Based on 7 (2), the transmitter updates its rate and power by adjusting 

respectively its constellation size M  (7 (2)) and power 5 (7(2)). Consider that 

M (7(z)) and 5 (7 (2 ))  are computed based on 7(2), which is predicted at the 

receiver and fed back (as CSI) to the transmitter. Consequently, by periodically 

updating its modulation and power level based on the feedback information, the 

transmitter will be able to adapt to varying channel conditions. The performance 

of such link prediction using CSI feedback varies with the channel Doppler spread. 

In a channel prediction context, the performance can be parameterized by the 

error variance of the channel predictor at the receiver, feedback delay in CSI, and 

the update rate at the transmitter (i.e. how frequently the transmitter updates 

its power and modulation level). This chapter intends to demonstrate the impact 

of delayed CSI on a VRVP-MQAM system, and has therefore considered an op­

timal predictor in the minimum error variance sense. That is, a Rayleigh fading 

envelope predictor that is based on an MAP-optimal solution [24] is adopted. 

For a particular Doppler spread, the length of the predictor, K 0, and the PSAM
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period, L, are chosen such that the transmitter update rate is higher than the 

Doppler rate of the channel. More details on the channel prediction can be found 

in Chapter 4 .

6.3 A daptive R ate and Power Algorithm

The transmitter will update its rate and power based on an instantaneous pre­

dicted SNR 7 (i). With the context clear, and for clarity of notation, the time 

index shall be omitted. The performance of the proposed adaptive rate and power 

algorithm in terms of the second order statistical characterization of the channel 

state imperfection will be investigated. This scheme is denoted as the ‘VRVP- 

CSI’ scheme. The performance of the VRVP-CSI scheme will be compared with 

an alternate scheme where rate and power algorithms are derived based on an 

ideal CSI assumption [4]. The second scheme is denoted as ‘VRVP-IDEAL’. In 

the subsequent section, for clarity, superscripts ‘C ’ and ‘I ’ will be used to dif­

ferentiate the algorithms for VRVP-CSI and VRVP-IDEAL schemes respectively. 

The superscripts shall be omitted if the expression is applicable to both schemes.

The spectral efficiency of an MQAM scheme is defined as its average data 

rate per unit bandwidth. With data sent at k (7) =  log2 ( M ( j ) )  bits/symbol, 

the instantaneous data rate is k (7) / T s bits/sec, where Ts is the symbol time. 

Assuming Nyquist data pulses of duration Ts =  1 / B ,  the spectral efficiency for 

continuous rate can be expressed as

E  [k (7)] =  [  k (7) ^ (7 )  d j  bps/Hz, (6.2)

where (7) denotes the PDF of 7. Rate and power algorithms for both schemes 

were derived for maximum spectral efficiency subject to an average power con-
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straint

E [ s m  = [ s ( i ) M i ) d j  = S  (6.3)
J 7

and an instantaneous BER target (BERT) requirement. To solve the constrained 

optimization problem, the following Lagrangian equation is used.

S{l)fa{l)d*/  -  S (6.4)

where /x denotes the Lagrange multiplier. The optimal solution for power adap­

tation S  (7 ) can be obtained from the solution of =  0 .

6.3.1 VRV P-CSI Schem e

The algorithms presented in Chapter 5 are generalized to incorporate the MAP- 

optimal linear predictor [24]. The second order statistical characterization of the 

channel state imperfection is represented through: i) T, the true average SNR, ii) 

T, the estimate of the average SNR based on prediction method, and iii) p, the 

correlation coefficient between the predicted instantaneous SNR 7  and its true 

value 7 .

Based on the observations of 7 , a Bayesian BER estimator was first derived 

using a MAP approach. Using Bayes’ theorem [37], the conditional PDF f PB\̂  (7 ) 

is given by
r t \^\ f j\pb (tIPb ) fpB (Pb )
f pbI7 (p b It) = ----------------- , (6.5)

where p# denotes the instantaneous BER, f PB (p b ) denotes the PDF of p#, and 

Alps (tIPb ) is the conditional PD F of 7  given p#. Since fa (7 ) is a normalization 

factor, (6.5) is simplified to a final form of the MAP equation,

I ma p  (Pb ) =  f PB,7 (Pb , 7 ) > (6 -6 )

where }Pb^ { p b , i ) is the joint PDF of ps  and 7 . The approaches in deriving 

f PB,7 (Pb , 1 ) and the solution to the BER estimate, which are obtained from the
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solution of OIm a p I^Vb —0, can be found in Chapter 5 (Note that the notation 7  

is also the notation 7  presented in Chapter 5). Therefore the details shall not be 

repeated here. The derived BER estim ate (5.23), written as a function of 7  is

In (B E R T/c!) p T / t  
( -  In (BERT/ci) r / 7  (1 — p) -  1);

- / L L i y D E j I X l  C l  P L  L w ( .
P b  (7 ) =  ci exp [ 7^ 7; - - ,  ;---- 772 > 7 > 1th, (6-7)

where *fth =  (1  -  p) In T (see (A.44) in Appendix A.3 for more de­

tails) .

Through the generic approximate BER expression [4], the rate can be adjusted 

through the constellation size M ( 7 ) as

M c (t ) =  1 +  r r --  ^ C7 • (6-8)
- ] n { p B ( l ) / c i )  S

Subsequently, substituting (6.7) into (6 .8 ), the final form for M c (7 ) is obtained 

as

rc/ \̂ , . Arr fcar„ A 2s ( V °
M  (7) =  l  +  - ^ r  —  7. (6-9)

where K  = ---- A2- v is the solution to the optimal power adaptation,_ln(BESXj *

expressed as (Chapter 5, eqn 5.28)

I 0 , otherwise,

where Uc  is a constant value found through numerical search such that average 

power constraint (6.3) is satisfied. When S('y)c  < 0, no data are transmitted.

Subsequently, by invoking the optimal power adaptation expression (6.10) in

(6 .8 ), the optimal rate adaptation is obtained as

k p a i l f  =
i°g2 f t 1 - p )  - : } kf,B{ l )c  > 1 ,

(6 .11)

0 , otherwise.
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Note th a t kpB (%/)c  > 1 corresponds to a realistic MQAM constellation size M  >2.  

For Sps ( l ) °  >  0 and kpB( j ) c  > 1 , the SNR cutoff threshold can be determined 

as

% = lth + X> (6-12)

where x  — 12 K U C T

0  and kpB( j ) °  >

is > 0. Hence, SpB(7 ) > 

lowed. These conditions

2 p +  2  J p  (2U c c2t  -  2Uc c2t p  + p )  

imply 7  >  7 0  and transmission is a  

also verify the appropriateness of using the derived BER estimator since 7 0  is 

always greater than  7 th-

6.3.2 V R V P-ID E A L  Schem e

The same channel predictor and discrete level MQAM scheme are used in the 

VRVP-IDEAL scheme. Adaptive rate is adjusted according to the constellation 

size M (7 ) using [4, eqn. (20)]

M ‘ {7 ) =  1 +  K ^ -  7 , (6.13)

where is the power adaptation [4, eqn. (23)] written as

5 (7 ) 7 ^ ( 7 )7 > 0 ,
(6.14)

0 , otherwise.

U1 is a constant value found through numerical search such that average power 

constraint (6.3) is satisfied. When S ( 7 ) 7 < 0 and M  (7 )1 < 2, data are not trans­

mitted. Since the VRVP-IDEAL scheme is based on an ideal CSI assumption, it 

is noted th a t unlike (6.9) and (6.10), the algorithms in (6.13) and (6.14) do not 

have param eters th a t relate to the channel state imperfections.
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6.3.3 Spectral Efficiency and Average BER

For a practical MQAM scheme, the constellation size M  is restricted to a positive 

integer value and is a factor of two. Moreover, since the transceiver design com­

plexity grows as the constellation size increases, a limitation on the maximum 

constellation size is imposed. Let G denote the number of modulation levels 

considered for the system. The adaptive modulation level will be chosen from 

the set {Md}a=oi where element Md can be from the set {0 ,2 ,4 ,8 ...}. Note that 

Md= 0 is assigned to the situation where no data  transmission is allowed. Since 

the computed value of M  (7 ) is a real number, the largest possible discrete Md 

value that is smaller than or equal to M  (7 ) is chosen to ensure a BER lower than 

the BERT requirement.

The data  transmission rate associated with each Md is kd/Ts bits/sec, where 

kd = log2 (Md) bits/sym bol. The spectral efficiency for the discrete-rate approach 

can be expressed as

where Pd is the probability th a t the modulation level Md will be used. The term 

(L — 1) / L  corresponds to an efficiency factor of the PSAM scheme since overhead 

is introduced in the data  transmission.

The average BER can be expressed as

where B E R d  is the average BER experienced in each discrete rate kd. It is noted 

the discrete Md level selection will result in a lower BE Rd  performance than the 

required BERT. This is due to the fact that M d is chosen to be less than or equal 

to M  (7 ).

d= 1
bps/Hz, (6.15)

(6.16)

77



6.4 Channel Prediction

At the receiver, based on the knowledge of the pilot symbols, the estimated

channel fading at the pilot symbol instants can be written as

z (v  -  kL) =  y (t< ~  (6.17)
x { v  — kL)

. . rx n (v — kL) . .

where (v — kL)  denotes the time instant of the pilot symbol, v = pL,p  G Z 
and k = 0,1,..., K  — 1. Consider th a t the last observed fading gain occurs at 

v symbol-instant, and that the predictor predicts the fading gain for j  symbol 

instants later, where j  = qL and q G {1,2,...}. Assume that the total time for the 

processing at the receiver and the feedback delay is within the j  symbol period. 

Thus the transm itter will update its rate and power at the (v +  j ) th symbol- 

instant, where j  can be associated to the time delay parameter. Let denote the 

predicted channel gain at the (v +  j ) th symbol-instant as z (v +  j).  For a linear 

predictor of order K 0, the predicted fading channel using K 0 fading estimates 

z (v — kL) can be expressed as (provided in Chapter 4, equation (4.4))

Ko- 1

z ( v  + j )  = f * ( k ) z { v - k L )  (6.19)
k—0

=  f?z, (6.20)

where f*1 =  [f* (0 ) , /* (1 ) ,. .. ,  f* (K 0 — 1 )] is the predictor filter coefficient vector. 

The superscripts and ‘H’ denote complex conjugate and Hermitian transpose 

respectively, z =  [z ( v ) , z (v — L ) ,..., z (v — (K0 — 1) L)]T is the vector of the esti­

mates of the complex fading amplitude in the last K 0 pilot-symbol instants. The 

superscript ‘T ’ denotes transpose. A MAP-optimal envelope prediction which 

has been proposed in [24] (also provided in Chapter 4) as one of the best linear 

predictors (in the mean-square error sense) for Rayleigh fading channels is used.
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It is shown in [24] tha t the MAP-optimal prediction filter coefficient vector is 

expressed as (provided in Chapter 4, equation (4.24))

at the pilot-symbol time instants v — kL  and the fading at the prediction time 

instant v + j .  R  is a K 0 x K 0 covariance m atrix whose elements Rkj are the

where J0 {-) is the zeroth-order Bessel function of the first kind and r  denotes 

the time lag. The parameter f d is the maximum Doppler spread defined by 

f v t / c , where /  is the carrier frequency (Hz), vt is the terminal speed (m/s) and 

c =  3 x 108m /s is the speed of light.

Finally, with the M AP-optimal predictor, the correlation coefficient p is equal 

to (provided in Chapter 4, equation (4.52)),

j,M AP (6 .21 )

where r j  is a vector whose elements are the correlations between the fading

correlations of the fading between two pilot-symbol instants of time difference 

(|k — l\)LTs. Elements of r j  and R  can be expressed in terms of the normalized 

correlation function R  (.):

r3 ,k = ^ E[z (v -  kL)  z* (v + j)] 

=  R  ((j  + kL) Ts) ,

R Kl =  R ( ( \ k - l \ ) L T a),

(6 .22)

(6.23)

(6.24)

where f! =  £J[|z|2]. When the standard Jakes’ model is used, R  (.) can be ex-

pressed as [57],

R  (r) = J0 (27rf dr ) , (6.25)

(6.26)
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6.5 Sim ulation R esults

The modified Jakes’ model in [60] is adopted for the system simulation. The 

model produces uncorrelated fading waveforms tha t match the theoretical Jakes’ 

model function in (6.25). An uncorrelated fading waveform with real and imagi­

nary parts having equal power is represented as [60]

T ( t )
\

2  Noac

N n
£ [ c o s  ((3n) +  I  sin (0n)} cos (unt +  0„), (6.27)

where t denotes the time index, I  denotes \ f —\  and N osc denotes the number 

of oscillators associated with the reflected rays arriving at the receiver. The 

parameters pn are the phases of the oscillators expressed as n n /N osc and Qn are 

the initial phases of the oscillators. Each ray experiences a Doppler spread defined 

by Un =  um  c o s  (a n), where ujm = 2nfvt/c-  The arrival angle a n of ray n  is 

defined as 2n (n — 0.5) / N osc.

The complex fading waveform is generated using N osc =  16 and a normalized 

Doppler spread of f dTs =  0.001. This setting simulates a practical communication 

transmission system th a t is in motion. For example, assume a practical carrier 

frequency /  =  2 GHz, and transmission bandwidth B  = 200kHz with Nyquist 

sampling and thus symbol duration Ts = 1 /B  secs, the terminal velocity will be 

v = 30 m /sec. For a Doppler spread factor f dTs =  0.001, it has been shown in 

Section 4.4.4 th a t the optimal MAP predictor parameters can be set to L = 10 

and K 0 =  500. Finally, a practical constellation set for the MQAM scheme M d 

is set to (0, 2 ,4 ,16,64).

Simulation results for spectral efficiency and average BER performance over 

a set of normalized time delay parameter f dTsj  (Table 6.1) at T = 15 dB and 

20 dB are computed. Table 6.1 illustrates the value of f dTsj  with its equivalent 

delay in symbol instants, and the associated p values. Figure 6.3 shows that the
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Table 6 .1 : Normalized time delay fd,Tsj  and its corresponding correlation coef­

ficient p, at fdTs=0.001, T =  15 dB, 20 dB, where qL denotes delay in symbol 

units.
fdTsj qL

(symbols)
r  =20 dB r=15 dB

P p
0.01 10 0.9981 0.9948
0.05 50 0.9961 0.9906
0.1 100 0.9915 0.9831
0.15 150 0.9831 0.966
0.2 200 0.9692 0.9426

VRVP-CSI system achieves improved spectral efficiency over the VRVP-IDEAL 

system. Figure 6.3 also shows th a t the VRVP-CSI system provides a higher 

spectral efficiency gain across the normalized time delay at a high average SNR 

(gain of ~  0.15 bps/H z at r=20 dB compared to gain of ^  0.05 bps/Hz at r=15 
dB). In terms of average BER performance, the simulation results in Figure 6.4 

depict several interesting points. Firstly, both systems perform better than the 

BERT threshold at a low feedback delay. This is because the adaptive modulator 

uses the largest possible discrete Md which is below or equal to the actual optimal 

M. Secondly, the proposed VRVP-CSI algorithm tolerates a longer feedback 

delay before BER exceeds the BERT threshold. For instance, at T =  15 dB, 

the VRVP-CSI scheme can tolerate up to 180 symbols delay before the average 

BER increases beyond the BERT (10-3) requirement, whereas the VRVP-IDEAL 

scheme allows for only 150 symbols delay.
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Figure 6.3: Average spectral efficiency versus normalized time delay fdTsj .  At 
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6.6 Sum m ary

The VRVP-MQAM system proposed in Chapter 5 has been generalized to incor­

porate a PSAM-based channel predictor with discrete rate adaptation. In the 

discrete rate adaptation, an MQAM scheme was considered with constellation 

sizes M  restricted to a positive integer value and a factor of two. A limitation on 

maximum constellation size was also imposed. A PSAM-based channel predictor 

was employed to obtain fading channel parameter in a practical mobile communi­

cation. The mobility of system was represented through a Doppler spread factor 

fdTs, and the channel predictor parameters (in terms of symbol period L  and the 

length of the predictor K 0) were chosen based on the factor fdTs. A modified 

Jakes’ model was employed to simulate the time-varying channel.

The performance of the proposed system, denoted as the VRVP-CSI system, 

was compared to a rate and power algorithms derived based on a perfect CSI 

assumption (denoted as the VRVP-IDEAL system). The following results were 

observed. 1) Based on a discrete M  level selection, both systems can tolerate a 

small delay in CSI feedback before the average BER exceeds the BER target. 2) 

The proposed VRVP-CSI system achieved a higher spectral efficiency as compared 

to the VRVP-IDEAL system.
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C hapter 7 

V R V P-M Q A M  System  w ith  

A daptive SN R  Target

This chapter discusses one of the author’s contributions. The work has been 

published and presented in the IEEE ISW CS conference [15].

7.1 Introduction

In CDMA-based systems, a sub-optimal power allocation strategy based on total 

channel inversion or truncated channel inversion is generally used. These strate­

gies attem pt to compensate for the effect of fading and maintain a constant SNR 

target at the receiver. This is accomplished in third generation WCDMA-based 

systems by using an inner-loop power control mechanism [13]. The capacity of 

a single-user channel with this kind of power control has been examined in [2 ] 

and [4]. Assuming perfect CSI at the transmitter, the channel capacity for this 

scheme is equal to the capacity of an AWGN channel with received SNR equal
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to the desired SNR target. That is, the capacity with channel inversion is ( [2] 

or see (3.15))

Cci =  B  log2 (1 +  ctci)

=  £ l o g 2 (l +  l / £ [ l / 7]), (7.1)

where subscript ‘CF denotes channel inversion, aci denotes the fixed SNR target, 

and E[ 1/7] =  / 0°° where / 7(7) denotes the PDF of 7. The capacity

with truncated channel inversion is ( [2] or see (3.19))

C t c i  =  B  log2 (1 +  <t T c i )  p(y >  70)

=  £ l o g 2 (l  +  l / £ 70[1/7])p(7 >7o),  (7.2)

where subscript ‘TCI’ denotes truncated channel inversion, c t t c i  denotes the fixed 

SNR target and p(7 >7 0 )  denotes the probability of transmission. Recall that 

£ 70[l/7] — 7 A  (7)^7 and 7o is the cutoff fade depth.

However, various mobility conditions often result in imperfect channel es­

timation, which degrades the BER performance. An outer-loop power control 

mechanism, which aims at setting the SNR target, to achieve a desired BER per­

formance, would therefore compensate for imperfect estimation and poor tracking 

of the inner-loop. In [14,61] joint optimisation of the dynamic rate and SNR tar­

get adaptation based only on the perfect knowledge of the actual SNR (7) and 

BER has been considered.

In this chapter, optimum SNR target and rate adaptation is derived based 

on an estimate of SNR and BER over a Rayleigh flat-fading channel. Using this 

scheme, higher spectral efficiency can be achieved for an adaptive MQAM system 

as compared to a similar system but with fixed SNR target as in [4].

The remainder of this chapter is organized as follows. In Section 7.2, the 

system model is described. The analytical approach to determining the BER
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Figure 7.1: Block diagram of adaptive SNR target VRVP-MQAM system.

estimate and its statistics are also presented. Closed-form expressions for contin­

uous SNR target and rate adaptation are also derived. In Section 7.3, numerical 

results to confirm the performance of the proposed system are presented. Finally, 

a summary of the chapter is provided in Section 7.4.

7.2 System Model and Analysis

Figure 7.1 shows the system model. The channel model is represented in discrete­

time with statistically stationary and ergodic time-varying gain a  (z) =  |c(z) | and 

additive white Gaussian noise n( i)  with spectral density N 0/2. At the receiver, 

the channel gain estimate a  (i ) is determined based on a PS AM scheme [50]. The 

instantaneous received SNR 7  (z) is 7  (i ) =  S[a (z)]2/  (N0B ) and its estimate is 

7  (z) =  S[a (z)]2/  (N0B ), where B  denotes the received signal bandwidth and S  is 

the average transmit power. The truncated channel inversion scheme is considered 

for the inner-loop power control. At time z, the inner-loop mechanism attempts to 

maintain a desired SNR target at the receiver by adapting the transmitted power 

based on the estimate 7  (z) of the received SNR 7  (z). In contrast, the outer-loop

86



aims to set the optimal SNR target and rate, based on the BER estimate. Since 

the channel model is assumed to be statistically stationary, the distributions of 

the channel gain and SNR are independent of time. Therefore, the discrete time 

reference i shall be omitted in the remaining sections.

The instantaneous BER p s is considered as unknown. The aim is to determine 

its estimate ps  in terms of the observation 7 . Using the maximum likelihood 

(ML) estimation approach [37,56,59], Pb can be obtained based on the most 

likely occurrence of 7 . That is, the likelihood function can be expressed as

where f ^ \ PB ( i \p b )  is the conditional PDF of 7  given ps- The expression for p s

Using the approximate BER expression [4,5], the instantaneous BER of a 

truncated channel inversion MQAM system in terms of 7  and 7  can be expressed 

as [4, eqn.(42)]

where S ( 7 ) denotes transmit power based on 7 , M  denotes the constellation size, 

and c 1 and C2 are positive real numbers. Consider that only the knowledge of 

channel estimate is available. For a channel inversion policy, the transm itted 

power is

where a denotes the received SNR target. For a given BERT and SNR target,

7.2.1 B E R  Estim ate

l  (.Pb )  =  A | p s  ( 7 l P b ) , (7.3)

can be obtained from the solution of — =  0. The derivation is as follows.

(7.4)

87



the signal constellation point M  is adjusted according to

M  =  1 + ------^ (7. 6)
-In^SEsrA

Using (7.5), the instantaneous BER in (7.4) can be expressed as

PB=Ciexp(- F^h?)- <7-7)

For a Rayleigh flat-fading channel using the PSAM technique for channel

estimation [51], the amplitudes a  and a  have a bivariate Rayleigh distribution.

Consequently, the equivalent joint PDF of 7 , and its estimate 7 , is 1

i  r. ( M L .F ± \ ^  (  L
(7’7) = /o ( w  V 3  j exp (“ (? + ?) ) “(7) “(7)

(7.8)

where T = E[7 ], f  =  E[j] and p is the correlation coefficient between 7  and 

7 . E[.] denotes the statistical expectation operator, Io (.) is the zeroth order 

modified Bessel function and u(.) is the unit step function. Exploiting (7.7) and

(7.8), and through a transformation of random variables, the joint PDF of 7  and 

Pb is obtained as 2

/pb ,7 (Pb , 7 ) =  c (pB) h  (b (.pB) 7 ) exp { - a  (pB) 7 ), (7.9)

where

( i i ">

b (pB) = T ^ ~ \  (7.11)
l - p y  ctc2 Vci / r r

c(pB) = — ^ ~ 1 ) 7  . . (7.12)
pbC2<j{i-p) rr

lrThe derivation of (7 , 7 ) is provided in Appendix A.4.
2The derivation of / PB,-y {p b , 7 ) is provided in Appendix A.I.



From the property of the conditional density function [37],

h r s  ( 7 M  =  (7'13)
J p b  \ P b )

where f PB (pB) is the PDF of pB, which is obtained from the marginalization 

operation of / 0°° f PB̂  (pB, 7 ) d'y. 3 From (7.13) and neglecting the constant term, 

the final form of the likelihood function is obtained as 4

1(Pb ) = Io (b (Pb ) 7 ) exp ( - a  (pB) 7 ) H p b ) ]—  ^  ^
a  {P b  )

As shown in Appendix A.2, function I0 (b (pB) 7 ) ~  exp(b(PB)i) £or a
y/2Trb{pBn

estimate 7 . Thus the equivalent expression for (7.14) when based on a high SNR 

estimate 7  is written as

exp(b(pB) j )  [a{pBf - b ( p B)2}3/2
1^ ( P b )  =  . , ,  e x p (-f l(p g ) 7 ) ------------------ - 7 - ^ ------------------ . (7.15)

v / 2 tt6 ( p b ) 7  a ( P s )

Equation (7.15) is a highly non-linear expression where a closed-form solution for

= 0 is difficult to find. However, a simple closed-form expression is obtained

when based on high 7  as 5

P'B = Cl exp f  )■■ (716)

In an MQAM system which exploits a truncated channel inversion policy over 

a Rayleigh fading channel, the SNR cutoff value 70  to achieve maximum spectral 

efficiency is known to be relatively high [4]. Note that no transmission is allowed 

when SNR is below the cutoff value. Therefore the BER estimate expression in

(7.16), that is derived based on a high SNR estimate, is considered applicable for 

such a truncated channel inversion system. Equation (7.16) is a useful expression 

as it relates to the statistics of the channel estimation: i) T, the true average

3Refer to Appendix B .l for the proof.
4Refer to Appendix B.2 for the proof.
5Refer to Appendix B.3 for the proof.

89



SNR, ii) f ,  the estimate of the average SNR, and iii) p, the correlation coefficient 

between the estimated instantaneous SNR 7  and its true value 7 .

From earlier research works, for example [56], it is known tha t the analyt­

ical expression for the PDF of the ML estimation is usually impossible to de­

rive. Hence the asymptotic properties of ML estimation that displays a Gaussian 

distribution is usually assumed. Therefore the PDF of p# having a Gaussian 

distribution can be written as

t  \  1 ( - ( P b - P b )
U s  (Pb)  = ------ 1=  exp

aP B \/27r I 2  CTpB 2 F  — FC1 P B min .

(7.17)

where p# is the mean BER value and apB denotes the standard deviation of 

pB. The normalisation factor ^-----  can be obtained from the cumulative
C1 PB m in

distribution function of p#, written as

F » - F PBmi„ =  1- 7=  exp (  f d  | dpB (7.18)
P B m in  P B

= 0.5 erf  ---- (P b - P b ) ]  (7.19)
P B min

for the respective BER limits, c\ and PBmm- The erf function is [43]

2  f°°
erf(x) =  — 7=  /  exp(—t2)dt. (7.20)

v 71" Jx

Note that when the BER estimates have large deviations, the BER estimator will 

approach that of a uniform distribution. The impact of the standard deviation 

of the BER estimate on the spectral efficiency of the proposed scheme will be 

verified in the numerical section.

7.2.2 R ate and SN R  Target Adaptation

The proposed adaptive SNR target adaptation is intended to vary in accordance 

with the BER variations for the outer-loop adaptive system. At the receiver,

90



with the BER estimate (ps) known, the SNR target can therefore be adjusted 

in accordance with Pb ■ Let &( p b ) denote the adaptive SNR target based on ps- 

Subsequently, by rearranging (7.16), M  at the transm itter can be adjusted as

M (p„)  = 1 +  (7.21)
- ln ( p B/ci) r

The spectral efficiency of an MQAM scheme can be expressed as its average 

data rate per unit bandwidth R /B .  W ith data sent at k ip s )  =  log2 (M  (Pb )) 

bits/symbol, the instantaneous data rate is k ip s )  /T s, where Ts is the symbol 

time. Assuming Nyquist data pulses of duration Ts = 1 /B ,  the spectral efficiency 

of the proposed joint inner-loop and outer-loop adaptation system can be written 

as

g  =  Pt  J  k (pB) fpB (Pb ) dpB. (7.22)

where the integration is for pB E [0, Ci]. The parameter PT denotes the probability 

of transmission resulting from the channel truncation of the inner-loop power 

control scheme, and is given by

poo

M i ) d r  (7.23)
J -7(1

Pt  =
*̂70

Maximum spectral efficiency is obtained by maximising (7.22) subject to the 

average power constraint

E [S]= [  [  S i l i M h p s  ( l ,PB)d^dpB = 5, (7.24)
J p B  J  7

where / 7 ,pB (7 ,Pb ) denotes the joint PDF of 7  and p s . S  (.,.) is the instantaneous 

transmit power and it is expressed as a function of 7  and ps,

5 (7 ,P b ) =  ^ ? ^ 5 .  (7.25)
7

The constrained optimisation problem can be solved using the Lagrangian equa­
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tion, written as

F(a(pB)) = PT f  H p b )Ipb (p b ) dpB+fi [  [  S fpB^(p B, 7 ) d*y dpB -  S
J p B I d P B  d  1  ^

(7.26)

where /i denotes the Lagrange multiplier. The adaptive SNR target cr(.) is ob­

tained from the solution of
dF

= 0. (7.27)
da (pB)

The case of higher SNR estimate ( 7  > 7 0 ), which is the basis of deriving 

(7.16), is considered. It is appropriate to assume that the statistics of 7  and 

pB are independent. That is, ff,B^{pB, 7 ) =  fpB (Pb ) f a i l ) ,  where fpB (pB) is 

derived as in (7.17) and (7 ) is the PDF of 7 . For a Rayleigh fading channel, 

A  (7 ) =  f  exP ( —?)• W ith these statistics, the solution to (7.27) is obtained as

rintfB/ci) _  jl a (pB) >  0 ,
/ -  \ I r pc2 Uq ’ opyt'D/  _  j o o \

0-op (pb) =  { (7.28)
0 , otherwise,

where UQ = l / P Tp,\n(2) S E %[l/j]  and ^ [ 1 / 7 ] =  I / 7 / 7  (7 ) ^7 - The value

U0 can be found through numerical search such that the power constraint (7.24) 

is satisfied. By substituting (7.28) into (7.21), the rate adaptation is obtained as

0 , otherwise.

Finally, substituting (7.29) into (7.22), the maximum spectral efficiency can 

be written as

R  _  d [  1 (
B  T ] Pb ° g2  U lnfeV ^f

= PT I log2 I /  ̂ / ) fpB (pB) dpB. (7.30)
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7.3 Numerical Results

The VRVP-MQAM system with truncated channel inversion at the inner-loop 

and adaptive SNR target at the outer-loop , is denoted as the ‘adaptive SNR 

target’ (AST) system. For comparison, an alternate system using the VRVP- 

MQAM scheme with truncated channel inversion at the inner loop and a fixed 

SNR target at the outer-loop power control, denoted as the ‘fixed SNR targe t’ 

(FST) system, is considered. The FST system corresponds to a truncated channel 

inversion scheme of the VRVP-MQAM system in [4], which assumes availability 

of perfect CSI at the transmitter and the receiver. Both systems assume that 

M (.) can be a non-integer value and use C\ =  0.2 and c2 =  1.5 [4]. The cutoff 

value 7 0  is determined to maximize the spectral efficiency of the FST system [4]. 

For comparison to the FST system, the same cutoff value 7 0  is used in the AST 

system. The proposed BER estimator is assumed to be unbiased with Pb set to 

the desired BER target BERT =  10~3, and the standard deviation (std) values 

are set to aPB = {20,100,1000} times the value of BERT. The low std value, 

aPB = 20 x 10-3 , is used to denote the scenario where the AST system can obtain 

accurate estimates of the channel variations. Thus the BER of the system is nearly 

always achieving the BER target value. The high std value, aPB =  1000 x 10~3, is 

used to denote the scenario where the AST system is unable to estimate accurately 

the channel variations, probably due to relatively fast channel variations or a less 

accurate estimation technique. As a result, the BER value of the adaptive system 

varies away from the BER target value. The mid std value, crPB = 100 x 10-3 , 

denotes a situation which is between the two scenarios mentioned above.

The PDFs of the BER distribution for the respective cases are shown in Figure 

7.2. The PDF is also reproduced in Figure 7.3 with the x-axis represented in 

logarithmic scale. The logarithmic scale could be a more suitable representation,
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Figure 7.3: PDF of BER estimate with BERT =  10~3.

since it corresponds to practical BER values. It is also noted that regardless of 

wide difference in the std values used, the PDF of BER for the logarithm scale 

shows a uniform distribution for BER < 0.01. Clearly, the case crPB = 1000 x 10- 3
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Figure 7.4: Comparisons of average spectral efficiency.

would represent the BER distribution that is uniformly distributed between 0 and

Ci.

Based on this BER distribution, the spectral efficiency for the AST system is 

computed using (7.30). The spectral efficiency for the FST system is computed 

using [4], written as,

Figure 7.4 depicts the spectral efficiency for both systems. The channel capacity 

for TCI (7.2) is also included for comparison. The results show that the AST 

system provides higher spectral efficiency compared to the FST system. The spec­

tral efficiency of the FST system increases as the standard deviation of the BER 

increases. This implies that the proposed AST scheme maximises the spectral ef­

ficiency through an adaptive SNR target that exploits BER variations. Note that 

the case ctPb = 1000 x 10- 3  (BER is uniformly-distributed) is used to represent

ln(BERT/c1)E >0 [ l / 7 ]
(7.31)
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the upper bound performance for the AST system and the case aPB =  20 x 10- 3  is 

used to approximate the lower bound performance for the AST system. Clearly, 

the performance of AST converges to FST only if BER=BERT at all times.

7.4 Summary

This chapter proposed a joint SNR target and rate adaptation MQAM system 

based on the SNR and BER estimates. The proposed algorithms were generalized 

for a CDMA/W-CDMA based system. In general, a CDMA/W-CDMA based 

system consists of both inner-loop and outer-loop power control mechanisms. 

The inner-loop power control follows the channel-inversion type power control 

algorithm. That is, based on a fixed SNR target, the inner-loop power mechanism 

adjusts the transm itter power inversely proportional to the channel fading. On 

the other hand, the outer-loop mechanism sets the SNR target according to a 

QoS requirement. The parameters SNR and BER are common indicators used 

for QoS. However, in a practical scenario, only the estimates of SNR and BER are 

available. Therefore, the proposed algorithms were derived based on the estimates 

of SNR and BER.

To verify the performance of the proposed system, namely ‘Adaptive SNR 

Target’ (AST) system, numerical evaluation was considered for the following sce­

narios. In a time-varying channel, the adaptive system would experience variation 

in the received BER. The variation is dependent on the accuracy of the CSI esti­

mation, and the update rate of the link adaptation technique. Subsequently, the 

BER estimator model was simulated for three cases: 1) A relatively fast channel 

variation where the system was unable to estimate the channel accurately and/or 

unable to track the variations. The instantaneous BER varies away from the BER 

target value and the resulting PDF of the BER estimates approaches a uniform
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distribution. 2) A relatively slow channel variation where the system was able 

to track and estimate accurately the channel variations most of the times. The 

BER of the system was nearly always equal to BERT and the resulting PDF 

of the BER estimator corresponds to a Gaussian function with an arbitrary low 

variance. 3) A scenario that falls between case (1 ) and case (2 ). Numerical re­

sults showed that the AST achieved higher spectral efficiency by exploiting the 

BER variations, with the highest spectral efficiency in case (1) and lowest spec­

tral efficiency in case (3). The spectral efficiency of case (3) approaches that 

of a VRVP-MQAM system with fixed SNR target at the outer-loop power con­

trol, denoted as the ‘Fixed SNR Target’ (FST) system. Therefore, by exploiting 

the BER variations, the AST system outperformed the FST system in terms of 

spectral efficiency.
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Chapter 8 

M IM O Based V R V P-M Q A M  

System

The content of the work in Section 8.6 provides another one of the author’s novel 

contributions. The work has been submitted for possible publication in IEEE  

Transactions on Communications [62], and was presented in part at the IEEE  

ICCS conference [33].

8.1 Introduction

In the recent years, increasing demand for capacity has resulted in huge interest in 

multiple-antenna systems. As a result, numerous works on the capacity of MIMO 

systems over time-varying channels have been performed. The link adaptation of 

such systems along temporal and spatial dimensions has been considered in [19, 

20]. The capacity of a single-input multiple-output (SIMO) and a multiple-input 

single-output (MISO) system over a Rayleigh flat-fading with side information 

on CSI at both the transm itter and receiver has been studied in [2 2 ].
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High data  rate services generally impose very stringent demand on bandwidth 

and require efficient adaptive rate and power control algorithm to optimise capac­

ity. These services may have more tolerance to delay. However, voice services may 

be flexible on the bandwidth requirement but impose a stringent real-time and 

continuous transmission requirement. Therefore, the quality of service for voice 

and data are in general different. Solutions for optimal performance of integrated 

voice and data services have been worked on, from the work for wireline [63], 

to the work on wireless communication systems [64,65]. However, these works 

mainly focussed on the upper layer aspects, such as the media access control 

(MAC) technique and protocols. An exception is the work in [6 6 ], which pro­

posed solutions based on the link/physical layer adaptation. In particular, [6 6 ] 

proposed fixed rate binary phase shift keying (BPSK) and variable power allo­

cation for voice on a quadrature channel; and a variable rate M-ary amplitude 

modulation (M-AM) with water-filling power adaptation for data  in the inphase 

channel. The aim was to provide high average spectral efficiency for data services 

while maintaining satisfactory quality of services for voice.

In this chapter, a general framework for integrated voice and data  transmission 

over a MIMO system is analyzed. The aim is to enhance spectral efficiency while 

maintaining the required quality of service for voice and data. Moreover, for 

higher spectral efficiency, an MQAM scheme is adopted.

The remainder of this chapter is organized as follows. In the respective sec­

tions 8 .2 -8 .4, an overview of the MIMO channel model is first presented, this is 

then followed by the discussion of the statistical properties and the capacity of the 

MIMO channel. A MIMO based VRVP-MQAM system is introduced in Section 

8.5. Finally, having clarified all definitions, rate and power allocation schemes are 

proposed for an integrated voice and data MIMO based system in Section 8 .6 .
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8.2 MIMO Channel M odel

Consider a MIMO system with n r  transmit and n R receive antennas for a single- 

user flat-fading communication channel. The MIMO channel can be written as

y =  H x +  n, (8.1)

where y is the complex nR x 1 column vector of the received signal, x  is the 

complex n j  x 1 column vector for the transm itted signal and n is the complex 

nR x 1 column vector for the receiver noise. The elements of n are drawn from 

zero mean, circularly symmetric, complex independent and identically distributed 

Gaussian noise. The n R x t i t  matrix H represents independent complex fading 

coefficients. Using the singular value decomposition (SVD), any m atrix H can 

be written as

H =  U A V H, (8.2)

where U  and V  are unitary matrices of dimension n R x n R and n r  x  n t  respec­

tively. The n R x t l t  matrix A is diagonal whose elements are the nonnegative

square roots of the eigenvalues of H H h (if nR < nr)  or H hH (if n R > nr)- By

substituting (8 .2 ) into (8.1), the MIMO channel can be written as

y  =  U A V hx -I- n. (8.3)

The parallel MIMO channel model can be obtained through the following trans­

formation,

U Hy =  U hU A V hx +  U Hn, (8.4)

y =  Ax +  n, (8.5)

where y =  U Hy, x  =  V Hx and n =  U Hn. Note tha t multiplication by a unitary 

matrix does not change the distribution of noise, thus n has the same distribution
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Figure 8.1: Parallel MIMO channel representation based on the SVD.

as n. For H  with a rank of at most L = minjuT, tir},  the m atrix A has at most 

L = min{riT, Ur} nonzero diagonal elements { \/A i}^i, where Ai denotes the 

ith eigenvalue. Thus the channel model can be decomposed into L  equivalent 

parallel eigen subchannels. Figure 8 .1  shows the parallel MIMO channel model. 

The antenna configuration of the equivalent MIMO system shall be denoted by 

(N , L), where N  =  max{ri7', n^}.

8.3 Statistical Properties o f H

In a Rayleigh fading channel with a rich scattering environment, the signals from 

each transm itter could appear highly uncorrelated at each of the receive anten­

nas. Thus H  can be modelled as a random matrix with its elements forming inde­

pendent zero-mean circularly symmetric complex Gaussian (ZMCSCG) random 

variables [17, ch.3] [20]. The matrix W , defined as W  =  H H h or W  =  H hH, is 

known as a W ishart matrix. W  is an U r  x  t i r  random non-negative definite ma-
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trix with real and non-negative eigenvalues. W  follows the W ishart distribution 

and the joint density of its ordered eigenvalues has been shown in [20,67] to be

fx (A) =  {Kl,n ) 1 e Al Af L (Ai -  Xj)2 , (8.6)
i  i < j

where A =  ( A i , . . . , A ^ )  and Ai > ... >  Xl >  0 . K l ,n  is a normalizing factor 

written as,
L

tfi , N = n ( i - i )!( w - i )!- (8.7)
i =  1

The joint density of its unordered eigenvalues is [20,67]

A  ( A )  =  ( V . K i ^ y 1 Ai \ f ~ L J ] ( A ,  -  A , ) 2 . ( 8 . 8 )

i  i < j

The marginal PDF of any of the unordered eigenvalues can be computed in 

terms of its joint density functions [37]

f \ i  (Ai) = [  ••• [  d \ L . (8.9)
J  a 2 J x l

In [20], Telatar derived the integration operations and obtained the solution as

/*. (Ai) =  I E  T T T W .  lLi ~ N (^i) 1 exp (—A ,). (8.10)
1=0 ' '

where D = (N — L) and L f~N (Ai) =  ^ exp(Ai)A(/_iV^ -  (exp (—Ai) X^~N+l) is 

the associated Laguerre polynomial of order i [39]. From (8.10), Mischa [6 8 ] 

simplified the PDF to an alternate convenient form, written here as

/*. (*i) = I  E 77TM E E A‘> ° )  A* (*- ° ) xh+h+D e_A>
i=0  ̂ >' h = 0 l 2 = 0

(8.11)

where

A^ l <D ) (j _ / ) ! ( £ ) I t y j r  (8-12)
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Based on (8 .6 ) and (8 .8 ), several mathematical functions for the probability 

density functions of maximum and minimum eigenvalues have been derived (see 

for example [22,69,70]). Assume that f  (x) denotes the PDF for a related eigen­

value, for later use (Section 8 .6 ), closed-form solutions are to be obtained from 

the integral functions, /  (x) dx and f  A/ (x) dx. For this aim, a suitable PDF for 

the maximum eigenvalue is [69]

L (N + L ) i - 2 i 2 m+1 \ m  p - i \

/ w ( A )  =  £  £  — , (8.13)
i = l  m = N —L

where the coefficients d^m can be obtained numerically [69]. A suitable PDF for 

minimum eigenvalue f \ min (A) is [22]

/ Amin(A ) = Le~x\  (8.14)

which is applicable only when L = N.

8.4 MIMO Channel Capacity

In general, a MIMO channel can be decomposed into L parallel subchannels pos­

sibly with nonequal gains. A power allocation scheme is employed to distribute 

the total power available at the transm itter among the L subchannels. The two 

power allocation schemes commonly considered are the water filling power alloca­

tion and equal power control policy. The water filling power allocation scheme is 

considered for maximizing channel capacity when CSI is perfectly known at the 

receiver and the transmitter, whereas the equal power allocation scheme is for 

maximizing channel capacity when CSI is known at the receiver but not available 

at the transmitter. This section provides an overview of the two schemes and 

more details can be found in [17,20].
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8.4.1 Channel Capacity w ith  Full Channel K now ledge

When the MIMO channel is known at the transm itter and the receiver, the indi­

vidual subchannel may be accessed through adaptive techniques at the trans­

mitter and the receiver with the aim of maximizing the system performance 

over channel variations. In a deterministic MIMO channel H  with uncorrelated 

Rayleigh fading, Telatar [20] showed that the capacity is the sum of the individual 

subchannel capacities, written here as

C =  ^ B 1°g2 ( 1 +  ^ A t) ,  (8.15)

where Pi denotes the transmit power at subchannel i. This is subject to the total 

transmit power constraint
L

Y , pi = p - (8 1 6 )
2 = 1

The resulting optimal power adaptation is water-filling across the subchannels,

P i =  ( u -  V  ) ’ ( 8 1 7 )

where (x)+ =  m ax(x,0) and U is chosen to satisfy the power constraint (8.16). 

Finally, substituting (8.17) into (8.15), the maximum capacity is simplified to

Cmal =  ^ J 5 1 o g 2 ^ £ / ^ .  (8.18)

The above derivations are for the case of a deterministic MIMO channel. For a 

random matrix H, the channel capacity C  is the ensemble average of the capacity 

achieved when the water-filling power adaptation is performed for each channel 

realization of H. In [20], Telatar expresses C  in terms of the distribution of the 

eigenvalues A

C = £A[^log2(l + 4 ^ )] . (8.19)
t = l  '  a n  /

where Ex  denotes the statistical expectation with respect to A.
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8.4.2 Channel Capacity w ith Partial Channel K nowledge

A possible scenario that could occur in a MIMO system is when the receiver 

knows the CSI but the transm itter does not. Let ‘CSIR’ refers to the CSI re­

ceived at the receiver and ‘CSIT’ refers to the CSI at the transmiter. W ithout 

CSIT, the transm itter could not distribute power among the individual subchan­

nel optimally. However, for x  that is circularly symmetric complex Gaussian with 

zero-mean and convariance j l t , Telatar shows that for a deterministic channel in 

the absence of CSIT, the maximum capacity is given by [20],

8.4.3 Num erical R esults

Figure 8 .2  compares the average capacities for the case when full channel knowl­

edge (CSIR and CSIT) is available at the receiver and transm itter (8.19) with the 

case when only CSIR is available at the receiver (8 .2 1 ). The results show a small 

gap in the capacity between the two cases at low SNR. This difference diminishes 

as SNR increases.

(8 .20)

The average capacity in the absence of CSIT is therefore [20]

(8 .21)

8.5 MIMO Based VRVP-M QAM  System

8.5.1 System  M odel and Definition

This section describes the VRVP-MQAM scheme for a MIMO system. Fig­

ure 8.3 shows the system diagram. The equivalent SVD based MIMO system



— e —  (4,4) with CSIT
-  *  -  (4,4) no CSIT

(2,2) with CSIT
-  *  -  (2,2) no CSIT

> 15

Average SNR

Figure 8 .2 : Capacity for MIMO system (2 ,2 ),(4,4). Comparison between full CSI 

and partial CSI.

model uses the antenna setting notation (L, AT), where L =  m ining, n#} and 

N  =  max{nT,riR}. For a Rayleigh fading environment with independent fading 

between each transmit-receive antenna pair, the SVD of H =  U A V H discussed 

in Section 8.2 and the statistical properties of H  in Section 8.3 shall apply. The 

spatial and temporal MIMO channel is modelled by a random channel matrix 

H  with its entries having an i.i.d. Gaussian form with zero-mean independent 

real and imaginary parts, each with variance 1/2. Perfect channel information is 

assumed available at the receiver and it is fed back error free to the transm itter. 

For a given BER target BERT requirement, the VRVP module adapts rate and 

power in accordance with the spatial and temporal channel variations, i.e. rate 

and power are varied across the time and space dimension. Let the index i denote 

the particular (spatial) subchannel. Rate adaptation ki is adjusted by varying 

the constellation size M(Aj) based on the instantaneous eigenvalue At . The power
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Feedback information:

K W - K W - W ) - P M

VRVP Post
processing

VRVP L  
algorithm

Channel
Estimation

Figure 8.3: MIMO based VRVP-MQAM system where M*(.) denotes MQAM 

constellation size adaptation and Pi(.) denotes power level adaptation.

adaptation P»(Aj) is adjusted based on A* using a water-filling policy.

In analogy to a SISO based MQAM scheme (Section 3.3), at each subchannel 

the instantaneous BER is expressed as a function of the instantaneous received 

SNR 7 i as (c.f. 3.29),

BER, (7i) =  Cl exp . (8.22)

Therefore for a given BERT, the constellation size of each subchannel can be 

expressed as

Alternatively, (8.23) can be expressed in terms of the eigenvalue \  as

M  (A,) =  1 +  ln (BER1 y Cl) 'a2 - (8'24)

since 7 * =  Subsequently, the transmit rate ki for each subchannel can be
®  n

expressed as

k, (Ai) =  log2 ( l  +  ln (B^ /c i)  P ' ^ ] )  • (8.25)

The average spectral efficiency of an MQAM MIMO based system can be

deduced from the capacity analysis of a MIMO channel. For full CSI knowledge,
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the average spectral efficiency can be written as [23]

A S E  = Ex

= Ex

v ~ ^ i  ( a i______ —c 2Ai Pi  (Ai )

, ^ ° S 2(  + ln (B E R T /Cl) al
L

E fc* w
subject to a long term average power constraint,

L

Pavg =  Ex E p‘ w

(8.26)

(8.27)

(8.28)

Note that notations ki (A) and Pi (A) explicitly indicate the dependency on L  

subchannels.

8.5.2 O ptim isation Problem s

The aim is to maximise A S E  subject to an average transm it power and instan­

taneous BER constraint. The transmit power and rate at each subchannel are 

varied according to the statistics of the subchannel gains and the time variations. 

This can be a complex optimization problem to solve. For a constrained power 

Pavg =  P  and an instantaneous BER target BERT, the full optimisation problem 

is formulated as [23]

maximize

Pit k{
A S E  = E x [Y:t hiXi)} (8.29)

E x [ I % P i W ] < P , (8.30)

BER; (A) < BERT, (8.31)

ki (A) > 0, Pi (A ). (8.32)

That is, in the full optimisation problem, solutions for optimal rate and power 

involve adaptation in both the spatial and time domains. This is a complicated



multi-dimension problem to solve. However, Zhou et al. proved in [23] that, when 

based on an unordered eigenvalue distribution, the full optimisation problem can 

be simplified to L  equivalent parallel SISO optimisation problem. The simplified 

optimisation problem is given by,

maximize 

Pi, ki
A S E  = L E Xl[h (A,)], (8.33)

^ [ P i f A i ) ]  < P / L , (8.34)

BERi (Aj) <  BERT, (8.35)

ki (Ai) > 0 , Pi (A i), (8.36)

where /ci(Ai), -Pi(Ai) and BERi(Ai) denote respectively the rate, transm it power 

and BER of the first subchannel.

In summary, when based on an unordered eigenvalue subchannel model, the 

rate and power adaptation of the MIMO based VRVP-MQAM system is equiv­

alent to L  SISO VRVP-MQAM systems. Therefore, the solutions for rate and 

power adaptation of the VRVP-MQAM multi-antenna system can be obtained 

from the works of the VRVP single antenna system. (Discussed in Section 3.3)
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8.6 V R V P-M IM O  for Integrated Voice and Data  

Services

Consider a MIMO system th a t assigns one subchannel for voice transmission and 

the remaining subchannels for da ta  transmission. Given a MIMO system with 

constrained available power, voice service is allocated with appropriate transmis­

sion power to satisfy a BER requirement for the voice transmission. Subsequently, 

based on the remaining average power, optimal rate and power adaptations for 

maximum spectral efficiency under a BER requirement are considered for data 

transmission. Three integrated schemes are proposed. In the first scheme, voice 

and data are allocated on any of the unordered singular value channels. In the 

second and third schemes, voice is allocated on the subchannel associated with 

the largest and the smallest singular values, respectively, while data is allocated 

on the remaining subchannels. The full optimization problem is first formulated 

in terms of the spatial and tem poral variations, and then the problem will be 

simplified to an equivalent optimization problem in terms of only the temporal 

variation. Based on the simplified optimization problem and the eigenvalue distri­

bution of random W ishart matrices, solutions for the rate and power adaptations 

on voice and da ta  transmissions will be derived. Finally, the performance of the 

system will be investigated using numerical simulations.

8.6.1 Problem  Form ulation

An (L, N)  MIMO channel is considered, where one subchannel is allocated for 

voice transmission and the remaining (L — 1) subchannels are allocated for data 

transmission. The first proposed scheme, where voice and data are transmitted 

through any of the unordered singular value channels, is denoted as the unordered
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singular value for voice (USVV) scheme. The second scheme, where voice is 

transm itted through the largest singular value channel, shall be denoted as the 

largest singular value for voice (LSVV) scheme. Finally, the last scheme, where 

voice is transm itted through the smallest singular value channel, shall be denoted 

as the smallest singular value for voice (SSVV) scheme. Note that for all three 

schemes, data services are transm itted through the remaining (L — 1 ) unordered 

subchannels. For simplicity and without loss of generality, the voice transmission 

channel is denoted by subchannel index 1 and data transmission channels are 

denoted by the subchannel index j ,  where j  =  {2 ...L}.

For all three schemes, priority is given to voice transmission by allocating in­

stantaneous voice signal power Pv (Ai) to satisfy a required bit error rate (BER) 

target, BERTW. To refrain from excessive power allocation for voice transmis­

sion, a power constraint Pvo is imposed on the maximum allowable instantaneous 

transmit power for voice. This power constraint will result in voice outage. Both 

BER and voice outage Poutv will be used as the performance indicators for the 

quality of service (QoS) for voice.

An adaptive rate and power scheme is considered for data transmission. That 

is, the system adapts its rate and power to both spatial and temporal varia­

tions. Based on an MQAM scheme, adaptive rate can be achieved by varying its 

constellation size in accordance with the spatial and temporal variations of the 

subchannels characterized by the singular values. Similar to the work in [23] that 

optimizes an L unordered eigen subchannels VRVP-MQAM (data-only) MIMO 

system based on L independent SISO optimization problems, the data transmis­

sion of the three schemes will be based on L — 1 SISO optimization problems.

I l l



Therefore the average spectral efficiency for data services can be expressed as

A S E d = f  . . .  f  ^ [ f c J (AL- 1) ] / ^ - 1 (AL- 1)dA 2 ...d A t  (8.37)
J  X2 J  Xl, j = 2

=  (L — 1) f  k (Xu) (AO dXu, (8.38)
J xu

where AL_1 =  (A2...Al ) is the remaining L —1 unordered eigenvalues and /jj'- 1  (AL_1) 

denotes the PD F of the L —1 unordered eigenvalues. In the full optimization prob­

lem statem ent in (8.37), kj (A L_1) denotes the data rate in bits/symbol for the j th 

subchannel and explicitly indicates its dependence on the other subchannels. In 

the simplified L  — 1 independent SISO optimization problem statement in (8.38), 

/ - 1 (Au) denotes the marginal PD F of any of the L — 1 unordered eigenvalues Au, 

and the data  rate can be simplified by the notation k (Au). Assuming an ergodic 

channel gain, ASEd  can be approximated through the statistical average,

X5£7d « ( L - l ) £ 7 AJA;(AO], (8.39)

where i?Au[-] denotes the statistical expectation with respect to Xu. Similarly, 

define the instantaneous power adaptation for the j th subchannel as Pdj (AL_1) 

in the full optimization statem ent in (8.40), and as Pd (Xu) in the simplified L — 1 

independent SISO optimization problem statem ent in (8.41). The average power 

for data services can be obtained from

A T P d = f  . . .  f  (A 1- - 1) ] / ^ - .  (A L_1) d \ 2 . . .  d \ L (8.40)
J  X2 J  X l  j — 2

=  ( L - l )  f  Pd ( \ u) f £ ~ l (A„) d \ u (8.41)
Au

*  (L -  l) E ^ [ P d { \ u)}. (8.42)

Finally, the complete optimization problem for the integrated voice and data

112



services is formulated as follows,

Pv (Ai) < pX VOI (8.43)

BERvojce (Ai) < BERT^, (8.44)

maximize
A S E d =

d{Au), k(Xu)
( L - l )  E \ u[fc (A„)], (8.45)

subject to A T P d — ( P ~ P v ) , (8.46)

BERdata (Au) < BERTd. (8.47)

In summary, solutions for the integrated optimization problem are derived in 

two parts. The first part is the power adaptation policy for voice transmis­

sion for a given power constraint Pvo (8.43) and BERTV (8.44). Based on this, 

the average power required for voice transmission can be computed from P v =  

f x Pv (Ai) f \ v (Ai) d \ i ,  where f \ v(Xi) denotes the PDF of the eigenvalue used for 

voice transmission. In the second part, rate k(Xu) and power Pd(Xu) adaptations 

are derived for maximum spectral efficiency subject to the remaining average 

power (P — P v) (8.46) and an instantaneous BER target BERT^ (8.47). Note 

that P  denotes the to tal average transmission power available in the system.

8.6.2 S ta tistics o f R elated  Eigenvalues

This section presents the derivation for the PD F and cumulative distribution 

function (CDF) of the remaining L — 1 unordered eigenvalues.

Proposition 1 : The marginal PD F of any of the remaining L — 1 unordered 

eigenvalues is determined as

f t 1 W  = t z i  lL f t  W  -  A. (a)] - (8-48)
where (.) denotes the marginal PD F of any of the L  unordered eigenvalues 

and f Xv{.) denotes the PD F of the eigenvalue dedicated for voice subchannel. In
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the LSVV scheme, f \ v (.) is the PDF of the largest eigenvalue f \ max (.)» while in 

the SSVV scheme, f \ v (.) is the PDF of the smallest eigenvalue f \ min (.)• Note 

that in the USVV scheme, since both data and voice transmission are transmitted 

through any of the L  unordered singular value channels, the marginal PDF of the 

eigenvalue for the voice or data  channels is clearly defined by

The proof is based on the theory of random variables (RVs) [37]. Let f  (x ) 

denotes the PD F of a RV X. The area of f  (x) in an interval (xi,X 2) equals the 

probability th a t X is in this interval. If x\ = x, x^ =  x  +  A x  and A x  is arbitrary 

small, the probability of the event {x  <  X < x  +  Ax} can be defined as

p x + A x

P { x  <  X <  x +  A} =  / /  (x) dx ~  /  (x) Ax. (8.49)
%J X

The density /  (x) can be defined directly as a limit involving probability,

limit p { x  <  X < x +  A} 

Ax —*■ 0 (8 '50)

For large n  and small Ax, with the event (x  <  X <  x +  Ax} occurring times 

in n, the density /  (x) can be approximated by

f  (x) — (8.51)

In the context here, let {Ai,..., A^} be considered as an event in an experiment 

and the experiment is repeated n  times. Let Qj denotes a set of all L eigenvalues 

in n experiments. Next, assume either the largest or the smallest eigenvalue 

is drawn out from each experiment set. Let D2 denotes a set of the largest (or 

smallest) eigenvalue in n  experiments. Correspondingly, in each experiment, L — 1 

eigenvalues will remain. Let D3 denotes a set of the remaining L — 1 eigenvalues 

in the n  experiments. Based on (8.51), the density of the three respective events
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can be approximated as

f t W  -  P f h{ X< X t <  A +  AA} =  ^ ,  (8.52)

A„(A) ~  Fh2{A < A„ < A +  AA} =  — , (8.53)
n

f t ' W  *  f l h P  <  A^ 1 <  A +  AA} =  , (8.54)

where denotes the number of times the respective events occur. A£, \ v , A^ - 1  

denote the RVs of the respective events. By simple algebraic manipulation, (8.54) 

can be re-arranged as

f w  = ^ h y - ^ h )  (8-55>
=  □  (8-56)

For later use, closed-form expressions are required for the integral functions

f  f  (x) dx and f  (x) d x , where f  (x) in the context here refers to the PDF of

the related eigenvalues, (.), fXmaI (.) and f Xmm (.). W ith this aim, the PDF

for f t  (A) is l23l

/t(A) = iE77TWEE(-1)',+'2 (8-57)
i = 0  V >' h = 0 l 2 = 0

■Ah (i , D ) A h (i , D ) Ail+,2+De - \  

where A, (t, D)  =  (<_ , ^ )!t, and D = ( N -  L). The PDF for / AmM (A) is [69]

L  (N + L ) i - 2 i 2 j m + l  \ m  p - i \

h m̂ w  = Y l E ^— - (8-58)
i —1 m = N —L

where the coefficients can be obtained numerically [69]. Finally, the PDF for 

(A) is [22]

(A) =  Le~XL, (8.59)

which is applicable only when L  =  N.
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Subsequently, the CDF of the remaining L — 1 unordered eigenvalues can be 

obtained from (8.48) as

(«) =  £ 3 !  ■?*.(«)]. (8-60)

where (.) denotes the CDF of any of the L  unordered eigenvalues and F\v (.) 

denotes the CDF of the eigenvalue used for the voice channel. The closed-form 

CDF of the density functions are written as

F t  («)

f w  («)

Fx (u)/ ' m i n  \  J

Note that £ =  l\ +  l2 +  D  and Tl (a, u) = x^a~^e~x dx is the lower incomplete 

Gamma function [45].

Sim ulation results and verification

This section verifies the PD F of the related eigenvalues, / f u (A), f \ max (A) and 

(A) using the analytical expressions (8.57), (8.58) and (8.48) respectively. 

Figure 8.4 and Figure 8.5 show respectively the density plots for (2,2) and (4,4) 

configurations. The graphs clearly illustrate the absence of the maximum eigen­

values in the density plot f (A).
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=  f f t W d x
Jo
- L — 1 .. i  i

Z= 0  v ' / 1= 0 h—0
■Ah (z, D) A h (i, D ) Y l (f -h l , u ) , (8.61)

f  /a™« (A) d \
Jo

 ̂ 2m+1d^m TL (m + 1 , ui) , .
2 -> m \ jm+l ’ ( -6  )

i —1 m = N —L

r  W  d \
Jo
1 -  e~uh. (8.63)
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Figure 8.4: PDF of related eigenvalues for a (2,2) MIMO system.
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Figure 8.5: PDF of related eigenvalues for a (4,4) MIMO system.

To validate the derived analytical expression for PDF (A) (8.48), results 

based on the analytical expression and Monte Carlo simulation are compared. 

Figure 8 .6  and Figure 8.7 illustrate that the Monte Carlo simulation results match
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Figure 8 .6 : PDF of L — 1 unordered eigenvalues for a (2,2) MIMO system.
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perfectly with the analytical result.



8.6.3 A d ap tive Power for Voice Transm ission

For voice transmission, a BPSK modulation scheme is employed, and a channel 

inversion type power control algorithm is used to adapt the transm it power to 

meet the target BER requirement BERTV T hat is, for a required BERT„, the 

transmission power increases as the channel condition degrades, and decreases as 

the channel condition is improved. Subsequently, the voice transmission power 

adaptation as a function of instantaneous received SNR 71  on the voice channel 

can be expressed as

where 7 vo = [erfc- 1  (2BERTV) ] 2 is the threshold SNR for a given BER value 

BERTy and erfc- 1  (.) denotes the inverse complementary error function. Note 

that the voice signal is not transm itted  when the power Pv (7 1 ) exceeds the power 

constraint Pvo, or equivalently when 71  <  7 vo. This condition is known as voice 

outage and 7 vo is defined as the cutoff value below which the voice outage occurs.

Alternatively, the transm it power (8.64) can be expressed in terms of the 

variable Xi as

where Xvo denotes the cutoff eigenvalue for a given BERTV. The parameter Xvo 

can be obtained as

where T =  P/&n 1S the average received SNR at the receiver, cr2 denotes the noise 

variance and R  refers to the ratio Pvo/P .  The normalized transmit power can be

otherwise
(8.64)

a  (a 1) =  ^ a „ , (8.65)

(8 .66)
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expressed as

=  aT =  * ? R - t8-67)

Subsequently, the average normalized power for USVV, LSVV and SSVV are 

obtained respectively as

P  f°° 1-Z = KoR T-fL{K)d\i
J\„n AlP - 'UU~ ~ I

USVV J xu -At

= z E 7rvW E E (-1)'1+i2 (<•D) ̂  (<-D)r" *-) -
2=0 A /i =0/2=0

p  r 00 1
=  A„0 i? /  - / ^ ( A O r f A ,

”  l s v v  7 a „„ A ,

L (A7+L)v-222 .m + 1  , p  / ,
  \  D  1 a i , m  1 U  A v o 1 )

A ^ o il  > /  j ~ ~  5
z — J  z — '  771! Zm
2=1 m —N —L

p  Z*00 1
-=£ =  A„0/? /  - / ^ ( A O d A ,
^  SSVV A „ 0 A,

XyoRL E i  {XvoL) •

Note that rV (a, u) =  x^a~l^e~xdx is the upper incomplete Gamma function 

[45] and the exponential integral function Ei (yu ) =  x~1e~xydx [45].

Finally, the probability for voice outage Poutv for USVV is written as

r ^ v o

Poutv 4  /  f t  (A ,) d \ ,  =  FXu (A„„). (8.71)
Jo

For the L S W  scheme, Poutv is written as

r ^ v o

Pout„ =  /  / w  (Ai) rfA, =  F Amol (A„0) . (8 .72)
Vo

For SSVV scheme, Poutv is w ritten as

r ^ v o

Poutv = f x ^ O d X ^ F x ^ i K o ) -  (8.73)
Jo

(8 .68)

(8.69)

(8.70)
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8.6.4 A daptive R ate and Power for D ata  Transmission

An adaptive uncoded MQAM scheme is considered for data transmission. Based 

on the approximate BER expression [4,5], the constellation size M  (Xu) on the j th 

subchannel as a function of Xu and a given BER target BERT^ can be expressed 

as

where K  = ln(BERTd/Cl)» and ci and c 2 are positive real numbers. The data are 

sent at

per subchannel. The instantaneous data  rate is k (Au) / T s bps, where Ts denotes 

the symbol time duration. Assuming Nyquist data  pulses of duration Ts =  1/R, 

where B  denotes the received signal bandwidth, the spectral efficiency per sub­

channel is expressed as its average data  rate per unit bandwidth

| =  /  fc„(A„)/i'-1 (Au)dA„. (8.76)
V \u

To solve for optimal rate and power adaptation, the following Lagrangian equation 

is used,

M {  Xu) = l + K K ^ ^ -
<7v  T)

(8.74)

bits/symbol (8.75)

(8.77)

where fi denotes the Lagrange multiplier. Substituting (8.75) into (8.77) and 

solving qp^  —0 , the optimal power adaptation is obtained as

otherwise
(8.78)
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where A do denotes the cutoff eigenvalue below which no data transmission is 

allowed. Ad0 is dictated by the average power constraint (8.46).

The average normalized power for USVV, LSVV and SSVV schemes can be 

obtained respectively as

G\ (Ado)

Pd
P  USVV

K T
d,j

P  LSVV

Pd
P  SSVV

K

[LG1 (A*,,) -  G2 (Ado)] ,

where

G\ (Ado) - rc-J^do \^do A,

K T (i , ~ i ) [LGl ^  ~  ■

f t ( K ) d \ u

(8.79)

(8.80)

(8.81)

L - 1

E mv E ̂ (_1),1+i2 { i ' d )  A h  ( i ’ d )«_n V / /- —n 7 ni=0

l 
A do

^ = 0  l2=0 

F [ J  ( f  +  l j  A d o ) ~  T f /  ( £ j  ^ d o ) (8.82)

^ 2  (Ado) — [   f X ma:r ( ^ u ) d \u
dXdo \^do J

L  ( N + L ) i - K 2 .m + l H

E y r  r Z (l%

ml
i= 1 m=N—L

1 IV (m +  1 , Adoi) r u (m, Ad«i)

^3 (Ado)

_Ado im+1

r (V--'Ado V^O V i/

J - e - ^ - L E j  (\doL)
Ado

W ith closed-form expressions known for P d / P  (see expressions (8.79)-(8.81)) 

and P „ /P  (see expressions (8.68)-(8.70)), Xdo for any of-the proposed schemes
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can be determined numerically by solving the average power constraint (8.46), 

represented in terms of normalized power as

( L -  l ) P d/ P  + P v/ P  = 1 . (8.83)

Finally, substituting (8.78) into (8.75), the optimal rate adaptation is obtained

as

k (X u) = log2 • (8-84)

The average spectral efficiency for data  transmission on (L — 1) subchannels can 

be determined from

A S E d = (L -  1 ) [  log2 /^ u_1 (Au)dAu. (8.85)
J Ado \  *do J

8.6.5 Evaluation R esu lts

In this section, numerical results based on the expressions derived earlier are 

evaluated. All numerical results are based on BERT„ =  10- 2  and BERTd =  10~3. 

For simplicity, Pvo =  P , and the constellation size of the MQAM scheme is 

assumed to be a non-integer value. The results are also verified with Monte- 

Carlo simulations. The simulation results are obtained by generating 100,000 

channel realizations H .

U SV V , LSV V  and S SV V  schem es

The performance of the USVV, LSVV and SSVV schemes are compared in terms 

of voice outage for voice transmission, and spectral efficiency for data transmis­

sion. In all results, a close m atch between the Monte-Carlo (MC) results and the 

analytical results are observed.

Figure 8 .8 (a) and Figure 8 .8 (b) show the voice outage performance of the 

proposed three schemes for antenna sets (2, 2) and (4, 4). The results demonstrate
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Figure 8 .8 : Probability of voice outage for U S W , L S W  and S S W  schemes with 

antenna sets (2,2) and (4,4).

124



that the probability of voice outage for LSW  is significantly lower than that of 

the other two schemes over all the SNR range. Furthermore, it is observed that 

at lower SNR (r < 5 dB), SS W  is unable to support voice transmission as it is 

in complete voice outage (i.e. Poutv=l).

Figure 8.9(a) and Figure 8.9(b) show the spectral efficiency for data transmis­

sion on (L — 1) subchannels, after the first subchannel is allocated for voice. The 

results confirm th a t the spectral efficiency for data transmission for the L S W  

scheme is the worst among all schemes, since the best channel has been allocated 

for voice transmission. Although the S S W  scheme has the best spectral efficiency 

for data transmission, this comes at a price of complete voice outage at low SNR 

values. From these results, the following conclusions can be drawn. The L S W  

scheme is suitable for real-time voice services with a stringent delay requirement, 

and a moderate capacity requirement for data services. When the channel con­

dition is good (i.e. at high SNR T), the S S W  scheme would be suitable for data 

intensive services coupled with a relaxed delay requirement for voice services.

U S W , L S W  and S S W  w ith  identical voice outage

In this section, the performance of all three schemes are compared for the case 

when the voice outage target is set identical. That is, all schemes will have 

identical performance for voice services but their performance for data services 

is expected to vary. For this purpose, the voice outage obtained from the (4,4) 

U S W  scheme is used as the voice outage target. The L S W  and the S S W  

schemes operating at this voice outage target shall be denoted as LSVVout and 

SSWout respectively. The new results are obtained as follow. For the respective 

schemes, expressions (8.71) - (8.73) are used to determine the cutoff eigenvalue 

Xvo such that the corresponding voice outage target is achieved for a particular
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Figure 8.9: Average spectral efficiency for data transmissions with antenna sets 

(2 ,2 ) and (4,4), and comparisons are performed between U S W , L S W  and S S W  

schemes.
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SNR T. For each T value, the same voice BER target BERTV =  10~ 2 is used, 

and the total average transmission power of the system remains as P.  However, 

the instantaneous voice transmission power Pv (.) and its power constraint Pvo is 

varied in order for the LSVVout and the SSVVout schemes to meet their respective 

voice outage targets. The new average voice transmission power P v is used to 

determine the available power for data transmission. Based on this remaining 

power, the average spectral efficiency subject to the data  BER target BERT^ =  

1 0 - 3  is obtained.

First, the LSVVout scheme is compared with the L S W  scheme. Note tha t 

both schemes are identical in terms of voice and data subchannel allocation, but 

the LSVVout scheme has a higher probability of voice outage as compared with 

the L S W  scheme. Figure 8 .1 0  shows that at low SNR, L S W out contributes to a 

small increase in data efficiency as compared to L S W , however, both L S W  and 

L S W out have somewhat similar data rate efficiencies at high SNR. This behav­

ior can be explained using the voice and data power consumption characteristics 

shown in Figure 8 .1 1 . The figure shows that L S W out consumes less power for 

voice transmission than L S W  at low SNR. This is because a higher probabil­

ity of voice outage in L S W out implies a lower power requirement for the voice 

transmission. Thus more power is available for data transmission resulting in 

increased spectral efficiency. However, at a higher SNR value, since the channel 

condition is almost always good for both the LSVVout and L S W  schemes, the 

power consumptions converge to approximately the same value. Therefore, no 

variation in the average spectral efficiency is observed at high SNR.

Next, the S S W out scheme is compared with the S S W  scheme. Recall that 

both schemes are identical in terms of the voice and data  subchannel allocation 

but SSVVout has a lower probability of voice outage. From the spectral efficiency 

plot in Figure 8 .1 2 , it is observed that S S W out starts to decline in spectral
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antenna set (4,4), comparisons are made between LSVV and L S W out schemes.
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efficiency as SNR T decreases and reduces to zero when T < 1 2  dB. The power 

consumption plots shown in Figure 8.13 are used to explain this behaviour. The 

figure shows that as SNR decreases, SSVVout consumes much more power for voice 

transmission than S S W . This is obvious as SSVVout has to attain  a lower voice 

outage than S S W . At T < 1 2  dB, the average voice transmission power required 

for SSWout exceeds the total available power of the system P  (represented in the 

figure by normalized average power P v/ P  > 1). Considering tha t the maximum 

power is restricted to P , it implies that voice services will not achieve the voice 

outage target, and data service is not possible as no more power is available. It is 

also interesting to note that the average normalized power for voice transmission 

in the S S W  scheme starts to decline (at T «  15 dB) towards zero as SNR 

decreases towards zero. This can be explained as follows. In the S S W  scheme, 

the instantaneous voice transmission power Pv (.) is constrained by Pvo, and Pvo 

is fixed to P . At low SNR, the event that instantaneous power Pv (.) exceeds Pvo 

occurs more frequently. Thus more outage for voice transmission is declared. This 

results in a lower average power for voice transmission. Whereas, as SNR increases 

beyond T «  15 dB, power consumption for voice transmission decreases. This is 

explained as follows. At high SNR, where channel condition is good, less power 

is required for voice transmission to attain  the voice outage target. Similarly, at 

high SNR, the power consumption for voice transmission in S S W out decreases 

and converges to that of S S W .

Finally, the spectral efficiencies for the U S W , L S W out and S S W out schemes 

are compared in Figure 8.14. The results show tha t the performance is dependent 

on SNR. At low SNR ( r  < 18 dB), the U S W  scheme outperforms all the other 

schemes and S S W out turns out to be the worst. At high SNR, the SSVVout 

scheme is the best while the U S W  scheme remains better than L S W out.
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schemes.

8.7 Summary

This chapter investigated the MIMO based VRVP MQAM systems. The chapter 

stared with a discussion on the SVD based MIMO channel model. For a deter­

ministic SVD based MIMO model, the total capacity is the sum of the individual 

subchannel capacities. The transmit power for each subchannel should be al­

located according to a water-filling scheme to maximise capacity. On the other 

hand, the capacity of a random MIMO channel with full channel knowledge at the 

transmitter and receiver is the ensemble average of the capacity achieved when 

the water-filling power adaptation is performed for each channel realization. In 

this case, a MIMO based VRVP MQAM system will have to adapt its transm it 

power and rate in accordance to both temporal and spatial variations. This is a 

complicated optimisation problem as it involves temporal and spatial dimensions.

131



However, if the MIMO channel is based on an unordered eigenvalue distribution, 

the optimization problem for power and rate adaptation is simplified. There­

fore, the adaptive rate and power algorithms for a MIMO based VRVP-MQAM 

system is obtained from L  equivalent parallel SISO VRVP-MQAM system. The 

average spectral efficiency can be simplified to L times the ensemble average of 

the spectral efficiency of a subchannel.

Next, the MIMO based VRVP-MQAM system was extended for integrated 

voice and data transmission services. In the proposed system, voice transmission 

was allocated a subchannel and the remaining subchannels were allocated for 

data transmission. Voice transmission was given highest priority by allocating 

voice signal power to satisfy a BER target. A fixed BPSK and channel inversion 

type power control was employed for voice transmission. Based on the remaining 

available system power, the water-filling type power control algorithm was em­

ployed for data transmission. The adaptive rate and power solutions for the L — 1 

subchannels data transmission were derived based on the simplified optimization 

problem explained in Section 8.5. To solve the new optimization problem, analyt­

ical expressions for the statistics of the L — 1 subchannel eigenvalues were derived 

and presented in Section 8 .6 .2 . Monte Carlo (MC) simulations were performed, 

and the simulation results were compared to the numerical results of the ana­

lytical expressions. The results showed a perfect match between the two cases, 

and validated the correctness of the derivations. Based on the derived statisti­

cal functions, closed-form solutions were obtained for the adaptive algorithms in 

voice and data transmission. Three schemes were considered. 1) The unordered 

singular value for voice (U S W ) scheme, where voice and data  were transm itted 

through any of the unordered singular value channels. 2) The largest singular 

value for voice (LSVV) scheme, where voice was transm itted through the largest 

singular channel and data were transm itted through the remaining L  — 1 sub­



channel. 3) The smallest singular value for voice (SVVV) scheme, where voice 

was transm itted through the smallest singular channel and data were transmitted 

through the remaining L  — 1 subchannel.

The performance of the three schemes were investigated using numerical eval­

uation. The following conclusions were made. The LSVV scheme provided the 

best performance in terms of voice outage, but provided the lowest spectral effi­

ciency for data  transmission. At high SNR, the S S W  scheme provided the best 

spectral efficiency for d a ta  transmission, but incurred higher outage for voice 

transmission. Lastly, the U S W  scheme provided a good balance between the 

S S W  and LSVV schemes for voice and data  transmission.
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Chapter 9

Conclusions and Future W ork

9.1 Conclusions

Due to the finite radio spectrum, techniques for sharing the radio spectrum in 

the most efficient way are required. Radio resource management (RRM) and 

allocation aim to maximize the system spectral efficiency under the constraint 

that the QoS is met. Examples of RRM schemes for the physical layer include 

power control, adaptive modulation and adaptive coding. In the MAC and higher 

layer, RRM schemes include scheduling and admission control. A comprehensive 

coverage of the field of RRM can be found in [71].

Among the several topics in RRM, this thesis focused on resource allocation 

techniques at the link/physical layer. In particular, this thesis investigated adap­

tive rate and power control for a time-varying channel. In a practical wireless 

communication system, only estimates of the channel state information are avail­

able, and the accuracy of these estimates is crucial to the system performance. 

This motivated the investigation of adaptive rate and power control based on SNR 

and BER estimates, and the novel algorithms which have been proposed (Chap­
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ter 5). The SNR and BER estimates based algorithms were generalized for two 

practical systems: a VRVP-MQAM system which incorporated a PS AM-based 

channel predictor with discrete rate adaptation (Chapter 6 ), and an inner-loop 

and outer loop power control for a CDMA-based system (Chapter 7).

Although adaptive power, rate and coding techniques have been studied well 

in the literature, not much work has been performed for the link/physical layer, 

in particular for multi-service application such as voice and data convergence 

technology. The recent demand for enhanced QoS for voice and data convergence 

technology pushes the need to investigate optimal resource allocation schemes 

for diverse QoS requirements. This motivated the final thesis contributions on 

adaptive rate and power allocation schemes for integrated voice and data  services 

in MIMO systems (Chapter 8 ).

The thesis contribution chapters are summarized as follows:

Chapter 5 investigated the impact of imperfect channel estimation on a VRVP- 

MQAM system over a Rayleigh flat-fading channel. A VRVP-MQAM system 

based on the estimates of the instantaneous SNR and BER was proposed. A 

BER estimator was derived using a maximum a posteriori approach. Based on the 

proposed model, optimal solutions for the rate and power algorithms were derived, 

and the solutions were compared with an ideal CSI assumption based VRVP- 

MQAM system and a nonadaptive MQAM system. Simulation results showed 

that i) the proposed system achieved a higher spectral efficiency as compared 

to the ideal CSI assumption based VRVP-MQAM system in all cases (i.e. for 

p < 1 and over all the SNR range), and ii) the proposed system performs better 

than a nonadaptive MQAM system when under reasonable channel imperfection 

scenarios.

In Chapter 6 , the proposed VRVP-MQAM system derived in Chapter 5 was 

generalized to a practical system. That is, a PSAM-based channel predictor
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and an MQAM scheme was adopted with practical constellation sizes considered. 

Simulation results were used to support the impact of feedback delay on channel 

prediction for an uncoded VRVP-MQAM system. The performance of the pro­

posed system (denoted as the VRVP-CSI system) was compared to an alternate 

system with rate and power algorithms derived based on a perfect CSI assumption 

(denoted as the VRVP-IDEAL system). The simulation results showed tha t the 

VRVP-CSI system outperforms the VRVP-IDEAL system in terms of spectral ef­

ficiency. In terms of BER performance, both systems tha t used practical discrete 

M-level selection can tolerate a small delay in CSI feedback before the average 

BER exceeds the BER target requirement. Moreover, the results showed th a t the 

proposed VRVP-CSI scheme is less sensitive to feedback delay as compared with 

the VRVP-IDEAL scheme.

In Chapter 7, a BER estimator of a ‘joint SNR target and rate adaptation’ 

MQAM system over a Rayleigh flat-fading channel using maximum likelihood 

estimation approach was derived. The joint optimization of the proposed system 

was also derived for maximum spectral efficiency based on the resulting BER 

estimate and its density function. Through numerical evaluation, it was shown 

that the joint adaptation scheme, which exploits BER variations, achieved higher 

spectral efficiency when compared to an adaptive rate and power MQAM system 

with no outer-loop power control.

Chapter 8  provided another contribution work. Adaptive rate and power al­

gorithms for integrated voice and data services in a MIMO system were proposed. 

The MIMO system assigns one subchannel for voice transmission and leaves the 

remaining subchannels for data transmission. Three schemes for voice and data 

subchannel allocations were investigated, namely, ‘U S W ’, ‘LSVV’ and ‘S S W ’ 

schemes. In the U S W  scheme, voice and data are transm itted through any 

of the unordered singular value subchannels. In the LSVV or S S W  schemes,
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voice is transm itted through the largest and the smallest singular value channels, 

respectively, while the data are transm itted through the remaining unordered 

subchannels. Analytical and simulation results confirmed that the LSVV scheme 

outperforms the U S W  and S S W  schemes in terms of voice outage performance, 

with the S S W  scheme being the worst. The S S W  scheme provided high spectral 

efficiency but incurs unacceptable voice outage at low SNR. However, the U S W  

scheme maintains a good balance between the quality of services for data  and 

voice for a wide range of SNRs. Therefore all schemes are feasible but the choice 

would depend on the classes of services for voice and data. The LSVV scheme is 

recommended for real-time voice services with a stringent requirement on delay, 

but a relaxed requirement on the data rate. The U S W  scheme is recommended 

for services with a relaxed delay requirement for voice and a moderate data  rate 

requirement. Finally, if the channel condition is good, the S S W  scheme is rec­

ommended for data intensive services with a relaxed requirement on the quality 

of services for voice.

9.2 Future Work

The recommendations for future work are as follows:

i) As imperfect CSI knowledge and channel estimation have been common aspects 

that degrade the performance of an adaptive rate and power control system, the 

proposed SNR and BER estimates based algorithms can be extended to a MIMO 

channel as well as a frequency selective channel. The derived algorithms will be 

suitable for MIMO and OFDM systems.

ii) The concept of BER and SNR estimates based rate and power adaptation can 

be investigated from a cross-layer optimisation perspective. That is, beside the 

BER parameter, a higher layer QoS parameter such as packet error rate could be
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incorporated.

iii) Adaptive rate and power techniques for integrated voice and data services 

for a MIMO system are definitely an im portant topic to pursue. In the pro­

posed scheme in this thesis, voice has the highest priority and is always allocated 

a particular subchannel, and the remaining subchannels are allocated for data 

transmission. The extension would be for the voice to still remain with high­

est priority, but the allocation of voice transmission is not fixed to a particular 

subchannel. Instead, any one of the subchannels can be assigned for voice trans­

mission, as long as the QoS for voice is guaranteed. Subsequently, the remaining 

subchannels will be allocated for data transmission. This approach will require a 

complete joint optimisation to allocate voice and data optimally through appro­

priate subchannels.
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A ppendix A  

Appendix: Proofs for the  

D erivations in C hapter 5

A .l Proof of expression

The joint PDF f PB7  (p b , i ) is obtained based on the transformation of two func­

tions of two random variables [37].

Form a system of two random variables

pB =  ClexP ( - A ^ I ? )  ’ (A'1}

w = 7 . (A.2 )

The system has a single set of solutions:

=  _ l n ( p B / C l ) ( M - l ) t<>|

c2 <J

71 =  w. ( A . 4 )

The joint PDF can be obtained based on



where

J  (7i, 7i) =
d p B  d p B  
d ' y  d j

dw dw 
d'y <97

c 1 exp \  M - l i J  

0

— C2CT _1 
M —1 7 ci exp f C2«7 7^  ̂ M - l ^ y )

— C2<J 7 I
M —1 7 2

1

C2<7 pB

(A.6)

(A.7)

(A.8)
M  — 1 w

is the Jacobian of the transform ation of (A .l) and (A.2 ), and / 7)7 (7 1 , 7 1 ) is ob­

tained by substituting 7  =  71  and 7  =  71  into the joint PDF / 7^ (7 , 7 ),

2VP F f f
A ,7 (7,7) =

1
■In( i - p ) r r  y 1 — p V rr exP ( i - p ) y r  r

7  +  ?  ) ) u (7 ) u (7 ).

(A.9)

Subsequently, after some algebraic operations, the final form of (A.5) is simplified

as

fpsniPB,  7) =  c(pB) Io (b (pB) ' y ) e x p { - a ( p B) 7 ) , (A.10)

where the definitions for a (p B), b{pB) and c(pB) are shown in Section 5.3.1 and 

shall not be repeated here.

A .2 P roof o f th e i M A P e q  expression

The following Bessel function polynomial approximation [45, eqn (9.8.2)] is used.

V 5exp(-a;)/o  (x) =  0.3984228 +  0.01328592f~1 + 0.00225319r2

-  0.00157565f-3 +  0.0091628ir4 -  0.02057706f“5 

+  0.02635537r6 -  0.01647633f“7 4- 0.00392377f~8 +  e,

(A l l )
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where 3.75 < x < oo, t  =  x/3.75 and |e| < 1.9 * 10 7. In the context here, 

M P b ) i  — Subsequently, (A. 1 1 )  is re-arrange in the following from

and gl = 0.1249, g2 = 0.0794, g3 = -0.2083, g4 = 4.5420, g5 =  -38.2498, g6 = 

183.7159, g~[ =  —430.6945, g8 = 384.5912. W ithout loss of generality, I m a p  

(5.20) can be w ritten as

I map = —  exp (b (pB) 7 ) exp ( - b  (pB) 7 ) 70 (6  (pB) 7 ) exp ( - a  (pB) 7 ) , (A.14)
P b

and can be simplified using (A. 1 2 ) as

hiAP<q = —  exp (b (pB) 7 ) exp ( - a  (pB) 7 ). (A.15)
P b  y/2irb(pB)7

Finally, when based on a higher 7 , the MAP function can be approximated as

Imap.„  = —  exp (b (pB) 7 ) j  exp ( - a  (pB) 7 ) , (A.16)
Pb \ /2nb  (pB) 7

as the term A is insignificant in the MAP function.

A .3 P roof o f th e p s  expression

Step I: F irst derivative o f th e M A P function

The expression of p B is obtained by finding the root of a / ^ Pe<7 =  0, where lMAPeq 

is as shown in (A.16). For simplicity and without loss of generality, the differen­

tiation is performed based on the natural logarithm of lMAPeq • The final form of

exp ( ~ b ( p B ) 7 )  / 0 ( b ( p B ) 7 ) (A.12)

where

A =  +  32 +  +  #8
K p b ) 7 ( b ( p B ) 7 ) 2 ( K p b ) 7 ) 8

(A.13)
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the expression, after removing the constant terms, is shown here as

fllP (lMAPeq) 
dpB

1 &i7
4 In

-  a i l , (A.17)

where

1 / — (M  — 1 ) 1

“ 1 = W  — f i ’

6 i =
2 yrP
1 -  p

M -  1 / I
crc2 v rr

(A.18) 

(A.19)

Multiplying (A.17) by y  ■— In the expression becomes

- W - l n ( ^ )  + - r = L J - a i 7 W -ln  - 0 ,
)V " H W ) V - K ? f )

- f '"  ( ? ) +  -  ¥  -  - V - ■ »(“ ) -  o,

( — 1 — a i 7 ) \ / ~  ( i f )  r ^ T — r
v w  y - '-(??)

M  =  nO

Let F  =  y /—l n ^ ^ y ,  and use A = 1 +  a i j  and B  =  6 1 7 , the above expression i 

simplified to

•4F - 4?  + T T -0'/1F. + M£_1,„i
(A.20) 

(A.2 1 )

Based on quadratic formula, the critical points (see Theorem 1 in Step II ) are

f i 2 =  —  
1,2 4A

- B  ±  V B 2 +  4A 

and the corresponding BER estim ate is expressed as

(A.2 2 )

PBlt2 =  ci exp[— (F i)2)2]. (A.23)
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Step II: E valuation o f critical points F \ and F2 

Theorem  1

Definition of critical points: x a is a critical point of the function f ( x )  if f ( x a) 

exists and if either of the following are true: i) f ' ( x a) = 0 , or, ii) f ' ( x a) is not 

defined or f(x) is not differentiable [72].

In the context of the MAP function, since I m ap^q (pbi,2) exists and lMAPeq (pbi,2) — 

0, Pbi ,2 (alternatively F i)2) are clearly the critical points of the MAP function.

The next step is to define the closed range of the MAP function and verify if 

the critical points fall within the range of interest. The range is determined by 

the practical BER value in the range Pb = [0, Ci]. The corresponding range for 

F  =  y / — \n(pB/ci)  will be F  = [0 0 ,0]. Note th a t F  is a positive integer.

In (A.22), F i>2 is expressed in terms of A  and B.  Recall that

For a given value of BERT, p and T, and th a t =  In (BERT), a\ (c.f. A.18) 

and b\ (c.f. A. 19) are negative and positive constants respectively. A  and B  are 

therefore expressed as a function of 7 . This implies tha t computation of critical 

points jFi and F 2 have to be verified across the entire range of possible 7  values, 

which is 7  € [0 , 0 0 ].

To determine the range of F i>2 for all 7 , it is equivalent to evaluate the limit 

of F 1)2 as 7  approaches 0+ and 0 0 . Since F i)2 is expressed as a function of A  and

B  = 6 1 7

A  = 1 +  a i7 (A.24) 

(A.25) 

(A.26)

(A.27)
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B, the limit of 4  and B shall be first identified.

lim 4 (7)
7 - 0+ 
lim 4 (7 )

7 —>oo

lim 1 +  ai7 =  1,
7 —*0+

lim 1 +  ai7 =  —00,
7 —̂ 00

and

(A.28) 

(A.29)

lim B (7) =  lim b 17 =  0,
7 —>0+ 7 —>0+

lim B (7) =  lim 617 =  00.
7 —►00 7 —>00

Subsequently, the limit of F\ as 7 approaches 0+ is

lim1 F i (7)
7 —»o+

1
lim 7T  

7 —»o+ 4 A

1 r- 0  + V o 2 + 4

- B  + V S 2 +  4A 

=  0.5.

The limit of F l as 7 approaches 00 is

lim ^1(7) =  lim
7 —*00 7 —»oo 44

=  lim —?
7 —*00 44

- B  + VB 2 +4A

+
B 2 1

16 A2 + 4A

- B  / ,  B 2=  lim — — +  4 / lim ——-  +  0
7 —>00 4.4 y 7 —>00 1642

v ( - B  B \  n 
= lim ( —— +  —  I =  0 .

7 —>00 y  44 44J

(A.30) 

(A.31)

(A.32) 

(A. 33)

(A.34) 

(A.35) 

(A.36) 

(A.37)

Note that in order to avoid any indeterminate solution, the above expression is 

re-arranged before substitution of the respective limits for A and B.

Next, the limit of F2 as 7 approaches 0+ is

lim Fo(7) =  lim 4 t
^ 0 +  v '  7 - 0 + 4 A

1

4 L
0 - V o 2 +  4

- B - V W + A A  

= -0.5.

(A.38) 

(A.39)
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Figure A.l: F2 versus instantaneous SNR estimate 7 ; for the VRVP-MQAM-CSI 

system at T =  f  =  25 dB, BER target=  10-3 , and p =  0.8,0.9, ~  1.

Note that this is an invalid solution since this falls in the negative F  domain. This 

provides further insight into the response of F2 as a function of 7 . A numerical 

evaluation of F2 as a function 7 , as shown in Figure A .l, clearly reveals that F2 is 

discontinued at a particular 7  value and becomes negative below this 7  value. Let 

7 ^  define the location where this discontinuity occurred. For a rational function 

like F2, expression for 7 th can be obtained if the denominator term, A, is set to 

zero. That is

f iU -o  =  T - B  - V W + A A (A.40)
A = 0

=  0 0 . (A.41)
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Therefore 7 th is obtained by setting A = (1  +  a 1 7 ) to zero, and thus

1th =  —1 / CLi

= ( ! ~ P )
crc2

— (M  — 1 )

7 ;

r
f /  B E R T \

=  (1 - p )  - i n  lr.

Subsequently, F2 approaches 0 0  as 7  approaches 7 ^ . 

The limit of F2 as 7  approaches 0 0  is shown as,

1
lim F2 = lim

7 —>oo 7 —> 0 0  4 A

lim — ^
7 —>-oo 4A

B  -  V B 2 + 4A

B 2 1
+

16 A 2 4 A

~ B  / , .  B 2lim — -—  4 / lim ——  +  0  
7 —> 0 0  4A  y 7 —* 0 0  167l2

&  ( i f  -  u )  

lim7 —»oo 2 v 4

lim
7 —»oo

\

r M—i r

( ( l - p ^ f - l )

ctc2
M  -  1

(A.42)

(A.43)

(A.44)

(A.45)

(A.46)

(A.47)

(A.48)

(A.49)

(A.50)

(A.51) 

(A.52)

Note tha t since the ratio jr |- ,=00 =  -£r is indeterminate in (A.49), expressions A 

(A.25) and B  (A.27) are to be substituted into (A.49). After several algebraic 

operations, (A.50) is obtained and a value i) is obtained. Note that when F2 ap­

proaches i?, the corresponding BER estimate Pb approaches BERT. This suggests 

that in all cases, the BER estim ate approaches BERT at a higher 7 .
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Finally, the appropriate range for F 1 2  is summarized as follow,

Fi =  [0.5,0] for 7 6  [0,0 0 ],

F2 =  [0 0 , tf] for 7  G [7 ^ , 0 0 ],

(A.53) 

(A.54)

where d and 7 ^  are positive integers.

Step III: C lassification  o f local m axim a and minima

The next step is to determine if Fi and F 2 produce the maximum and/or minimum 

values of the MAP function. Two tests are commonly used, the first derivative 

test and the second derivative test, given as below [73,74].

Theorem  2

Definition of first derivative test: Given a function f ( x ),

- if / '(  x) > 0  on an open interval extending left from x a and f ' ( x )  < 0  on an 

open interval extending right from x a, then the function has a local maximum at

x a-

- If f ' (x )  < 0 on an open interval extending left from x a and f { x )  > 0 on an 

open interval extending right from x a, then the function has a local minimum at

xa.

- If f '{x)  has the same sign on both an open interval extending left from x a and 

an open interval extending right from x a, then the function does not have a local 

maxima or minimum.

Theorem  3

Definition of second derivative test:

- If the second derivative of a function f " ( x a) < 0, x a is a local maximum.

- If the second derivative of a function f " ( x a) > 0, x a is a local minimum.
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- If the second derivative of a function f " ( x a) =  0, x a can be local maximum, 

local minimum or neither.

The verification based on the first derivative test clearly required numerical 

evaluation of function / ( .)  at and around the critical points. It is apparent that 

to use the first derivative test on the MAP function lMAPeq is tedious. This 

is because the MAP function has to be evaluated around critical points Pb = 

{ci exp(—Fj2), C\ exp(—F22)} not for one time but for a large number of times as 

the critical points are dependent upon SNR estimate 7 . On the other hand, 

the second derivative test requires numerical evaluation of f '{ x a) at the critical 

points. This suggest th a t the second derivative test requires lesser effort in the 

context of the work here.

The second derivative of the MAP function is

9  (lMAPeq) 1 B
d"pB

*PB -  ln ( ? )  4pB -  In ( a )
3 /2

B

4P b [ F ]  4Pb [ F ]

(A.55)

(A.56)

1 ( 1

, a - 5 7 )

Clearly it is observed th a t the term  (T — B) is sufficient for the second derivative 

test. That is, if ( j -  -  B ) <  0, the critical point Fa is a local maxima and if 

( jr  -  B) > 0, Fa is a local minima. The numerical evaluation for — B) 

with Fa = { F i , F 2 }  throughout the valid 7  range can be easily computed. For 

illustration, the results for a system setting of F = 25dB, BERT =  0.001 and 

p =  0.9 are computed and shown in Figure A.2. The results clearly confirm that 

F2 is the local maximum point and F\ is the local minimum point of the MAP 

function.
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Figure A.2: Plot of function (1 /F  — B) as a functon of 7  for F\ and F2, at settings 

T =  25 dB, p = 0.9 and BERT =  0.001.

C la ss if ic a tio n  o f  a b s o lu te  m a x im a  a n d  m in im a

For a closed interval, absolute maxima can occur at both endpoints and critical 

points. In the context here, the valid range for BER the estimate is p s  =  [0, c\] 

and it is necessary to verify th a t the absolute maximum of the MAP functions 

does not occur at the endpoints.

This can be easily verified by numerical evaluation of the function Imapcq 

at the endpoints p s  =  {0, ci} and at the local maxima p s  = ci exp(—F22). For 

illustration, Figure A.3 shows the numerical plot of the MAP function versus 

SNR estimate 7  a t system setting T = 25 dB, p =  0.9 and BERT =  0.001. 

The legend ‘local m inim a’ and ‘local maxima’ refer to p s  =  Ci exp(—F?) and 

Pb  =  Ci exp(— ) respectively and ‘Start point’ and ‘End point’ refer to ps  =  0 

and Pb =  C\ respectively. The plot confirms that pB — C\ exp(—E22) is also the 

absolute maximum and is valid throughout the range 7  € [7 ^ , 0 0 ]. It is noted
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that both the ‘local m axim a’ and ‘S tart point’ curves appear to converge at lower 

7 . This implies th a t the BER estimate is approaching 0+ as 7  becomes lower. 

The figure also depicts th a t the local minima curve coincides closely with the end 

point curve at all 7 .

-*—  local minima 

local maxima 

-1—  Start point 

-a—  End point

353020 25
Instantaneous SNR estimate (dB)

Figure A.3: Evaluation of MAP function at critical points (local maxima and 

minima), s tart and end points, with T = 25 dB, p = 0.9 and BERT =  0.001.
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Expressions for B E R  estim ates

Having verified F2 as the maximum of the MAP function, the exact BER estimate 

expression Pb can be obtained as

Recall the solutions are applicable for 7  € [ 7 ^ ,  0 0 ] .  Since 7 th — (1—p) (— In R- RT) rCl
(c.f. A.44), 7 th is dependent on p. For instance, when p — 1 , expressions (A.58- 

A.62) will apply for all 7  values since 7 ^  =  0, but as p becomes < 1, the solution 

will be applicable at a higher 7  value.

In the context of the spectral efficiency optimization problem, expression 

(A.62) is a cumbersome expression to work on. Therefore the aim is to sim­

plify the BER estim ate expression. Since the BER estimate expression consists 

of polynomial terms of A  and B , it will be appropriated to compare these terms. 

The first step is to express A  and B  as a function of 7 th- Let A th and B th

F2 = ~  \ - B  -  V # 2 +  4A (A.58)
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denote A  and B  respectively a t j th . Therefore at 7  =  j th,

B t h  —  ( b i l t h )  ;

V ai 
oc2 r

M  -  I f ’Bth —

Bth —

B 2th = 4

, / B E R T \ 1 T 
- r

, /B E R T \

h — )

Ath — 1 +  O-llthi (A.63)

Ath — 1 +  CL\ — ,
a>i

(A.64)

Ath — 0 , (A.65)

Ath = 0 , (A.6 6 )

[-1o.II0II.e (A.67)

— 777 (/,, where H  > 1 is a scaling

integer. Denote A  and B  a t 7 // as A h and B h respectively,

B 2h

B l  =  ( by

> 2  ____ t t 2

■H

B zh = H zAp

a 1
crc2 r

A h  =  1 +  ai7//, 

A h — 1 +  cli
ai

M  — I t

B 2h = H 24p - I n
/ B E R T \

B 2h =  H 2 4 - I n ( = ) i

r
F

Ath — 1 — H,

A h = 1 -  H,

A h = 1 - H ;  (T = pT)i (A.72)

(A.6 8 ) 

(A.69)

(A.70)

(A.71)

From (A.67) and (A.72), it is noted tha t B 2 > A  a t 7  =  7 th and B 2 »  A  as 

7  > jth- Therefore, when based on a higher SNR estimate (i.e 7  > 7 th), the A h 

term is essentially insignificant in comparison to the B h term. Subsequently, the 

corresponding BER estim ate expression can be approximated as

(  - 1
PB = * * * [ $ #

*  CiexpU^
- B 2

2 B 2 +  4 A + 2 B \/B 2 +  4A 

2 B 2 +  2 B V B 2

=  C] exp
4 A2

(A.73)

(A.74)

(A.75)
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Finally, with the substitution of functions A  (A.25) and B  (A.27), and after some 

algebraic operations, the BER estim ate can be approximated as

Num erical evaluation  o f th e  B E R  estim ate

This section evaluates the impact of an imperfect channel estimate on the BER 

of the VRVP-MQAM system using the exact and approximate p s  expressions 

(A.73, A.75). The error introduced from the approximate p s  expression (A.75) 

will also be discussed.

All numerical results are computed based on the system settings T =  25 

dB, BERT =  0.001 and f  =  pT, where p =  0.8, 0.9,1. First, numerical results 

using the exact instantaneous p s  expression (A.73) versus instantaneous SNR 

estimate 7  is shown in Figure A.4. The figure illustrates the impact of imperfect 

channel estim ate on the instantaneous BER performance. When the channel 

is perfectly estim ated (p = 1), the instantaneous BER always attains the BER 

requirement BERT. However, when the channel is inaccurately estimated (p < 1), 

the instantaneous BER estim ate approaches BERT only at a higher 7  value.

Next, the approxim ate instantaneous BER expression is compared with the 

exact BER. Figure A .5 shows th a t the approximate BER estimate matches closely 

to the exact BER estim ate. In Figure A.6 , the BER error based on PBerror — 

Pb ,exact — Pb ,approx is evaluated. The figure shows that the error introduced is 

< 2  x 1 0 -5 , which is insignificant for the rate and power variations.

Ci exp 2 (A.76)
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p=0.9
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Instantaneous SNR estimate (dB)

45

Figure A.4: Instantaneous BER estimate p^exact versus instantaneous SNR esti­

mate 7  for p =  {0.8,0.9,1.0}.

-*—  Exact BER estimate at p=0.8 
-s—  Approx. BER estim ate atp=0.8  
-V—  Exact BER estimate at p=0.9 
—  Approx. BER estim ate atp=0.9

m 10'4 co

40 4525
Instantaneous SNR estimate (dB)

Figure A.5: Comparisons of instantaneous BER estimate based on exact BER 

estimate expression and approximate BER estimate expression.
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Figure A.6 : BER error due to approximation.

V erif ic a tio n  o f  i M A P e q  b a s e d  o n  7 t h

Since the BER estimate expression is applicable when 7  > 7 ^ ,  it will be ap­

propriate to express the resulting MAP function in terms of 7 ^ . Consider the 

complete MAP function, re-written here

I m a p  = —  exp (6  (pB) 7) ^  exP (p b )7) • (A.77)
P b  v/27rb(pB)7

Using the earlier definition 7 h =  H^th ( if  >  1) to represent 7  in the higher 

region, the expressions a(pe ) 7  and 6 (pb ) 7  at 7 th will be 

1 /  — (M  — 1 )
1 - P  

1

1 - p  

1

1 ~ P

O’ C2

- ( M - l )
<7 C2 

 1______

In

ln |? ) r  +

BERT^
C l

i / (A.78)
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and

b{pB) l H  =  Y ^ z J -  (M 1}ln(—)A  H i th
1 -  p  V <?C2 \ C l  )  T T

2 ^  M w - n ,  / , u  S H I V
i — p V ctc2 v c i / r r  V ci /

V p
i - p \

— L _ ^ i n / ' M 2 r
AniM Ej V ci /  r r  'V  ^ )

Next, the polynomial term s in (A. 13) are re-written as,

A =  — ----- 1------- —-----Q H“ • • • H--------—-----« (A.80)
K p b )i h  (b(pB) j H) (P(p b )i h )

8

=  E   9 n   —n (A.81)
"=1 ( 2 H ^ / ( l n 2 f E )  In  ( * )  J

By substituting (A.78), (A.79) and (A.81) into the MAP function (A.77),

r 1 plp \ -   ̂ ( l  +  A +  e\/27r) f / \I m ap  = —  exp (b (.pB) 1h ) ^  exp ( - a  (pB) 7 h )
P b  v27rfo(pB)7 //

iexp[2Hj(ln5S5I')tof-> ( ? )
1 +  A H- e\/27r

7 i - — ■ \ 1/2
V 5 F  ( 2 / f ^ ( l n  B f E )  In  ( a ) )

( - [ - “ ( ? ) + r ( - ta5^ ) ] ' )  <“ 2>exp -

Through the associated terms in A, /m*4P can also be defined with polynomial 

terms
9

I m a p  =  E An, (A.83)
n—0
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where

An =  —  exp 
P b

BERT
ci /  V ci

9 n
n + 1 / 2

exp (A.84)

<7o =  1 and g9 =  e. It can be clearly seen th a t A0 =  iMAPeq of (A. 16), and Ai„8 are 

the remaining terms of the MAP function associated with the polynomial terms 

in A.

The MAP function (A.83) th a t is expressed in terms of An and H  is a con­

venient form to use. The aim is to evaluate the appropriateness of truncating 

the polynomial terms in A, and show th a t BER can still be accurately estimated 

from Ao =  IMAPeq■ It is suffice to compare only the first few lower polynomial 

terms of An, and for low H  values, as higher polynomial terms or higher H  value 

clearly resulted in substantially lower contribution to the MAP function. For il­

lustration, Figures (A.7) and (A.8 ) show the numerical results for MAP function 

IMAPeq = A0, and ImAPeq 2 = A0 +  Ai + A 2 for H  = {2 ,4}. That is, the two figures 

evaluate results a t 7  =  7 th +  {3 ,6 } dB. The figures demonstrate that Ai +  A2 is 

not sensitive to the maxima of the cost function and confirm that BER can be 

accurately estim ated from A0 =  Im apeq- It is also obvious from the two figures 

that as H  < 2, Pb approaches to literately zero and is not useful. This is in 

support to the claim (as sta ted  in S ection 5.3.1, paragraph after (5.22)) that the 

derived BER expression is applicable for 7  > 7 ^  as when 7  < 7 ^  there is no 

reliable BER estim ate available.
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Figure A.7: Comparisons of functions IMAPeq = Ao and (A0 +  A.i +  A2). At BER 

target=  10- 3  and H  = 2 .
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A .4 P roof of th e  / 7/y (7 , 7 ) expression

At the receiver, after matched filtering and sampling with perfect symbol timing 

at the rate of 1/TS, the received signal can be modelled as

Uk = zk x  k + n k (A.85)

where x k denotes the transm itted  symbol and zk denotes the fading gain. For a 

Rayleigh fading channel, zk is a complex zero mean Gaussian random variable. 

The value n k denotes the AWGN with variance a2 =  N 0/ 2. At the receiver, 

based on the knowledge of the pilot symbols, the receiver estimates the fading 

based on a weighted sum [51]. Since the estimated fading is the weighted sum 

of zero-mean complex Gaussian random variables, it is also a zero-mean complex 

Gaussian random variable. Therefore the amplitude of the channel gain a  and 

its estimate obey a bivariate Rayleigh distribution [51]

. , _  4a a  _ f  2 J p  q q  \  (  1 ( a 2 a 2\ \  . .(,w7aj“pru^) u +?rj)“w“w
(A.8 6 )

The joint PD F f 1 ̂  (7 , 7 ) can be obtained by using the transformation of two 

functions of two random variables. First, form a system of two random variables

7  =  a K B  ( A ' 8 7 )

7  = (A-88)

The system has a single set of positive integer solutions:

(A'89  ̂

(A.90)

where a\ and are the particular realizations of RVs 7  and 7  respectively. 

Subsequently, f a^  (o:,d) is obtained from
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where

f l ,7  ( ^ 5  & )  —

J  (a i, ol\) —

f a , a  ( ^ 1 5 ^ 2 )

| J  (Q!i,&i) | ’

d y d y
d a d a

d y d y
d a d a

2a S
N 0 B 0

=  4 a d

0  2 a  5  

S
N 0B

N 0 B

2

(A.91)

(A.92)

(A.93) 

(A.94)

is the Jacobian of the transform ation of (A.87) and (A.89), and f a , a ( l , l )  is 

obtained by substituting a  = ay and a  = a  1 into the joint PDF f 0f& (a, a). Note 

that in (A.8 6 ), =  E { a 2}, thus

T =  E {  7 } =  E { a 2} =
1 1 N 0B  x s N aB (A.95)

Similarly, D =  E { a 2}, and thus

( A s a )

Using (A.95) and (A.96) in (A.8 6 ), the final form of (A.91) is obtained as

/  1

(i -  p) vr f7 +  2  ) ) “  (7 ) U (7 ) ■

(A.97)

A .5 P roof o f the SN R  cutoff threshold, i.e. 70 =

1th  +  X

To satisfy the following two conditions, i) a positive transm it power S  (7 ) > 0 and 

ii) for kpB > 1 , the SNR cutoff threshold can be obtained based on the MQAM
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constellation size M  > 2 .  T ha t is,

Subsequently, the expression for 7 0  is obtained from the solution of

K T l ^ ( l - p ) - l ] % U - 2  = 0.

(A.98)

pT { K ^ f

Based on quadratic formula, the roots are obtained as

r

(A.99)

1th ±
2K U T

2 p + 2 \l p [ 2 u c2r — 2u c2r p + p (A. 100)

where 7 th = (1 — p) In ~ ( s e e  (A.44)). Since realistic pb  values exist 

for the range 7  >  7 th, the SNR cutoff threshold takes only the solution,

7o 1th +
r

2K U T

1th +  X-

2p +  2yjp  (2Uc2t  — 2Uc2f p  +  p̂ j (A.101) 

(A.102)
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A ppend ix  B  

A ppendix: P roofs for th e  

D erivations in C hapter 7

B .l  The P D F  o f  p B , i.e. j Pb( p b )

The closed form expression for f PB^  (pB, l )  has been derived (in Section A .l) as 

fp s ,i(P B n )  = c(p B)Io (b (p B ) 'y )e x p ( -a (p B) Af), (B.l)

where

•*■»> -  {BA>

Subsequently, the marginal PD F f PB (pB) can be written as

p o o

/ p b (Pb ) = /  fpsA^PB, l ) d i  (B.5)
J 0

P O O

= /  c(pB)Io (6 (pB) 7 ) e x p ( - a ( p B) 7 ))d7 . (B.6 )
Jo
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The integration is solved based on the following definite integrals [39, eqn. (6.611.4)]

f  Iv (f3x) e x p (-S x )d x  =  ^  ^  [Re{u} > - 1 , ,Re{<5} > |R e{/3}|].
Jo y o  — p 2

(B.7)

In the context here v  = 0 and a (pB) > b (pb), thus

f°° 1
/  (b ( P b )  7 ) exp (—a (pg) 7 ) dry =  (B.8 )

J° y  a (Pb) 2 — b(pB)2

f  7 h (b { p B ) st)e x p { -a { jp B) xi)drf =  --------° ^ . (B.9)
^  «(pb) — b(ps)

Using (B.9), f PB (p b ) in (B.6 ) is obtained as,

f  ) = (M  - 1 ) ___________ a (pB)
PB 3 Pb C2<7(\ -  p )T T  [a(pBf  - f c ( p s ) 2 ] 3 /2

B.2 The ML function

With the f PB*i {p b ->i ) and f PB (p b ) functions known, the conditional PDF f ^ PB (7 I pB) 

is therefore

W t M  =  /pf  (R n )
J p b  \ P B )

= l lo  (b (.PB) 7) exp ( - a  (pB) 7 ) —  (B.12)
a { P B )

The ML function 1{p b ) is also the function fa\PB (7 |pb) expressed as a function 

of pb- The ML function is further simplified by using the approximation,

r (r, w .  exp(&(ps)7) ,p  .h  {Pb )  , —-  (B.lo)
y 2 n b  (pB) l

which is based on a higher 7 , and has been proven in Section A.2 . Finally, the

equivalent ML function is expressed as

.ex p (6 (p B )7 ) f i  ̂ ^ [ ^ ( p b )2 - b ( p Bf f /2
l e q ( p B )  =  7 - 7= = =  exp - a  (pb) 7) ------------- 7 — 7  • (B.14)

^/27t6(pb)7 a (Pb )

Note that the first 7  term  in (B.14) can be removed as it is not a function of pB.
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1Z> 7 =  15 dB

7 =  25dB
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Figure B.l: ML curves for 7  =  (10,15,20) dB, at p = 0.9, T = 15 dB, f  =  pT 

and BER target=  10-3 .

B.3 The B ER  estim ate

The BER estim ate expression is found from the solution to =  0. Due

to the high non linearity of the ML function, an unique closed form solution is 

not obtainable for all 7  values. Exploiting the numerical evaluation of the ML 

function, it is noted th a t a t high 7  a dominant maximum mode exists. Whereas, 

at low 7 , there appears to be more than one maximum modes, but none of 

these modes is dominant. T hat is, these modes seem to have approximately the 

same likelihood of occurrence across the BER estimate range. For illustration, 

numerical results of some discrete cases of low and high 7  values are shown in 

Figure B .l and Figure B.2.

In fact, at higher 7 , the maximum mode can be uniquely defined by the ML
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Figure B.2: ML curves for 7  =  (15,20,25,30) dB, at p = 0.9, T = 25 dB, f  =  pT 

and BER target=  10-3 .

function. T hat is, if the ML function (B.14) is arranged in this form,

[a (Pb ) 2 - b { p B)2]3/2leg (Pb ) =  7  exp (b (pB) 7 ) exp ( - a  (pB) 7 )
'  a (p s )  y/2?rb (pB) l

(B. 15)

term A term B

term A is the dominant term  for the maximum mode of the ML function, while 

term B is a relatively uniform function across pB. It is also clear that the first 7  

term in (B.15) does not contribute to the maximum mode.

In cases of higher SNR 7 , the BER estimate pB can be obtained by obtaining 

the solution of
<9(term A) 

dpB
=  0 . (B.16)

The differentiation is solved based on the natural logarithm of term A, after 

omitting the constant terms,

ln(term  A) => b\ — In ^ ~ ^ 7  — ^ a i “  +  a2^ (B. 17)
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where

=  (M  % ) ,  (B.18)i -  p v (JC2

(R 1 9 )

After the differentiation, and removing the constant terms, the final form of 

(B.16) is expressed as

— ~ fel 7  +  — 7  =  0. (B.20)

^ ■ f W )  n

The BER estimate p s  is obtained by solving the quadratic function (B.20). The 

solution is

pB = d  exp ( “ ^ 2 )  • (B-21)

W ith the expressions 61 and a\ substituted into (B.21), the final form for the

BER estimate is obtained as

PB = CieXP( j S f ) '  ( B ' 2 2 )
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