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Thesis summary

This thesis examines how stimulus similarity structure and the statistical properties of
the environment influence human and nonhuman animal categorisation. Two aspects
of categorisation behaviour are explored: unsupervised (spontaneous) categorisation
and stimulus cross-classification. In my General Introduction, I raise the issue of the
respective roles of similarity and the classifier in determining categorisation
behaviour. In Chapter 1, I review previous laboratory-based unsupervised
categorisation research, which shows an overwhelming bias for unsupervised
classification based on a single feature. Given the prominent role of overall similarity
(family resemblance) in theories of human conceptual structure, I argue that this bias
for unidimensional classification is likely an artefact. One factor in producing this
artefact, I suggest, are the biases that exist within the similarity structure of laboratory
stimuli. Consequently, Chapter 2 examines if it is possible to predict unidimensional
versus multidimensional classification based solely on abstract similarity structure.
Results show that abstract similarity structure commands a strong influence over
participants’ unsupervised classification behaviour (although not always in the
manner predicted), and a bias for multidimensional unsupervised classification is
reported. In Chapter 3, [ examine unsupervised categorisation more broadly, by
investigating how stimulus similarity structure influences spontaneous classification
in both humans and rats. In this way, evidence is sought for human-like spontaneous
classification behaviour in rats. Results show that humans and rats show qualitatively
different patterns of behaviour following incidental stimulus exposure that should
encourage spontaneous classification. In Chapter 4, I investigate whether rats exhibit
another important aspect of human categorisation; namely, stimulus cross-
classification. Results show that the statistical properties of the environment can
engender such cognitively flexible behaviour in rats. Overall, the results of this thesis
document the important influence of stimulus similarity structure and the statistical
properties of the environment on human and nonhuman animal behaviour.
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Chapter 0

General Introduction

0. Categorisation in humans and nonhuman animals

Faced with a complex environment, human beings are required to identify
efficient strategies to help deal with the world. One important process in this regard is
categorisation: the assignment of objects, agents, or events to a set of instances of
‘the same kind’; for, as noted by Komatsu, “To remember and treat everything in
one’s environment as unique would require tremendous cognitive capacity” (1992, p.
501). Not only does categorisation provide cognitive economy, it also plays an
important role in mediating stimulus generalisation: that is, while classifying two
stimuli into the same category will increase generalisation between them, classifying .
two stimuli into different categories will decrease generalisation between them
(Harnad, 1987). Moreover, categorisation allows a person to infer a great deal from
only a minimal amount of information (Komatsu, 1992). For example, once a person
is informed that a novel entity is a dog, he or she can infer (with confidence) a wide
range of different properties about that entity (e.g., that it will bark, chase sticks, etc.).
Not surprisingly, then, categorisation forms the foundation for much of human
cognition, including higher-level cognitive processes such as reasoning, decision
making, and problem-solving.

One notable feature of human categorisation is that it is effortless, irrespective
of whether the stimuli are simple, geometric patterns, or complex, naturalistic objects.
This effortlessness should be viewed as all the more remarkable considering the
incredible flexibility of human categorisation: a single object may be classified at a
number of different levels — superordinate (e.g., mammal), basic (e.g., dog), and/ or
subordinate (e.g., Labrador; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976;
Tanaka & Taylor, 1991) — and in a variety of different ways depending on the context
for classification (e.g., Barsalou, 1982; Tversky & Gati, 1978). For example, while a
Labrador may be classified together with a wolf when considering overall appearance,
such a classification would seem very odd within the context of “Pets”.

Of course, it is not just humans who are faced with a complex environment;

nonhuman animals face similar challenges. As a result of these challenges, many



different species have been found to engage in complex forms of discrimination
learning and ‘categorisation’ by rote (see Herrnstein, 1990). Indeed, it is likely that
these ‘basic processes’ are integral to everyday functioning and survival, affording
efficient generalisation between stimuli.  However, while the prowess of
discrimination learning in nonhuman animals is undoubted (e.g., Herrnstein, 1979;
Herrnstein, Loveland, & Cable, 1976; Vaughan & Green, 1984), fundamental
questions have been asked about whether this learning reflects, in any sense,
meaningful, human-like categorisation (see Chater & Heyes, 1994). Probably the
most divisive issue in discussions of the difference between human and nonhuman
categorisation is with respect to concepts. Following the philosophical distinction
between ‘intension’ and ‘extension’ of terms first introduced by Frege (1892/1970),
‘concepts’ are the presumed mental representations that mediate the assignment to
‘categories’ (classes of objects in the world that somehow ‘go together’); or in
Murphy’s words, “Concepts are the glue that holds our mental world together” (2002,
p- 1). In research in humans, the distinction between categories and concepts is often
blurred. This blurring is justifiable to some extent because of the critical assumption
that categories are the expression of human concepts; when studying human
categorisation, we are in effect studying human conceptual structure (at least, that is
the assumption). However, this ‘blurring’ does cause problems during discussions
and assessments of categorisation in non-linguistic agents (Chater & Heyes, 1994).
Over the past three decades, a number of influential theories of human
conceptual structure have been proposed (a more detailed discussion of these is
presented in Chapter 1). First came what has now been termed the “classical view” of
concepts, which is premised on the assumptions of necessity and sufficiency (e.g.,
Katz, 1972; Katz & Fodor, 1963). That is, categories are assumed to be based on
concepts that represent information about the attribute(s) that are necessary and
sufficient for membership (Komatsu, 1992); consequently, this view has also been
termed the “definitional account” of concepts. Born from the philosophical work of
Wittgenstein (1953), however, the 1970s brought to the fore a wealth of evidence that
ultimately led to the classical view’s downfall (see, e.g., Rosch & Mervis, 1975;
Rosch et al., 1976; also Fodor, Garrett, Walker, & Parkes, 1980). In its place, new
similarity-based views of concepts were soon conceived: first of this kind was
prototype theory, which assumes that concepts should be considered in terms of a

summary (abstracted) representation of category members (Rosch & Mervis, 1975;



see also Hampton, 1995; Posner & Keele, 1968; Reed, 1972). In its strictest form,
therefore, category membership of a novel exemplar is determined on the basis of its
similarity to, for example, an ‘average’ dog, an ‘average’ cat, etc. A second
similarity-based approach soon followed in the form of exemplar theory (e.g., Medin
& Schaffer, 1978; Smith & Medin, 1981). In exemplar theory, concepts are
considered in terms of a set of stored instances, which may or may not be abstracted
across during classification (Komatsu, 1992). This view of concepts has been
particularly influential, spawning the development of a family of related mathematical
models that have provided some of the most detailed modelling of human behaviour
to date (e.g., the Context Model, Medin & Schaffer, 1978; the Generalized Context
Model (GCM), Nosofsky, 1986; and its connectionist implementation in ALCOVE,
Kruschke, 1992; as well as extensions to include reaction times, EBRW, Nosofsky &
Palmeri, 1997; and EGCM, Lamberts, 1995, 2000). While fundamentally different in
nature, the predictions that arise from prototype and exemplar theory are often
indistinguishable. While interesting, this fact has created numerous problems for
researchers that are engaged in work comparing the different theories of concepts.
Similarity-based views of our everyday concepts have, however, been attacked
on a number of fronts (e.g., Goodman, 1972). These fundamental critiques led to the
development of new theories that expounded the theory-like nature of concepts,
becoming known as the theory theory or knowledge approach (e.g., Murphy, 2002;
Murphy & Medin, 1985). According to theory theory, concepts are intimately
intertwined with people’s “naive theories” about the world: that is, coherent concepts
“fit’ with people’s general knowledge (Murphy & Medin, 1985). While general
knowledge is clearly an important determinant of the way humans behave in their
environment, a fully explicated account of theory theory is still to be provided. For
example, fundamental questions have not been fully answered: what, exactly,
constitutes a theory; how is a theory implemented; how are theories brought to bear in
real-world concepts? While some promising suggestions to the answers of these
questions have been made (e.g., Kaplan & Murphy, 1999, 2000; Murphy &
Allopenna, 1994), it is still the case that the most fully articulated proposals to date of
our natural language concepts are prototype accounts (e.g., Hampton, 2001, 2003).
Moreover, with respect to attempts to model human categorisation, the computational
formalisation of general knowledge effects has proved extremely difficult (see Fodor,
1983; Lewandowsky, Roberts, & Yang, 2006; Murphy, 2002; Pickering & Chater,



1995). Of course, the fact that incorporating effects of general knowledge into models
of categorisation is extremely hard does not, in itself, form a platform from which to
reject theory-based views of concepts (see, e.g., Heit, 1997, 2001; Heit & Bott, 2000).
By contrast, research in nonhuman animals has typically denied any sense that
‘categorisation’ in animals is driven by concepts (Chater & Heyes, 1994; but, see
Schrier & Brady, 1987, for example). Rather, categorisation-like behaviour is
commonly explained in terms of associative principles of learning. This is hardly
surprising; the study of concepts in humans is hard enough, given that they can only
ever be inferred. Interestingly though, categorisation-like behaviour in nonhuman
animals has been explained using theories that are similar in kind to those that have
been proposed to explain human categorisation (though in no sense are these theories
considered ‘theories of concepts’; see Pearce, 1997, for a more detailed overview).
For example, similar to the classical view of concepts in humans, feature theory in
nonhuman animals assumes categorisation based on a set of defining features (e.g.,
D’Amato & Van Sant, 1988; Lea, 1984). These defining feature sets, however, are
thought to be learned constructs, arising directly from experience. A number of
authors have proposed exemplar views of nonhuman categorisation, in which stimulus
generalisation provides the mechanism for the successful categorisation of novel
stimuli (e.g., Astley & Wasserman, 1992; Pearce, 1988, 1989, 1991). While some
authors have tried to claim nonhuman animal categorisation based on a concept (e.g.,
Schrier & Brady, 1987), simpler learning mechanisms often suffice (e.g., mediated
generalisation). As Pearce states, “it remains an open question as to whether or not
success by animals in solving any categorisation problems ever implies the possession
of a concept” (1997, p. 124; for a similarly critical position, see also Chater & Heyes,
1994). While Pearce’s negative conclusion seems justifiable in light of present
evidence, it is also apparent that, despite decades of research, the full scope of
nonhuman categorisation is still to be resolved. For example, recent work has
documented stimulus grouping in nonhuman animals that is beyond the scope of
traditional associative analysis (e.g., Honey & Watt, 1998, 1999). One important
reason for Pearce’s negative conclusion, I would argue, is due to the overwhelming
use of supervised experimental procedures in investigations of nonhuman
categorisation. As has been shown for the study of human categorisation, devoting
appropriate resources to the study of unsupervised categorisation is essential for the

adequate assessment of a species’ categorisation ability.



Throughout this thesis, a distinction will be made between supervised
categorisation and unsupervised categorisation (see Chapter 1). Briefly, supervised
categorisation refers to a situation in which a classifier is required to learn a
previously determined classification through trial and error; therefore, feedback is
often continually provided. = Unsupervised categorisation refers to stimulus
classification that proceeds in the absence of feedback, and as such, is assumed to be
determined by the classifier’s ‘natural preferences’. While one may presume that the
mechanisms of supervised categorisation drive all classification, this is unlikely to be
the case (at least for humans; Pothos & Chater, 2002). First, in humans, there are
strong cross-cultural commonalities in the way humans come to categorise the world
(e.g., Lopez, Atran, Coley, Medin, & Smith, 1997; Malt, 1995; see Chapter 1).
Second, generalisation of new words is often successful following presentation of just
a small number of rival category exemplars (e.g., Feldman, 1997). As noted by
Pothos and Chater, “This suggests that supervised learning of linguistic categories
may be guided by rich prior constraints on what categories are plausible; and
unsupervised learning provides a potentially important source of such constraints”
(2002, p. 307). To my mind, the importance of research focused on unsupervised
categorisation cannot be overstated: simply, it currently allows the best insight into
people’s ‘natural’ categorisation biases (or preferences), and our best chance of
understanding the fundamental principles that underlie everyday categorisation.
Research focused on unsupervised categorisation is particularly important to the
debate on whether our natural categories are mainly a product of a structured
environment (e.g., Anderson, 1991) or the mind of the human classifier (e.g., Murphy
& Medin, 1985)!. That is, does the abstract similarity structure for a set of objects
bias and guide their classification, or is ‘knowledge’ (a “naive theory”) about a set of
objects most critical in determining categorisation? While certain inferences about
natural categorisation can be made from the study of supervised categorisation, the
fact that people learn one very specific classification faster than a second very specific
classification does not necessarily mean that the first classification is more natural®.

Until fairly recently, research focused on unsupervised categorisation in

humans was rather rare; indeed, even today such work is still dwarfed by research

! Of course, it is most likely that categories reflect a complex interplay between the

environment and the classifier (see Mait, 1995).
I appreciate that this does not reflect the full scope of supervised categorisation research.



assessing supervised categorisation. Given the inherent difficulty of determining the
basis for participant classification in free (unsupervised) categorisation experiments,
this is not at all surprising. However, due to the points specified in the preceding
paragraph, unsupervised categorisation research has become more abundant.
Moreover, a number of influential models of human unsupervised categorisation have
now been proposed within the psychological domain (e.g., Anderson, 1991; Love,
Medin, & Gureckis, 2004; Pothos & Chater, 2002). While some good progress has
been made in our understanding of unsupervised categorisation, one particular
anomaly (one might even say perversity) has dominated in findings from laboratory-
based unsupervised categorisation research; namely, participants’ overwhelming use
of a unidimensional sorting strategy. That is, when presented with a set of stimuli in
the laboratory, people prefer to base their classifications on just one of the N stimulus
dimensions available (e.g., size). The reason why this is odd is because this does not
fit with cognitive scientists’ current understanding of natural categories, which
conform to the principle of family resemblance (e.g., Rosch & Mervis, 1975;
Wittgenstein, 1953). Is there any sense that this bias for unidimensional classification
represents a ‘natural’ preference in human unsupervised categorisation, or is it simply
an artefact of the standard experimental setup? Understanding why unidimensional
classification is so prevalent within laboratory-based investigations of human
unsupervised categorisation is a topic of particular importance, and this issue is the
focus of Chapters 1 and 2 of this thesis.

With respect to the dominance of unidimensional classification in the
laboratory, some interesting work by Love (2002) has recently highlighted the
importance of the distinction between intentional and incidental unsupervised
categorisation (see also, Wattenmaker, 1991). Love (2002) found that whereas
intentional unsupervised categorisation was associated with more ‘rule-like’
(unidimensional) category learning, incidental unsupervised categorisation was
associated with more similarity-based categorisation (i.e., a preference for family
resemblance structures). This distinction is important because while the majority of
laboratory-based unsupervised classification can be considered intentional, natural
unsupervised classification will, for the most part, be incidental — that is, stimulus
classification will not be the primary objective during a specific interaction (Love,
2002). If one is interested in better understanding the processes that determine natural

categorisation, therefore, the focus of experimental, laboratory-based research needs



to be on classification that occurs incidentally. Moreover, the development of
procedures to assess incidental categorisation in humans will likely prove invaluable
for investigations of unsupervised categorisation in non-linguistic beings. Chapter 3
of this thesis picks up on these issues and examines incidental unsupervised
categorisation.

To fully understand the roles of the environment and the classifier in
determining the formation of categories, one should also look to experiments with
nonhuman subjects. If “the mind has the structure it has because the world has the
structure it has” (Anderson, 1991, p. 428), then one might imagine that nonhuman
unsupervised categorisation would share a number of commonalities with human
unsupervised categorisation (Brown & Boysen, 2000): of course, this assumes that
nonhuman animals do engage in unsupervised categorisation, and that one has
allowed appropriately for issues of scaling, etc. However, as noted abov