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ABSTRACT

This thesis is concerned with the study of molybdenum oxide layer deposited on a

single crystal iron oxide substrate.

The surface structure of an iron oxide single crystal was investigated by X-ray
photoelectron (XPS), low-energy He'-ion scattering (LEIS), low-energy electron diffraction
(LEED), and scanning tunneling microscopy (STM). XPS measurement reveals the presence
of both Fe?* and Fe** oxidation states. LEED and STM results obtained from this surface
were consistent with a formation of an Fe;O4(111) surface termination. LEED pattern and
STM images reveal an hexagonal array with a periodicity of ~6 A and steps in multiples of

~5 A. LEIS result shows the presence of both Fe and O in the topmost layer.

Well ordered epitaxial molybdenum oxide films were grown on iron oxide single
crystal substrates. Their surface structure, morphology and composition were characterized
by XPS, LEIS, LEED, and STM. They were prepared by depositing molybdenum oxide onto
the substrate and then oxidizing it in 10”7 mbar of oxygen. In the sub-monolayer regime,
molybdenum oxide formed islands of ordered structure. XPS measurement yields a Mo 3dsp,
binding energy consistent with the presence of Mo®*. High resolution STM images reveal a

large hexagonal lattice of protrusions with a 12 A periodicity. This pattern is consistent with
a p(4x4) structure. At the monolayer coverage, a (2«/3 x 243 )JR30° surface structure is

produced by annealing in oxygen (107 mbar) at 973 K. STM topographies show clear
hexagonal distribution with the period of 1.1 nm corresponding to the pattern observed in
LEED. These results suggest that molybdenum oxide may interact with Fe;O4(111) to form

iron molybdate which is stable on the surface.
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Chapter 1

Introduction

In this chapter, the motivation for the research presented in this
thesis is discussed. The interest in metal oxide surfaces has continued to
grow. Metal oxide surfaces play a very important role in many areas of
technology including sensing, energy storage, and especially
heterogeneous catalysis. Several surface science techniques including X-
ray photoelectron spectroscopy (XPS), low-energy electron diffraction
(LEED), ion scattering spectroscopy (ISS), and scanning tunnelling
microscopy (STM) are used to study these metal oxide films in a model

system.

1.1. Introduction

Over several decades, mixed metal oxides have been used in a vast variety of
fields that is involved in electronic and magnetic devices, chemical sensors,
environmental science, biology and other fields. One of the most important applications is
heterogeneous catalysis. Mixed metal oxides are widely used as catalysts in a variety of
catalytic reactions, but the atomic-scale mechanism of catalytic reactions on mixed metal
oxides is not well understood. Basic knowledge of the chemistry of mixed metal oxide
surface greatly lags behind those of metals and semiconductors because of the difficulty
in surface preparation of metal oxides for ultrahigh vacuum (UHV) surface science
studies "l This knowledge is essential for understanding the physical and chemical
properties of these mixed metal oxides, which play a technologically important role in

developing effective targeted catalysts.
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1: INTRODUCTION

Modern techniques of surface science can provide significant new insight into the
structure of a metal oxide surface, its composition, and the oxidation states present.
Within the last decade, surface science studies on single-crystal metal-oxide samples have
received considerable attention. For example, the selective oxidation of hydrogen
sulphide to sulphur over three vanadium-based mixed-oxide catalysts including the binary
oxides of V-Mo, V-Bi, and V-Mg was studied by Li et al . They found the new
compounds MogVsOy9, BiVO4/Bi4V¢0;;, and MgV,0 formed in the binary oxides. The
binary oxides show much higher performance than those of the corresponding single-
oxide catalysts for the selective oxidation of hydrogen sulphide. Fe-Cr mixed oxides are
more widely employed commercial catalysts for hydrogen production through the water-
gas shift (WGS) reaction P! Due to their complex and time-consuming activation
protocol before use and their instability in contact with air, new WGS catalysts have been
developed. Ceria and titania are important compounds in catalysts used for the WGS
reaction and for the oxidation of carbon monoxide *®!. Rodriguez et al. found that in the
Ce0O,/TiO,(110) system, cerium cations were in an oxidation state of 3+ that are quite

different from those seen in bulk ceria or for ceria nanoparticles deposited on metal [7).

In addition, Fe-Mo mixed oxides are widely used as catalysts for several catalytic
reactions. For example, it is known that iron molybdate are active for the oxidation of
hydrocarbons and alcohols, particularly for the commercial oxidation of methanol to
formaldehyde ®''!. This thesis concerns model system study of the formaldehyde
synthesis reaction. a selective oxidation of methanol to formaldehyde over iron molybdate
catalysts. Thin Fe-Mo mixed oxide model catalyst films were grown onto the iron oxide
substrates. Their surface structures were investigated with STM and LEED, their
electronic structures and surface compositions by photoelectron spectroscopy (XPS and

ISS).
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1: INTRODUCTION

1.2. Heterogeneous catalysis

Catalysis plays an important role in our society. Most important chemicals and
fuels produced in industry involve catalysts. Catalysis has also become indispensable in
environmental pollution control e.g. the catalytic converter in automobiles to reduce the
pollution (such as NO) from automotive vehicles. Catalytic reactions are preferred in
environmentally friendly green chemistry to replace stoichiometric processes in which all
reactants are consumed and large amounts of waste are generated. Nowadays, catalysis is

important for our economies and it will be more important in the future.

In heterogeneous catalysis, the catalyst and the reactant are in different phases.
Most heterogeneous catalysis is usually referred to a system where the catalyst is a solid
and the reactants and products are liquids or gases. The advantage of heterogeneous

catalysis is that the catalysts are in general easy to handle, separate, and recycle.

A simple example of gas/solid heterogeneous catalysis is the catalytic oxidation of
carbon monoxide. In this reaction, an oxygen atom is added to the carbon monoxide in
the presence of a noble metal catalyst. The catalytic cycle (Figure 1.1) involves several
steps. First, a carbon monoxide molecule is adsorbed onto “active sties” on the surface of
catalyst. Meanwhile, oxygen molecules are also adsorbed on the catalyst. The O—O bond
of oxygen molecule is then broken, and the O atoms move across the metal surface.
Eventually, an O atom diffuses close to the CO molecule. The C-metal bond is then
replaced by a C—O bond. When this happens, the connection with the surface breaks and
the new carbon dioxide molecule diffuses back into the gas phase, thereby regenerating
the active sites on the surface for the following catalytic cycle. Catalysts work by
providing an energetically favourable pathway to the desired product, in which the

activation energies of all intermediate steps are lower than that of the gas phase reaction.
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1: INTRODUCTION

reaction

™ g ow

reaction

Reaction coordinate
Figure 1.1. Schematic representation of the oxidation of carbon monoxide on noble

metal catalysts: CO + ¥ O: -> CO: 2L

Many heterogeneous catalysts, which should preferably contain nanometer-sized
particles, can function by being highly dispersed on solid surfaces that enhances the
effectiveness or minimises their cost. In general, industrial supports are mainly based on
porous, high-surface-area materials such as silica, alumina, silica/alumina, titania, active
carbon, or zeolite. Unsupported catalysts have also found application in industry, e.g.
iron-based catalyst for CO hydrogenation (the Fischer-Tropsch process). Iron molybdate
catalysts are one of the unsupported catalysts which are widely used in industrial and

commercial processes to produce formaldehyde.

Metals, metal oxides, sulphides, nitrides, carbides, organometallic complexes, and
enzymes can be use as catalysts. The fundamental properties of a catalyst, that are the
main key to determining the suitability of a catalyst for a process, are its activity,
selectivity and stability. “Chemical promoters” are chemical species/elements that, added

in small amounts, contribute to enhancing and/or stabilising the product selectivity and
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1: INTRODUCTION

activity of catalyst, whereas “structural promoters” are incorporated to improve the
mechanical properties and hinder the sintering of the catalyst. As a result, catalysts can be
quite complicated materials. Moreover, the chemical state of the catalytic surface often

depends on the conditions under which it is used.

1.3. Model catalysts and surface science

Over the last several decades, a variety of UHV surface science techniques have
been developed that permit the study, on the molecular level, of the structure,
composition, and chemical bonding in the surface monolayer.

The most obvious model systems for heterogeneous catalysis are single crystals
because they are highly uniform, crystalline, and high-purity materials. Single crystals of
metal, as shown in Figure 1.2(a), were used as model systems for studying the structure,
composition, and chemical bonding at surfaces. They can be cleaved to expose different
crystal facets, allowing the density variation of surface atoms in various surroundings
such as those on terraces, steps, kinks, and corners and they are particularly useful for
determining relationships between surface structure and catalytic activity. These
relationships have provided the basis for inferring the identities of catalytic sites for many
reactions. In addition, single crystals offer the advantage that they can be used for
studying the effects of promoters and multicomponent catalysts. For example, Kim and
Somorjai determined the role of each component in the Pt-Re-S catalyst system on
hydrocarbon conversion reactions '],

Investigations of single crystals have been extended to metal oxide surfaces in
order to understand the surface chemistry on metal oxides. Ordered metal oxide surfaces
can be obtained by using either single crystal metal oxide samples, as shown in Figure
1.2(b), or thin epitaxial metal oxide films grown on single crystals. As most surface

science experiments, including electron spectroscopy or STM, require conducting
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1: INTRODUCTION

samples, the studies of metal oxide single crystals are restricted. Some oxides such as
TiC>, A1203, SiCh, and Fe:Gs have a small band gap, which facilitate conduction and can
perform these measurements. Well ordered thin oxide films therefore offer a wide range

of opportunities for investigating the more complex systems of catalysis.

(a) Metal single crystals

(b) Metal oxide single crystals

£ Metal A~ Oxygen

(c) Planar oxide supported metal catalysts

Metal Clusters
1.0-50nm

Planar Oxide Support

(d) High surface area oxide-supported metal catalysts

Metal / oxide

Figure 1.2. Schematic representation of four types of catalysts.



1: INTRODUCTION

However, there is the discrepancy between the model catalysts and the real
catalysts. Model catalysts are well-ordered single-crystals, which are often studied under
low pressures or even UHV, feed streams of pure component, and small reactors, while
most real catalysts consist of porous, high surface area materials (typically 50-400 ng'l),
which are commonly used as the support materials. For example, silica, alumina, or
titania are commonly used the oxide supports. This difference is so-called the material
gap. In order to bridge the “material gap” between the single crystal model systems and
the “real” oxide-supported catalyst system used in industrial processes, planar oxide
supported catalysts will be the focus of the investigation (Figure 1.2(c)). In this type of
model catalyst system, the planar oxide support can be obtained by using the conductive
single crystals of oxide materials or by growing thin epitaxial metal oxide films. Onto this
support, the metal of catalytic interest is then vapour-deposited and investigated using
modern UHV based surface analysis techniques. The studies on these models offer a wide
range of opportunities for investigating the more complex catalysts such as metal-support
interactions and particle size effects '* ', Another important feature of utilising model
catalysts is that these samples are suitable for study using scanning tunnelling and atomic

force microscopies '8,

Figure 1.2 is a schematic representation of four different types of catalysts: metal
single crystal, metal oxide single crystal, planar oxide supported, and high surface area
oxide-supported metal catalysts. The employment of planar model oxide supported
catalysts provides many of the advantages associated with single crystals relative to high
surface are catalysts [19.201 por example, Goodman’s group (9l reported that nanoclusters
(Au, Pd, and Ag) supported on TiO(110) grew three-dimensional clusters, but at low

coverages, Au and Pd formed quasi-two dimensional clusters. Additionally, they found
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1: INTRODUCTION

that the electronic structure of these clusters depends on the cluster size by the appearance

of a band gap as the cluster size decreased.

TO
MAN UHV CHAMBER
LN
i 1
() — awrevae
DOUBLE
DIFFERENTIALLY ——— —>TO PUMP
PUMPED |
SLIDING SEAL —
~ TURBOMOLECULAR PUMP
newronmtl l
VIEW PORT t
GATE VALVE
1. TO
GAS HANDLING SYSTEM
VIEW PORT
ELEVATED PRESSURE BEACTION CELL

Figure 1.3. Side view of the elevated pressure cell/reactor showing the connections to

the UHV chamber, the turbomolecular pump and gas handling system 1*'.

Furthermore, there is still the other problem of the pressure gap between
conventional UHV and industrial conditions which originates from the difference
between the pressures at which most typical surface analytical techniques can work (P <
107 torr) and those employed in typical industrial processes (realistic (near-) atmospheric
pressure or higher). To bridge the so-called pressure gap between UHV and high pressure
studies, experimental systems have been developed that integrate a high-pressure cell or
micro-reactor with an UHV surface analysis chamber. Figure 1.3 displays an example of
an elevated pressure reaction cell that shows the connection to the UHV chamber, the
turbomolecular pump and gas handling system (21 This feature allows a sample to be

transferred between the UHV surface analysis chamber and the high-pressure reaction
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1: INTRODUCTION

cell via a series of differentially pumped sliding seals. This combined elevated pressure
reactor cell-UHV surface analysis chamber system is advantageous over traditional

vacuum systems because repair of the sample and/or holder does not significantly perturb

the UHV analysis chamber vacuum.

Pressure Gap

UHV High pressure

Single Crystal
Model Gatalysts

1
[
1

den ey

[ ]

Heterogeneous Catalysis

Figure 1.4.  Schematic drawing of the relationship between surface science and

heterogeneous catalysis (221

A schematic drawing of the relationship between surface science and

heterogeneous catalysis is shown in Figure 1.4, which displays a fundamental approach to
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1: INTRODUCTION

the study of a heterogeneous catalytic process. As shown in this sketch, the first step is
started from the top and then move to the bottom (the material gap). That means the well-
defined metal single crystals are first examined and then move through the studies of
planar oxide supported metal clusters. Finally, “real world” catalysts are studied using
modern surface science techniques. Additionally, the problem of the pressure gap (from
left to right) has been addressed through the employment of a combined UHV-high
pressure apparatus. As shown in Figure 1.4, the critical model system for both the surface
science and heterogeneous catalysis studies is the study of planar oxide supported metal

clusters.

1.4. The concept of the active site

Since heterogeneous catalysis takes place on the catalyst surface, the nature of the
surface is crucial to performance. It is therefore essential to consider the structure of the
surface which exerts a strong effect on the heterogeneous catalysis. The surfaces of a real
catalyst, used in a large process, are not entirely uniform. At the microscopic level, crystal
surfaces are found to consist of terraces and steps. In addition, terraces, which are also
shown in Figure 1.5, have a variety of surface sites and may also exhibit kinks, vacancies,
adatoms, and point defects. These irregular points often serve as the sites to catalyse a
reaction. This is because the surface atoms at those individual surface sites are not fully
co-ordinated so that there are many different ways for interacting with molecules of
substrate. This concept of “active sites” originally proposed in the 1920s by the English
chemist Sir Hugh Taylor, who also suggested that chemically active sites on the surface

of a catalyst might be sparse [23.24]

, is well established now. Figure 1.5 shows a ball model
of a surface, indicating the different kinds of defects which may be present. The
coordination numbers for each of the different atoms positions are different. For example,

the terrace atoms are most coordinated which contains nine nearest neighbours in the
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1: INTRODUCTION

surface; the steps have only seven, while the isolated adatoms on terrace have three

nearest neighbours.

Following Sabatier’s principle, the active sites of catalysts should facilitate the
adsorption of the reactants and should also be able to remove the products from the

surface in order to regenerate the active surface sites.

9 4
2 3
8 5
7 6
10
Atom type Top piane co-ordination  Total co-ordination

1 Adatom 0 3

2 Dimer 1 4

4 ink edge

5  Step 4 7

6 Terrace vacancy neighbour 5 8

7 Tefrace 6 9

8 Step adatom 2 5

9 Step vacancy - -

10  Termrace vacancy -

Figure 1.5. Schematic representation of a solid catalyst crystal surface showing different

defects on the surface 2!,

1.5. Catalytic oxidation of methanol

Since the first commercial production of formaldehyde in Germany in the 1880s,
formaldehyde has become one of the most important industrial chemicals in the world.
Formaldehyde is a primary derivative of methanol, and accounts for about 40 percent of
its single end uses. At present, a new formaldehyde plant has a capacity corresponding to
about 40,000 tons per year expressed as formalin consisting of a 37% solution in water of

formaldehyde. The most prominent industrial use of formaldehyde is in the production of
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1: INTRODUCTION

urea-formaidehyde resins and phenolic resins which are used in manufacturing “pressed
wood” products such as plywood, particleboard, ‘and fiberboard. Other well-established
applications are in the production of textiles, plastics, paper products, fertilizers, dyes,
cosmetics, and paints. At present, the commercial production of formaldehyde starts from
methanol as the feedstock, other processes such as oxidation of hydrocarbons have only
limited success, and are no longer economically feasible.
The production of formaldehyde from methanol is based on two reactions, namely
the dehydrogenation and oxidation of methanol.
Dehydrogenaiton
CH30H — CH;O +H, AH=+85kImol’ (1.1)
Oxidation
CH;0H + %0, — CH,0 + H,0 AH=-157kI mol! (1.2)
Methanol dehydrogenation to formaldehyde is not controlled by thermodynamics,
and so requires a catalyst having good selectivity. Today, manufacturing formaldehyde
from methanol can be divided into two primary routes — silver catalysed and metal oxide
(Formox) catalysed processes, and to date neither technology has established a leading
role. The mechanism of the silver-catalysed process is a combination of two reactions
involving the dehydrogenation and oxidation of methanol, whereas the metal oxide

catalysed process employs the oxidation reaction only.

1.5.1. The metal oxide catalysed process

The direct oxidation of methanol to formaldehyde using metal oxide catalysts was
originally developed in the 1930s and has been increasingly used in commercial
production since the 1950s. Recently, the use of metal oxide catalysts for methanol
oxidation has been receiving increasing attention. The drawing in Figure 1.6 is a

schematic flow diagram illustrating the typical metal oxide catalysed process. The process
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1: INTRODUCTION

comprises feeding an appropriate mixture of methanol and air to a vaporiser where the
methanol is vaporised and passed into the tubular reactor usually containing several
thousand tubes, each packed with a metal oxide catalyst. Since the oxidation of methanol
to formaldehyde is exothermic, the temperature is controlled by a suitable heat-transfer
medium circulated in a shell containing the tubes. The reacted gases containing
formaldehyde are passed to an absorber system, which normally includes refrigeration for
exhaust-gas scrubbing. With the increasing attention to environmental problems, the
removal of trace levels of formaldehyde from process exhaust gas becomes more
important. The conversion of methanol to formaldehyde for this process is higher than
that for the silver catalysed process, and may be as high as 97-98%. The greatest
advantage of this process is that the products which contain typically 50% formaldehyde

with less than 1% methanol can be obtained directly without distillation.

Tail gas
Steam- )
raising boiler
Absorption - Process
Methano! tower water
Cooling
Vaporizer B.F.W. water
b over
Reactor g‘:‘:ﬂhe’m
_ Cooling
water
CW -]
Air
Reaction
gas cooler
Boiler
feedwater
Formalin
product

Figure 1.6. Flowchart of a typical metal oxide catalysed formaldehyde process 2.
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1: INTRODUCTION

1.5.2. Metal oxide catalysed reactions

Oxidising methanol to formaldehyde usixig a metal oxide catalyst is a highly
exothermic process. To achieve high selectivity in the conversion of methanol to
formaldehyde, the removal of the reaction heat is an important consideration. The heat is
removed to limit secondary reactions and to prevent overheating the catalyst. The catalyst
contained in tubes is cooled by a circulating heat exchange medium and the operating
temperature is usually in the range of about 300-400°C. Under these operation conditions,
side reactions are less important than at the higher temperatures of the silver catalyst
process, and decomposition of formaldehyde as in reaction (1.3) is considered to be the

only significant secondary reaction (27,

CH,0 + %0, — CO +H,0 AH = -236.5 kJ mol™ (1.3)

The industrially widely used mixed metal oxide catalysts for the catalytic
oxidation of methanol are composite oxides between iron and molybdenum manufactured
from the coprecipitation of aqueous solutions of iron and molybdenum salts which are
subsequently calcined and pelleted. The pellets may be cylindrical pellets or Raschig
rings which are widely used due to providing low pressure drop characteristics. Ferric
molybdate, Fe;(M0Qy)s, is reported to be the catalytically active component in the iron

molybdenum oxide.

The life of a catalyst is limited by a number of factors; two limitations are the
build-up of pressure drop across the reactor and decrease of catalyst activity. In order to
limit these adverse effects, temperature control is very important in this reaction, which is
based on the heat removal from the tubes by the circulating heat exchange medium.
Examination of the catalyst shows that molybdenum oxide, MoOQj, leaves the catalyst

surface and crystallise as a fibre-like material in the voids of the catalytic bed. The loss of
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1: INTRODUCTION

MoO; leads to increasing pressure drop and degradation of the catalyst mechanical
resistance. In addition, MoOj3 loss causes the formation of molybdenum-deficient phases
which result in the formation of hot spots in the catalyst bed. Molybdenum deficiency is
associated with loss in overall conversion of methanol to formaldehyde. The deactivation
of iron-molybdate catalysts is the main cause in the limitation of catalyst life, or cycle
length, which typically range from one to two years. Burriesci et al. showed that ferric
molybdate catalyst at “hot spot” regions can exhibit an improvement in the selectivity
toward formaldehyde with lower production of carbon monoxide which is probably due

to the loss of MoO; 28,

1.6. Heterogeneous catalysis by molybdenum oxides

1.6.1. Overview of molybdenum

The element molybdenum has been used since ancient times. The element was
identified by Carl Wilhelm Scheele, the Swedish scientist, in 1778 when it was
discovered in natural minerals. In 1782, Peter Jacob Hjelm showed that Scheele’s
substance, previously believed to be the metal, was in fact the oxide form. Shortly
thereafter, in 1782, Peter Jacob Hjelm showed that it was possible to produce the metal by
reduction of molybdenum oxide by carbon. The construction of the periodic table by
Mendeléev in 1872 focused attention on molybdenum as it was then one of most heavy
known elements. This stimulated much research on the element but it was not until 1891
that the French Schneider Company first used molybdenum alloys in the production of
armour plate.

The average concentration of molybdenum in the earth’s crust is around 1.5 ppm
by weight in the lithosphere *°), Molybdenum is obtained mainly from the mineral
molybdenite (MoS;). Molybdenite mineral resources are mined by a combination of

open-cast pit and underground block caving techniques.
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1: INTRODUCTION

Heterogeneous catalysis by compounds of molybdenum, and in particular the
oxides of molybdenum, is well established and has a long history. The versatility of
molybdenum oxide based catalysts is related to the rich and diverse properties of the wide

variety of phases and mixed phases that can be synthesised.

1.6.2. Molybdenum oxide in selective oxidation catalysts

Molybdenum oxides have been investigated as catalysts and catalyst components
for selective oxidation. They are more commonly used as catalyst components, but there
are also reports of molybdenum oxide alone as a selective oxidation catalyst. The
oxidation of methanol over molybdenum trioxide has been studied by Sleight et al. (301
using the technique of temperature programmed desorption (TPD). The production of
formaldehyde from methanol indicates the ability of molybdenum trioxide to oxidise
alcohols in a relatively facile manner owing to the lability of lattice oxygen.

Smith and Ozkan ' *? have used several characterisation techniques including X-
ray diffraction (XRD), laser Raman spectroscopy, in situ laser Raman spectroscopy
combined with isotopic labelling, scanning electron microscopy, three-dimensional
imaging technique, XPS, BET surface area measurement, and temperature-programmed
reduction to investigate the oxygen insertion pathway in the partial oxidation of methane
to formaldehyde over molybdenum trioxide catalysts. Their studies have suggested that
the oxygen insertion to form formaldehyde takes place preferentially at Mo=O sites
located on the side plane, while the bridging Mo—O—Mo sites located on the basal planes
are involved in complete oxidation.

More commonly, molybdenum has been used as a catalyst component for mixed-
metal oxide catalysts for selective oxidation. Probably the most well known of these

mixed oxide catalysts are those based on molybdenum and iron. The molybdenum—iron

catalysts are exceptionally active and selective and they have been applied industrially.
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The catalytic activity of mixed iron-molybdenum oxides for methanol oxidation to
formaldehyde was reported in 1931 by Adkins and Peterson I3l who discovered this
catalyst. Nowadays, the iron molybdate catalyst has been extensively used for the
oxidation reaction of methanol to formaldehyde as shown in Figure 1.7. Industrial iron
molybdate catalysts are non-stoichiometric iron-molybdenum mixed oxides with
molybdenum excess. The effect of molybdenum excess for iron molybdate catalysts has
been studied by several authors [9,10,34l. In these studies, molybdenum excess does not
significantly change the activity for the oxidation of methanol per unit surface area but it
improves the stability of catalysts and provides higher surface area, higher conversion,

and higher selectivity for formaldehyde.

H O—H i H
N J— > AC* O+H,0
H H 2N H
Methanol Formaldehyde

Figure 1.7. Selective oxidations over ferric molybdate catalysts.

The mechanism of methanol oxidation over ferric molybdates is believed to take
place via the Mars and van Krevelen (MvK) mechanism Bl The rate determining step,
which it is desired to catalyse for formaldehyde formation is activation ofthe C-H bond.
With this two-component catalyst, the first step was found to be the C-H bond cleavage
from an adsorbed methoxy group, which is catalysed by the basic site acting as the
nucleophile. The next step is activation of a second hydrogen and insertion of an oxygen
atom into the organic molecule resulting in formation of reduced iron molybdate catalyst
28,35]

Some further mixed-metal oxides containing molybdenum, such as bismuth
molybdates, are known to be effective catalysts in certain selective oxidation reactions,
for instance the oxidation of propene to acrolein and the ammoxidation of propene to

acrylonitrile [361
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1.7. Iron molybdate literature review

Iron-molybdenum mixed oxides are widely employed catalysts for several
catalytic reactions. For example, it is known that iron-molybdenum oxides exhibit good
catalytic activity for the selective oxidation of hydrocarbons and alcohols, particularly for
the commercial formaldehyde production by selective oxidation of methanol 8731 There
are two stoichiometric iron molybdates, ferric molybdate, Fe;(MoQOys)s, and ferrous
molybdate, FeMoO4 34 The former is generally considered to be the active phase of the
iron-molybdenum mixed oxide catalyst for the selective oxidation of methanol to

formaldehyde while the latter is formed during the redox catalytic process.

Several researchers attribute that the deactivation of the iron molybdate catalysts
results from the loss of molybdenum trioxide by volatilisation [''!. Burriesci et al. studied
the catalysts discharged from industrial plants and found that the catalyst samples from
the hot spot changed significantly compared to those from other zones (281 At the hot
spot, there was both a decrease of the MoO3 content and of the specific surface area of the
catalyst whereas above this zone, they were similar to those of the fresh catalyst. Below
this zone, the decrease of surface area and the increase in the MoQO3; content were found
which can be due to the condensation of the MoO; arising at the hot spot. They also found
that a-FeMoO4 and B-FeMoO, were present in the outer layer of the hot spot catalyst
pellets in addition to ferric molybdate, while inside these pellets only ferric molybdate
was found. These results led them to propose that during industrial operation, the
reduction of Fe’" to Fe’* only occurs in the outer layer of the hot spot catalyst. They
concluded that catalysts discharged from industrial plants are accompanied by the
increasing pressure drop in the catalytic bed and the decrease of activity. However, an

increase in formaldehyde selectivity often occurs.
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As mentioned above, when iron molybdate catalysts are reduced by methanol,
ferrous molybdates are formed and the iron oxide, which is found on the surface of
catalyst pellets, results from the reoxidation of ferrous molybdate according to the

reaction (1.4) #8;
3FeMoO, + %0, — Fex(MoOy)s + Y2Fe;03 (1.4)

Pernicone reported that there are two different causes of deactivation of Fe-Mo
oxide catalyst in industrial plants: formation of iron oxide and the MoOs loss by
volatilisation *°!. He also found that the catalyst samples from the hot spots have a Mo/Fe
atomic ratio equal to 1 which evidenced the presence of a molar mixture of Fe2(MoQO4)3—
VsFe;05. Additionally, he concluded that the oxidation of methanol proceeds with a

reduction of the catalyst bulk according to the reaction (1.5):
Fe;(Mo00Qy); + CH;0H — 2FeMo0O4 + MoO3; + HCHO + H,O (1.5)

Molybdenum trioxide and ferrous molybdate formed in the reaction (1.5) are less
active than ferric molybdate and the iron oxide is formed by reoxidation of ferrous
molybdate according to the reaction (1.4) as proposed by Burriesci et al. (28],

M2 investigated the deactivation of silica

Carbucicchio et al. 1" and Forzatti
supported Fe;03-MoOQ; catalyst in the oxidation of methanol to formaldehyde. They
reported that the loss of activity during reaction was due to a partial destruction of ferric

molybdates. In addition, Fe** ions within silica increase and molybdenum sublimates

during the deactivation process.

As mentioned above, iron-molybdenum oxide mixed oxides and their catalytic
properties have been extensively investigated, whereas there are few works focusing on

the XPS characterisation of iron molybdate catalysts.
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Okamoto et al. found that the binding energies of the Fe 2p3/,; and Fe 3p levels for
the Fe;03-MoQO; mixed oxides catalysts seemed to.be dependent on the composition, with
values of 711.4 and 56.2 eV, respectively, at low Mo content (Mo/Fe < 1.5) but
consistently higher values of 711.7 and 56.5 eV, respectively at Mo/Fe > 1.63 ™3], The
binding energies of Fe with Mo/Fe > 1.63 were attributed to the presence of ferric
molybdate. Comparing the catalyst composition of the surface and the bulk, they
concluded that at Mo/Fe < 1.5, the catalyst surface is enriched in Fe, forming a structure
in which iron oxide covers the ferric molybdate, whereas at Mo/Fe > 1.63, a considerable
segregation of Mo occurs over the ferric molybdate. They also concluded that the
presence of MoO; excess in Fe;03-MoQO; catalysts is essential to produce stoichiometric

ferric molybdate at the catalyst surface.

Al-Shihry et al. studied unsupported MoO;3-Fe,03 mixed catalysts [**]. The binding
energies of Mo 3d and Fe 2p levels for M0oOj3-Fe,O; obtained by these authors are
summarized in the Table 1.1. The binding energies for MoO3 and for M00;-0.5% Fe,03
are characteristic of Mo®". For the other MoOs-Fe,03 samples, the binding energies of
Mo 3d level indicated the presence of Mo>* and Mo®". In case of Fe;0;, the binding
energy of Fe 2psp level is characteristic of Fe*'. For all MoO;-Fe;O3 samples, the Fe 2p
binding energies are lower than that of Fe,O; and are consistent with the results obtained

by other authors ***¢! for iron molybdate catalysts.

Soares et al. studied stoichiometric and industrial like catalysts. For all
characterized catalysts, only Mo(VI) molybdate species with the binding energies
between 232.1 and 232.4 eV have been found, while Fe(II) and Fe(Ill) with the binding
energies of 709.9 and 711.9 eV, respectively were found for fresh and post-reaction
catalysts [''l. As expected, the Fe?'/Fe*" surface atomic ratio in post-reaction catalysts is

greater than that in fresh catalysts, however only the industrial like catalyst presented
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reduced iron species (ferrous molybdate detected by Mdssbauer spectroscopy) in the bulk.
They also concluded that Mo excess is beneficial since it maintains activity and
selectivity and keeps the surface in higher oxidation state.

Table 1.1. Binding energies of Mo 3d and Fe 2p levels for MoOs-Fe,Oj3 catalysts (44

Mo (eV) Fe (eV)
Sample
3dsp 3dsn 2psn 2pin

MoO; 2334 236.5 - -
MoO3-Fe;Os

0.5% Fe,0; 233.4 236.5 712.4 726.0

5% Fe 03 230.7 233.5 711.8 725.4

10% Fe,03 229.7 233.0 710.6 724.6

30% Fe,03 230.7 233.0 710.1 724 4

50% Fe,0; 230.3 233.2 712.6 727.6

70% Fe; 05 230.2 233.1 712.5 727.2

90% Fe,05 230.2 233.2 713.4 725.6
Fe,O3 - - 713.6 727.2

Bowker et al. studied the selective oxidation of methanol on Fe,O3;, MoO; and an
industrial iron molybdate catalyst in order to establish the role of each catalyst component
7, Using pulsed-flow reactor and TPD experiments, they found that formaldehyde was
never detected when haematite was used as catalyst. The molybdate materials displayed
high selectivity towards formaldehyde and was found more active than molybdenite
alone. They attributed the different behaviour between iron and molybdenum samples to

the stronger binding energy of oxygen in the former and the higher concentration of
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cation sites. From TPD results, they postulated that, over Fe,O3s, only bidentate formate
species are formed whereas the major intermediate present on the molybdate materials is

the methoxy species.

Reéently, House et al. studied the reduction process of an iron molybdate catalyst
(Mo:Fe = 2.2:1) using pulsed-flow reactors, TPD, XRD, and XPS ] These authors found
that, with reduction at temperature above 250°C, oxygen migration occurs through the
catalyst sample and leads to the formation of new phases of MoO,, M04O;, and a-
FeMoQ,. The selectivity of the catalysts during reduction is changed toward CO and
shifted toward CO, with reduction above 300°C. Using XRD, Raman, TPD, and pulse-
flow reactor, House et al. found differences in the behaviour between pure Fe,O; and Fe—
Mo catalysts with even low levels of Mo present *®1. This effect strongly depends on the
molybdenum loading. They also found by scanning transmission electron microscopy

(STEM) and XPS that Mo enrichment occurs at the surface of iron molybdate catalysts

[49]

However, the application of UHV surface science methods to study the iron
molybdate surface has not been reported. Thus, in this work, the molybdenum oxide films
grown on the iron oxide single crystal are characterised using a variety of the surface
science techniques including XPS, LEED, low-energy He'-ion scattering (LEIS or ISS),

and STM.

1.8. Aims of this work

This research deals primarily with the preparation of model catalyst systems
related to selective oxidation catalysis. The aim is to investigate the chemistry of model
iron molybdate surface towards probe molecules relevant to heterogeneous catalysis.

These model catalyst systems were prepared by the growth of molybdenum oxide onto
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the iron oxide single crystal using the hot-filament metal oxide deposition technique
(HFMOD). The surface structures of molybdenum oxide films deposited on iron oxide
single crystal were characterised via a traditional surface science approach using UHV

conditions including LEED, XPS, ISS, and STM.

1.9. Thesis synopsis

An overview of this thesis is presented as follows. This thesis starts with a general
introduction of heterogeneous catalysis and explains the connection between catalysis and
surface science. Then it introduces the concept of the active site, the catalytic oxidation of
methanol, the heterogeneous catalysis by iron molybdate catalyst, and literature review of

iron molybdate.

Chapter 2 describes the experimental equipment employed in this work, to the
whole experimental set up and the working of the apparatus, and as well the preparation
and characterisation of the iron oxide-supported molybdenum oxide catalysts deposited
on iron oxide single crystal substrates. Also discussed is detailed information about the

XPS, LEED, ISS, and STM which are the tools used in this research.

In Chapter 3, an analysis of the data and the experimental results for the study of
the surface morphology of the iron oxide single crystal are presented. Also presented are
the different crystallographic structures of the iron oxides i.e. FeO (wiistite), Fe;O4
(magnetite), a-Fe,O3 (hematite), and y-Fe,O; (maghemite). Furthermore, the interaction

of the crystal surface with gaseous methanol is discussed in this chapter.

Chapter 4 describes the synthesis and characterisation of the epitaxial
molybdenum oxide films with different loadings using XPS, LEED, ISS, and STM
measurements. Molybdenum oxide could easily be created by hot-filament metal oxide

deposition technique. The interaction of molybdenum oxide with clean iron oxide surface
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which depends on the annealing temperature is also presented in this chapter. In the end,
the most important results of this work are summarised in Chapter 5, overall conclusion

are drawn and some indications of future research directions in this subject are given.
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Chapter 11

Experimental

2.1. Introduction

The experiments which are described in this thesis were performed mainly in an
ultra-high vacuum (UHV) system. This UHV system, a customised Omicron
Multiprobe® (Omicron nanotechnology GmbH., UK), is a multi-technique surface
science UHV system. Initially, a general description of the UHV system is given in this

chapter, after which several specific items are treated in more detail.

2.2. Multi-technique UHV system: Multiprobe®
2.2.1. General description

There are some great advantages of using UHV to investigate model supported
catalysts. First of all, it allows for the preparation of very well-defined sample surfaces
for study and it provides a means to maintain the surface clean for a prolonged period of
time. UHV is also required for many of the standard surface science techniques. The
customised Omicron Multiprobe® is shown in Figures 2.1 and 2.2.

The Multiprobe® consists of three parts, which are separated by valves: a sample
preparation chamber equipped with a scanning tunnelling microscope (STM/AFM) for
use at the room temperature and a fast entry lock chamber (FEL chamber), a central
chamber and an analysis chamber equipped with a retarding field analyzer for low energy
electron diffraction (LEED), ISE 100 fine focus ion source for ion scattering spectroscopy

(ISS), DAR 400 X-ray source and EA 125 hemispherical analyser for X-ray
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photoelectron spectroscopy (XPS), and a quadrupole mass spectrometer (QMS) for
analysing residual gases during the experiments. New substrates can be added or changed
without breaking the vacuum of the system. Also new tips in the microscope can be
introduced or changed while the vacuum in the system is maintained. The system is
pumped by three 240 1/s turbo molecular pumps, a rotary pump, four titanium sublimation

pumps and four getter ion pumps.

Figure 2.1. Multi-technique UHV system - the customised Omicron Multiprobe®.
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Figure 2.2. Schematic view of the system. (1) Analysis chamber, (2) sample manipulator,
(3) hemispherical analyzer with a detector assembly consisting of seven channeltrons, (4)
X-ray source, (5) LEED optics, (¢ ) ion pump with a titanium sublimation pump (TSP),
(7) Preparation chamber, (s ) sputter gun, (9) magprobe (10) Special fast entry lock, (11)

VT-STM chamber, (12) wobble stick, (13) evaporator.

2.2.1.1. Fastentry lock chamber (FEL chamber)
The fast entry lock (see in Figure 2.2) is pumped by a turbo molecular pump. The

FEL chamber is separated from the preparation chamber by a gate valve. Valves between
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the FEL chamber and the turbo molecular pump are used if the continuous pumping is
undesirable. Samples and tips can be introduced into the system without breaking the

UHYV conditions by use of the FEL chamber.

2.2.1.2. Sample transfer system and preparation chamber

The magnetic probe (see in Figure 2.2) is a device used to transfer the sample
holder from the preparation chamber (see in Figure 2.2) to the other chambers of the
system. The sample mounted to the magnetically coupled probe is moved towards the
manipulator. In the adjusted manipulator position, the magnetically coupled probe is
gently pushed further in until the sample plate slides underneath the clamps of the
manipulator head. Afterwards the sample plate is released by rotating the magnet half a
revolution and then the magnetic probe is retracted back.

Besides the magnetic probe, the preparation chamber contains facilities for sample
cleaning and physical vapour deposition. The chamber is pumped by a turbo molecular
pump. The base pressure of the chamber is about 1x10® mbar. The sample holder can be
heated with either a resistive heater for annealing samples to 900 K or an electron-beam

heater for annealing samples to temperatures reaching 1500 K.

2.2.1.3. Analysis chamber
The spherical shaped analysis chamber (see in Figure 2.2) consists of several ports

for instruments, windows, and other accessories such as manipulator. The analysis
chamber is integrated into the centre chamber via a gate valve. The chamber is pumped
by a turbo molecular pump and an ion pump with an integrated filament assembly for
TSP. For pressure monitoring, an ion gauge is attached as in the other main chambers.
The base pressure of the analysis chamber is about 1x10” mbar.

The XPS system includes a dual anode (Mg Ka and Al Ka) X-ray source and a

hemispherical electron energy analyser with a seven channeltron detector for fast data
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acquisition. The analyser can be operated in constant analyser energy (CAE) or constant
retard ratio (CRR) mode, and it is computer controlled by the Omicron EIS data
acquisition software (version 2.2.5). The manipulator in the analysis chamber allows
sample traﬁslation with x, y, z, and 0 degrees of freedom, enabling sample positioning for
XPS, ISS, depth profiling, and angle resolved measurements. This chamber is also
equipped with an Omicron rear view LEED optics mounted horizontally onto a 200 mm

flange.

2.2.1.4. STM chamber

The STM chamber is attached onto the preparation chamber via a gate valve. An
ion pump with TSP is connected at the bottom of the chamber. Sample holders and tip
transfer holders are delivered to the tip/sample carousel by a wobble stick. The base

pressure of the chamber is below 1x 10”° mbar.

2.2.1.5. Gas handling

The gases used in these experiments were scientific grade oxygen, helium and
argon of 99.999% purity. Methanol (Lab. reagent grade, 99.5% purity) used in this study
was from a commercial source (Fisher Scientific) and was firstly purified by repeated
freeze-pump thaw cycles. All gas lines are bakeable and continuously pumped by a rotary
pump. Gas lines are constructed from 6 mm steel tube with Swagelok® connections and
their lengths are kept as short as possible. All metal leak valves are used for gas dosing

into the various chambers.

2.2.1.6. Bakeout procedure

The complete system can be baked using heaters and bakeout panels which
enclose the vacuum system. A typical bakeout takes a minimum of 18 hours at a
temperature of 125°C. This results in a base pressure of 1x10™ mbar in all the chambers.
The gas lines can be baked out separately with heater tapes. The residual gas composition
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is monitored constantly, especially after the bakeout, by the QMS located at both the

analysis chamber and preparation chamber.

2.2.2, Sample preparation and characterisation

The experiments were performed in the Multi-technique UHV system (or
Mulitprobe®) described above. The based pressure of the system is approximately 1x 10°
mbar. The sample was attached to a stainless steel sample plate with tantalum foil, and
mounted on a transferring arm before its introduction into the preparation chamber via the
FEL chamber.

After its introduction into the UHV vessel, the clean surface is prepared. In this
work, two different samples were used, iron oxide and silver. The surface cleaning

procedure for each sample is presented below.

2.2.2.1. Iron oxide single crystal preparation

The sample used in this study is monocrystalline Fe,O3 (the nature of this crystal
is described in Chapter 3). The 1 cm x 1 cm x 2 mm thick Fe,Os crystal (Pi-Kem Ltd.,
(1001) orientation) was sliced from a naturally occurring single crystal, mechanically
polished to a mirror finish, and then mounted on a manipulator in the UHV system with a

base pressure of 110 mbar.

The sample was prepared by repeated cycles of sputtering with 600 eV Ar" ions at
room temperature for 30 minutes and subsequent annealing to 873 K in 1x10”7 mbar
oxygen for 30 minutes. The sample is heated through a resistive heater using a tungsten
filament positioned behind it. A thermocouple located at the heater gives an indication of
the sample plate temperature. During annealing, the chamber was backfilled with oxygen,

the oxygen pressure being maintained during the cooling of the sample. Following
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cleaning, XPS showed no contamination, and LEED showed a sharp, hexagonal LEED

pattern and a regular step-terrace structure in STM images.

2.2.2.2. Ag (111) preparation

The clean Ag(111) was prepared by cycles of argon ion sputtering (600 e¢V) at
room temperature, followed by annealing at a temperature of 723K for 30 minutes. This
procedure was repeated until no contaminants such as carbon, oxygen, sulphur, or

chlorine were detectable using XPS.

2.2.2.3. Sample characterisation

After preparation, the samples were characterized by means of XPS, ISS, LEED,
and STM. The results of these measurements will be presented in the following chapters.
All STM measurements were performed in constant current mode at room temperature.
Tips were made from electrochemically etched tungsten wire (Goodfellow, 99.95%).

The LEED measurements were performed at room temperature. XPS analysis was
done at room temperature usually using the Ka X-ray line of aluminium. The ISS
experiments were carried out at room temperature by using *He" ions having an incident
kinetic energy of 1 keV. The energy distribution of *He" ions backscattered at the surface

is measured.

2.2.3. Metal oxide deposition
Metal oxide films may be prepared by a number of means. The experiments here

concern the deposition of molybdenum oxide. Thin films of this material can be obtained

(1,2] [3-11]

by various different techniques such as thermal evaporation ‘" “, sputtering , vacuum

[12-14] [15, 16]

evaporation , plasma-enhanced chemical vapour deposition , atmospheric

[17, 18]

pressure chemical vapour deposition , and sol-gel [19-22].
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Mo Filament

Substrate
Thermocouple
Sample Holder /
Heater
Figure 23. Schematic representation of the experimental arrangement inside the

chamber. The filament was made of 0.25-mm-diameter molybdenum wire, shaped into a
nineteen-turn coil of 3.5-mm diameter and 20 mm length; filament-to-substrate

separation: 80 mm.

Recently, a new deposition method called hot-filament metal oxide deposition
(HFMOD)f23] has been used to obtain films of metal oxide such as tungsten oxide [24,25),
molybdenum oxide /232-| and vanadium oxide [X. The details of this technique used in
these experiments are described below.

Thin film deposition took place in the preparation chamber equipped with a four
point electrical feedthrough and pumped by a turbo molecular pump. Two points of the
feedthrough were extended with molybdenum wires (Goodfellow Metals, 99.95%). The
other two points of the feedthrough were used to support a shield around the filament.
The deposition system is shown schematically in Figure 2.3. A molybdenum filament was
resistively heated by a dc current of 2-10 A from a laboratory dc power supply, with the
current displayed by an ammeter. Oxygen is introduced into the chamber via a metal leak
valve. The pressure is measured using a thermo-ionic ion gauge located in the chamber.
The distance between the sample and molybdenum source is kept as close as possible (5-
10 cm). The films are obtained from the vaporisation of oxides formed on the filament

surface.
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2.3. Surface science techniques
A number of techniques that give information about the structure of a surface, its
chemical composition, and the oxidation states have been used in the investigation. These

techniques are described briefly in this chapter.

2.3.1. Low energy electron diffraction (LEED)

2.3.1.1. Introduction

Low energy electron diffraction (LEED) is one of the most widely used surface
techniques, based on the physical principle of wave-particle duality for the determination
of surface structures.

261 reported the observation of the angular

In 1921 Davisson and Germer
distributions of electrons backscattered from a polycrystalline nickel sample and
explained their experimental data in terms of the electron diffraction from the Ni crystal.
Despite these early beginnings, however, LEED was not developed further until about
1960 when the development of UHV technology prompted widespread interest in use of

LEED s the surface structural probe.

2.3.1.2. Surface diffraction

The de Broglie wavelength of a particle is given by
A== 2.1

where A is Planck’s constant, m is the mass of the particle, and E is the energy of the

particle. Considering electrons, the wavelength (in Angstroms) is related to their energy £

150.4
A= fE(eV) (2.2)
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Figure 2.4. The universal curve of electron mean free path as a function of energy 271

Low-energy electrons (around 200 eV) are surface sensitive since the penetration
depth into the solid is of the order of a few tens of Angstrom as illustrated by the data in
Figure 2.4. The mean free path of electrons in the solid is only dependent on the energy of
the electrons. Electrons with energies between about 20 and 500 eV interact strongly with
matter and their mean free path is in the range of 5-10 A. Hence LEED is considered to
be a surface structural probe.

The diffraction effects can be explained by considering Figure 2.5. In case of an
incident beam scattered off a one-dimensional array, constructive interference occurs if
scattered electrons from adjacent atoms differ only by an integer number of the
wavelength X If an incident beam strikes the surface with an incident angle 6o, scattered
beams interfere constructively at an angle 6nas shown in Figure 2.5. The Bragg equation
1s modified to

nX = a(sin On - sin 00 (2.3)
where a is the interatomic distance and # is an integer denoting the diffraction order. The
wavelength X of electrons is given by equation (2.2). This is normally called the Laue
condition. Periodic lattice points arise from parallel rows of scatters and can be defined
by the two-dimensional Miller indices /A k7 of rows. Therefore, Equation (2.3) can be
rewritten as:
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Figure 2.5. Diffraction from a one-dimensional array (281,

nA =a,,(sind, —siné,) (2.4)
Usually normal incidence of the primary electrons is used in LEED experiments (6 = 0),

then Equation (2.4) is more conveniently expressed:

sing, =4 (2.5)

Ay

2.3.1.3. Instrumentation

The experimental apparatus for viewing the diffracted spots is shown
schematically in Figure 2.6. The electron gun produces focussed electrons with kinetic
energy of 20-500 eV. These electrons are collimates by a lens system and finally leave the
drift tube with the desired energy. After passing the drift tube of the electron gun, the
electrons strike the sample surface where they are coherently scattered by the regular
arrangement of surface atoms. The backscattered electrons are of two types; elastically
scattered electrons which are used in the diffraction experiment, and inelastically
scattered electrons which are not required. The scattered electrons pass a series of
hemispherical concentric grid. The first grid is at the potential of the crystal, and the

second grid is a repelling grid that allows only elastically scattered electrons to pass.
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Afterwards these electrons are accelerated by a positive potential toward a fluorescent
screen on which the diffraction pattern is exhibited. The LEED pattern can then be
recorded with a video camera and displayed on a monitor. Figure 2.7 shows the LEED

optics assembly produced by Omicron which is used in this work.

2.3.1.4. LEED interpretation

In two-dimensional space, the two-dimensional reciprocal space can be described

in terms of two basis vectors of the reciprocal unit mesh. The basis vectors a, and a,
represent the surface two-dimensional unit cell, and the basis vectors space lattice @, and

a, describe the reciprocal space. The relationship between the basis vectors in reciprocal

and real space are defined by

a5 =6 (2.6)
where i,j = 1 or 2, and & is the Kronecker delta function, where ; =0if i #j,and §;=1
if i = j. In other words, @, L a,, a, L a,. Introducing y and y", the enclosed angles
between (&, and &, ) and (&, and 4, ), respectively, we have

1

| == 2.7)
|a,|sin y
. 1
ay| = — (2.8)
| 2‘ |a,|siny
siny =siny’ (2.9
This is explained in Figure 2.8.
The area A of the elementary cell of the real lattice is given by
A=aa,siny =|a, xa,| (2.10)
The corresponding relation for the reciprocal lattice is defined:
4" =a,‘a;siny'=,a,‘xa‘;]=1/,4 2.11)
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Figure 2.6. Schematic view ofthe LEED system XL

Figure 2.7. Omicron SpectralLEED system. The grids are clearly visible at the top and

the view-port is at the bottom. The magnetic shield has been removed.
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Figure 2.8. The relationship between a two-dimensional real lattice and its reciprocal

lattice 3%,

For ideal clean surfaces, the surface structure generates a rather simple diffraction
pattern, whereas a complex pattern may be obtained from an overlayer structure with a
rather large unit mesh and a number of domains. If a surface structure has lattice vectors

b, and b, overlaid on a substrate with lattice vectors &, and a,, then they can described

in terms of the substrate lattice vectors as follows:

b, = m,a, + m,a, (2.12)
b, = m,a, +m,,a, (2.13)

where the my; are four coefficients which form a matrix M determined from the observed

diffraction pattern.

X
I

[m“ m‘z] (2.14)

my my
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A similar relationship between reciprocal lattice vectors may be defined:

= * * .
b, =mya, +m,a,

b‘ £ % * _%
, =My a, +mya,

where

£ 3 *

. m, m,
M =[ . .
my,, my

It can be shown that M " is the inverse transposed matrix of M, which yields

1 .
m,. = -m
" detM B
| m
mypy =- 21
detM"
1 '
my; =— 12
detM”®
m,, = 1 m'
2 detMt "

The determinant of the matrix M " is obtained by cross multiplication.

* * £ * *
detM =m ,m,, —m,m,

(2.15)

(2.16)

2.17)

(2.18)

(2.19)

(2.20)

2.21)

(2.22)

This relationship allows the real lattice structure to be derived from the

corresponding reciprocal lattice. The determination of the unit cell of a surface structure

is demonstrated in the following example.

The diffraction pattern is shown in Figure 2.9(a). The open circles indicate the

arrangement of diffracted beam corresponding to a clean unreconstructed surface and the

“extra spots” caused by the adsorbed surface structure are marked differently. The

reciprocal lattice vectors b, and b, are related to the substrate vectors d, and d, as

follows:
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Figure 2.9. Analysis of a simple diffraction pattern. (a) reciprocal lattice (LEED pattern)

composed of substrate (normal) spots (0) and overlayer (extra) spots (x); (b) real lattice of

the substrate (0) and overlayer (x). The dashed line denotes the ¢(4x2) unit cell 7,

b’ =0.25a, -0.5a,
b, =0.25a, +0.5a,
from which
det M~ =(0.25)(0.5) - (0.25)-0.5) = 0.25

and
M= 1 0.5 -0.25 _ 2 -1
0.251-(-0.5) 0.25 2 1

So, in real space, the overlayer structure is described by the lattice vectors

as illustrated in Figure 2.9(b).

(2.23)

(2.29)

(2.25)

(2.26)

(2.27)

(2.28)
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In order to identify the overlayer pattern, the common nomenclature proposed by

Wood B is often used. The overlayer structure is expressed in terms of m = ‘51 / &ll and

n= 152 / 62| , and the angle between b, and b, is the same as that between &, and &,,

then the overlayer is said to be primitive and to have a p(mxn). If overlayer mesh
vectors are rotated through an angle a with respect to a, , the lattice may be described as
(mxn)Ra®. In addition, a letter ‘c’ must be added if the overlayer has a structure similar

to the p(2x2) with the addition of an extra lattice point at the centre of the square.

2.3.2. X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS), also known as Electron Spectroscopy
for Chemical Analysis (ESCA), is one of the most widely used techniques for
investigating the chemical composition of various material surfaces. It is generally
regarded that the analysis depth of the sample is in the 1 - 10 nm range.

The main strength of XPS lies in its ability not simply to supply qualitative
information but also to provide quantitative information on the chemical composition of
the sample surface and on the charge state of atoms. This technique is widely used as a
tool for characterisation of heterogeneous catalyst.

2.3.2.1. Principles of XPS

In XPS, the solid surface in a vacuum is irradiated with a monochromatic beam of
X-rays to produce photoelectrons by direct transfer of energy from the X-ray photons to
core-level electrons in the atom of the sample, as shown schematically in Figure 2.10.
This diagram illustrates the X-ray photon interacting with a core or valence electron with

binding energy Ej, causing the emission of photoelectron with kinetic energy:

E,=hv-E;-® (2.29)
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Figure 2.10. Photoemission process B2

where Ex is the kinetic energy of the emitted electron that is measured in the XPS
spectrometer, hv is the energy of the X-ray source (a known value), Ep is the binding
energy of the electron in the atom (a function of the type of atom and its environment),
and @ is the spectrometer work function.

The binding energy of an emitted photoelectron is equal to the energy difference
between the n-electron initial state atom and (n-1)-electron final (ionic) states. This is
written as:

E,(k)=E,(n-1)-E,(n) (2.30)
where E (n-1) is the final state energy and E,(n) is the initial state energy. If no

rearrangement of other electrons in the atom occurred during the photoemission process,

then the observed binding energy is simply equal to the negative orbital energy, — ¢, , of
the ejected electron. This approximation is called Koopmans’ theorem and is written as:

Ey(k)~—¢, 3D

The Hartree-Fock method is used to calculate the values of &, which are within

10-30 eV of the actual binding energy values. This approximation is certainly not correct

because other remaining electrons in the sample are not ‘frozen’. They may relax to

Page | 48



2: EXPERIMENTAL

minimise their total energy in the final state. Relaxation occurs for both electrons in the
atom (atomic relaxation) and those on neighbouﬁﬁg atoms (extra-atomic relaxation). In
addition to relaxation, the Hartree-Fock and Koopmans scheme also neglect electron
correlation and relativistic effects which usually both increase the core electron binding
energy. Hence, a more accurate expression of the binding energy is written as:

E (k) =—¢, — ¢, +0¢,, +08¢, (2.32)

relax

where d¢ o, and O, are corrections for the relaxation, differential correlation

relax °
and relativistic energies, respectively. Both the correlation and relativistic terms are

usually neglected because they are small.

Moreover, the energy of an electronic state is determined by angular momentum
coupling. This is known as ‘spin-orbit splitting’ which arises from a coupling between
magnetic field of the total spin (s) and the orbital angular momentum (/). In the ‘LS’

coupling scheme, the total angular momentum is given by j = }l + s]. For any state with

an orbital angular momentum / > 0, one unpaired electron is split into two different states
(ie. j, =1+%and j_ =1-"') with different energy. The splitting is often observable in
photoelectron spectra. The number of spin-orbit splitting levels, denoted degeneracy, at
each total angular momentum value is equal to (2 +1). The intensity ratio of these two
atomic ¥z states can to a first approximation be (2, +1)/(2j_ +1) i.e. 2.0 for p-subshells,

1.5 for d-subshells, 1.33 for f-subshells, and so on.

2.3.2.2. Initial state effects

As shown in Equation (2.30), both initial state and final state effects influence the
observed binding energy. The binding energy of electrons in the atom will change if the
energy of initial state is changed, for instance, by chemical bonding. The change in the

binding energy, AEg, is known as a chemical shift.
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The accurate binding energy of an electron will depend critically on the chemical
environment surrounding the atom. Changes in thfs give rise to small shifts in the peak
positions in the spectrum - the so called chemical shifis. In general, as the formal
oxidation state of an element increases, the binding energy of emitted photoelectrons
increases. Atoms of a higher positive oxidation state exhibit a higher binding energy
because of the coulombic interaction between core electrons and the nucleus. Figure 2.11
shows the example of chemical shift which is the Cls photoelectron spectrum of ethyl-
trifluoroacetate. In this molecule, four carbon atoms are located in four different chemical
environments resulting in four well resolved lines in the spectrum, corresponding to each

of the different carbon atoms.

2.3.2.3. Final state effects

From the above discussion, the electron rearrangements occurring during
photoemission affects the energy distribution of the emitted electrons in different ways.
There are several type of the “final state” effects which will be briefly provided below.

The relaxation energy for a given core level can be divided into two parts >3 j e
(intra-) atomic and extra-atomic contribution. An intra-atomic relaxation results from
rearrangement of outer-shell electrons in the free atom and an extra-atomic relaxation
arises from polarisation of free valence electron in a conducting material such as a metal,
leading to a screening charge which tends to neutralise the core hole and their magnitude
is of the order of 5 to 10 eV.

Mutltiplet splitting of a photoelectron may occur when unpaired electrons in the
valence band of the atom couple with any other unpaired electrons in the atom or
molecule, resulting in different spin distributions in the electrons of the band structure.
This causes different energies of states which produces the asymmetry in the

photoelectron spectrum.
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Figure 2.11. Cls photoelectron spectrum of ethyl-trifluoroacetate showing four

different lines due to the chemical shift 1%,
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Figure 2.12. XPS spectrum with shake-up and shake-off satellites [*%).
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Shake-up satellites occur when the outgoing electron excites a valence electron to
a higher-lying bound state. Shake-up features are‘observed as a characteristic satellite
structure on the high binding energy side of the main photoemission peak due to the
energy reduction of the outgoing photoelectron. Shake-up satellites arise from the
excitation of valence electron to higher energy level such as being the 2p spectra of the d-
band metals and bonding to anti-bonding transitions of the @ or ¢ molecular orbital
transitions in aromatic organics. Occasionally, the valence electron is ejected completely
from the atom, such double ionisation occurrence is denoted a “shake-off” process.
Shake-off events usually show up as either very broad structures within the large
background of inelastic secondary electrons or as low-energy tails on the photoelectron
peaks. Figure 2.12 represents such final state effects. The peak with lowest binding
energy corresponds to the ground state of ion and peaks of shake-up and shake-off

satellites appear at higher binding energy.

Sitt carrier

Detector

\ gl ; ,
Electron gun gl i Electronics g

Specimen Lens aperture

Figure 2.13. Schematic of a photoelectron spectrometer 7).
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2.3.2.4. Instrumentation for XPS

A schematic drawing of a typical commércial photoelectron spectrometer is
illustrated in Figure 2.13. The primary components that make up the XPS instrument are
X-ray source, electron energy analyser, and detector system, all contained within an UHV

system.

(a) X-ray source

XPS data in these experiments were obtained by using an X-ray tube in which a
switchable dual anode, with Al Ka (hv = 1486.6 ¢V) and Mg Ka (Av = 1253.6 eV) is held
at a high voltage (12-20 keV). A thin aluminium foil (~20 pm thick) window separates
the X-ray source from the sample and will minimise the flux of electrons, high energetic
electrons, Bremsstrahlung, and also eliminates contamination of the sample by the X-ray
source. Figure 2.14 is a schematic representation of a dual anode X-ray source, DAR 400,

produced by Omicron.

(b) Electron energy analyser

The EA 125 spectrometer (see in Figure 2.15) used in these experiments consists
of multi-element electrostatic lens to collect emitted electrons from the sample and focus
them on the entrance of the hemispherical energy analyser, a set of slits at the entrance to
the energy analyser, a hemispherical energy analyser with 125 mm mean radius, a set of
slits at the exit of the energy analyser, and a detector which is described below.

The EA 125 energy analyser comprises two concentric hemispherical sectors. The
ejected electrons are retarded immediately before entering the hemispheres. From here,
the emitted electrons pass through the spherically symmetric field that is created between
two hemispherical electrodes. The electron energy analyser disperses the photoelectrons

according to their kinetic energy and then measures their flux of a particular energy.
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Figure 2.14. A schematic diagram of DAR 400 X-ray source 1381
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Figure 2.15. EA 125 hemispherical analyser major component %!,
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(c) Detector system

The channel electron multiplier (Channeltron®) in an array of seven is employed
for detection of the energy-selected electrons and is placed across the exit plane of the
analyser. Electrons entering the Channeltron® detector generate secondary electrons.
They strike the Channeltron® wall, producing further secondary electrons until, at the
output end a pulse of 107 to 10s electrons emerges. Small current pulse (10«16 to 1013 A)
of electrons passes into the preamplifier. From here, the electron pulse is converted to the
signal which is passed onto a pulse counter to produce a spectrum of emission intensity
versus electron binding energy.

For each and every atom or molecule, there will be a characteristic binding energy
associated with each core atomic orbital i.e. each atom will give rise to a characteristic set
of peaks in the XPS spectrum at kinetic energies determined by the photon energy and the

respective binding energies.
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Figure 2.16. XPS survey spectrum of Fe3Ca(1 11) surface (see Chapter 3).
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The XPS survey spectrum of the iron oxide surface obtained using Al Ka X-ray
(1486.6 eV) is illustrated on Figure 2.16. In XPS spectra, each peak having certain
quantised energy is designated according to the level from which it is ejected. The

commonly used nomenclature is designated as nL , (n= principle quantum number, L =s,

p,d, f, ... corresponding to / =0, 1, 2, 3, ..., and j = total angular momentum).

The Auger peaks are designated as three letters indicative of (i) the shell level of
the initial core hole created, (ii) the shell level from which the electron drops to fill the
hole, and (iii) the shell level from which the electron is ejected. The shell derives its name
from n accordingto K, L, M, N, ... forn =1, 2, 3, 4, ... A subscript further indicates the
subshell. The number starts at 1 for the lowest (/, j) state and continues in unit steps up
to the highest (/, j) state. Thus the shell corresponding to / = 2 has levels L;, L,, and L;
corresponding to 2s, 2pin, and 2psp.

Certainly, XPS is a surface analysis technique because the photoelectrons emitted
can only travel in a few nanometers in the sample. The average distance travelled by an
electron without energy loss is called the ‘mean free path, A and this will be discussed in
more detail below.

2.3.2.5. Qualitative analysis

Elemental identification of sample constituents is the first step to be taken in
characterising the surface chemistry of the sample under investigation. It can be
performed by combining the information in the survey, or wide scan, spectra with the
binding energy of the photoelectron peaks.

The chemical nature of the atoms making up the surface can be directly accessible
from an XPS spectrum. With assignment of binding energy of main peaks, elemental
abundance on the surface can be identified. Figure 2.16 shows a XPS survey spectrum

obtained from the iron oxide single crystal using Al K, x-radiation (hv = 1486.6 eV).

Page | 56



2: EXPERIMENTAL

This spectrum comprises the various peaks with different binding energies which can be
identified and designated as shown in Table 2.1 and Table 2.2. As expected, the binding

energy of Fe2p tends to increase with the degree of oxidation.

Table 2.1. XPS and Auger Peaks observed in the iron oxide substrate together with their

photoionisation cross-sections towards Al Ko X-ray (1486.6 €V) (0]
Element  Level B.E. Cross Section *!! Auger Peak K.E.
(eV) (Relative) €eV)
C 1s 285 1.00 | Q'AY 1223
o 1s 531 2.93 KLL 978
Fe 3p 53 1.67 LMM 784
3s 92 0.75 LMM 839
2p3n 707 10.82 LMM 888
2p1n 720 5.60
2s 845 4.57

Table 2.2. The influence of the chemical environment on the binding energy of the Fe

2p electrons 140

Fe chemical environment Binding energy (eV)
Metal Fe 706.5 to 707.5
FeO 709.0 to 710.0
Fe,04 710.5t0 711.0
FeOOH 711.0 to 712.0
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2.3.2.6. _Quantitative analysis
(a) Surface concentration

The area below a photoelectron peak is related to the amount of material present
which is prbportional to the number of atoms in the detected volume. So, by integrating
the peak area and correcting them for the suitable instrumental factors, the surface
concentration of each element detected can be determined. The equation used for
determining the intensity /; of an element i is given by (42]

I, =kT(E)o,L(y) In,(z) exp[—z/ A(E ;)cos 8dz] (2.33)

where k is the instrumental constant such as analyser transmission and detector efficiency,

T(E,,) is the spectrometer transmission, o, is the photo-ionisation cross section, L,(y)
is the angular asymmetry factor of the photoelectron with respect to the angle y between
the direction of incidence and of detection, »,(z) is the density of atoms i at a distance z
below the surface, A(E ;) is the mean free path of an excited electron with kinetic
energy E,,, and @ is the angle between the surface normal and the collection axis of

electrons.
The density of atoms i, n;, in Equation (2.33) is the unknown quantity. Once it is
known for each atom present in the XPS spectrum, the atomic percentages can be

calculated as
%n, =100(n, /Y n,) (2.34)
where %n; is the atomic percent of atom i. Atomic ratios (n,/n;) can also be calculated. If
the sample is homogeneous, then Equation (2.33) simplifies to
I, =kT(E,)o,L,(y)nA(Ey )cosb (2.35)

The spectrometer transmission function includes the efficiency of the collection

lens, the analyser, and the detector. Most spectrometers are operated in the constant-pass
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energy mode. Thus the transmissibn function is only dependent on the kinetic energy of
photoelectrons. The transmission function of instruments is normally provided by the

manufacturer. For the Multiprobe®, the transmission factor, T(E, ), of the EA 125
energy analyser is proportional to 1/ E, ; for CAE scan mode. The intensity of an XPS

peak can thus be written as

| _ ko Lm MEy, yeos6
. E,

(2.36)

From Equation (2.36), the relative concentration of absorbate 4 and substrate S
becomes

ny _ Ex ,_144__. osLs(7) . As(Eg 5)c0s6

ng EK,S Iy oL,(y) H’A(EK,A)COSO

(2.37)

where n,/n; is the relative concentration of absorbate 4 and substrate S, E, ,/E, ; is
the kinetic energy of absorbate A and substrate S, [,/ is the relative intensity
(integrated peak area) observed in the XPS measurements, and o and L(y) have already
been defined. o L;(¥) and o,L,(¥) can be determined by calculations as discussed
later. A((E )cos@/A,(E, ,)cos@ is the ratio of mean free paths for electrons coming

from absorbate 4 and substrate S.

In order to determine the surface coverages of adsorbates, Equation (2.37) can be

rewritten and lead to the Carley-Roberts equation 1,

¢ - A I, —_— (238)
g EK,S Iy p, M

where
H,=0,L(y) (2.39)

and ng = Npg /M (2.40)
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where ¢, is the surface coverages of absorbate 4, u is the modified photoelectron cross

section given by Equation (2.39), N is the Avogadro’s number, As is the escape depth of
photoelectrons through a substrate S, M is the molar mass of the substrate S, and px is the
substrate density. This equation assumes that the adsorbate is non-attenuating and the
surface coverages less than a monolayer.

Since many of these parameters will be constant for a particular absorbate,

substrate and spectrometer, Equation 2.38 can be simplified as
g, =K =~ (2.41)

where

E,, M5 NpsAgcosf
EK,S H, M

K=

(2.42)

Some calculations and values for K appropriate for the adsorbate atoms used in
these experiments are described in appendix A. This expression is used for the calculation
of surface coverages less than a monolayer. In the calculation of surface coverages greater
than a monolayer, the scattering effect of the adsorbate must be considered.

(b) Ionisation cross section

The values of photoionisation cross section, o,, have been calculated and
published by Scofield *" and are often used in XPS. Figure 2.17 shows the general

behaviour of calculated cross sections, o, , versus the atomic number.

Since the electron spectrometer is usually operated at a constant pass energy, the
detector efficiency will be constant and can be ignored.

For unpolarised X-rays, the angular asymmetry factor, L, (¥), is given by !

L(»)= [1 —%G—cc’s—zy—ﬁ} (2.43)
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Figure 2.17. Calculated cross sections, £/, for Al Ka radiation relative to the Cls cross

section. From Scofield /4
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Figure 2.18. Calculated values of asymmetry parameter,/?,,, as a function of atomic

number for Al Ka (1486.6 eV) X-rays incident on atoms. From Reilman et al. /4
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Figure 2.18 shows a plot of the calculated asymmetry value, B, , for various subshells as a

function of atomic number [*°).

(c) Mean free path of the electrons

The mean free path of the electrons depends on the kinetic energy of the electron
and on the nature of the sample. The “universal curve” as shown in Figure 2.19 gives the
mean free path as a function of the electron kinetic energy ranging from 20 to 1500 eV.

The inelastic mean free path, IMFP or A, of the substrate is calculated using the
QUASES-IMFP-TPP2M software version 2.2. This software calculated from the Tanuma,
Powell, and Penn TPP2M formula “® 47! is freeware and can be downloaded from
http://www.quases.com. This formula is based on the Bethe equation for inelastic electron

scattering in matter and is given as

E
 {ELBW(E)-(C/E)+(D/E»)}

(2.44)

1000 __\\‘ Elements
—_ 3 \
e '\
P e :
S
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o] 100t \eo
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£ np e
g
& 10} R d"r“.;?/
[ : ]
o s ", 3
2 [ «;’t{"'/
1_ .?nt.
2t I WLy | P WY 1...1 3t a2zl A
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Kinetic energy of the electrons (eV)

Figure 2.19. Dependence of the mean free path on kinetic energy of the electrons. From

Briggs and Seah 1*®!.
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where E is the energy of electron (in eV), E, = 28.8(N,p/M)"? is the free electron

plasmon energy (in eV), p is the density of the analysed material (in g.cm'3), N, is the
number of valence electrons per atom (for elements) or molecule (for compounds), and M
is the atomic or molecular weight. The terms of B, v, C, and D were defined in terms of
material parameters derive from the fits to calculated IMFP for 27 elements and 14

organic compounds. (see Appendix C for the detailed study of the IMFP calculation).

(@) The thickness of a thin overlayer
The intensity of photoemitted electrons (/) as a function of depth (d) is described

by the Beer-Lambert equation:

d
I=1,exp|— 245
° p{ lcos&} (245)

where I is the intensity from an infinitely thick, clean substrate and @ is the angle

between the surface normal and the direction of electron detection. As illustrated in

Figure 2.20, the electron signal decays exponentially as a function of depth.

\ electron s:ignal
x-ray photons / (1000 eV)

(ro)

£ Ia= Ioexp(-d/)\ cosf)

Figure 2.20. Intensity of the photoemission as a function of depth 1*2!,
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This simple expression can be applied to estimate the magnitude of a thin
overlayer attenuating the XPS signal from a substrate. If 4 forms a thin overlayer of

thickness d on the substrate S, the intensity from substrate S, /s, is then given by

d
I.=1 - 2.46
§oTes exp( Ag cos&} (246)
and that from overlayer 4, 14, by
I,=1,,1-expl — d 2.47)
4T P72 , cos@ '

Dividing Equation (2.47) by Equation (2.46)

l—exp(— )
_IA.IO,S _ )'A cos@ (2 48)
Is Toq [ d

150059

If 1,~ A, ie. if two peaks at similar binding energies are considered. The

overlayer thickness d can now written as

I,
d=A4,cos an[l + L‘——Q—} (2.49)

1 S %0,4
where I,, and I, are the intensity recorded for the pure element 4 and substrate S,
respectively.
2.3.3. Scanning tunnelling microscopy (STM)

2.3.3.1. Introduction

Scanning tunnelling microscopy (STM) is one kind of scanning probe microscopy
(SPM) and is one of the most recently developed techniques for studying surface
structure. It was invented by Binnig and Rohrer in the early 1980s, for which they were
awarded the Nobel Prize for Physics in 1986 M. The development of the scanning

tunnelling microscope has proven to be the most important event in the surface science

Page | 64



2: EXPERIMENTAL

field. STM is an effective tool for the investigation of surface structure on the Angstrom
scale.

The principle is very simple. A sharp metal tip is brought extremely close (~0.5-1
nm) to a conducting surface. A potential difference is then applied across the tip and the
surface and a tunnelling current will flow between tip and surface. By measuring the
potential and/or the current as the tip is scanned across the surface, an image of the

surface topography is obtained.

2.3.3.2. Basic principles

According to the classical laws, electrons are particles with a specific location and
velocity and they cannot travel outside the material of which they are a part due to the
energy barrier at the edge of the material. This barrier can be overcome by applying
sufficient energy and the electrons can then be drawn out of the surface. The amount of
energy required to move an electron from the highest filled level in the metal, called the

Fermi level, to the infinite point, called the vacuum level, is called the work function ¢ of

the surface which is given by
¢=E,  —-E, (2.50)

where E,, is the potential energy of electrons in the vacuum and Er is the Fermi energy.

The value of the work function depends on the materials.

In quantum mechanics, the electron is treated not as a particle, but rather a wave.
The wave function of an electron decays exponentially with the distance inside the
barrier. When an electron is incident upon a vacuum barrier and the electron’s kinetic
energy is less than its potential energy, so the electron can tunnel through a finite
potential barrier and appear on the other side of the barrier close to the surface. Figure

2.21 shows the finite probability that the electron may be found outside the barrier.
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Figure 2.21. Quantum-mechanical treatment of an electron. The electron is found
outside the material with some probability. The probability falls exponentially to near

zero within a few nanometers at the material surface (501,

As an atomically sharp metallic tip and a conducting sample are brought
sufficiently close together (on the order of 1 nanometer), the electron wave functions
between the tip and the sample overlap and tunnelling can occur. The electron wave

function at the Fermi level has a characteristic exponential inverse length « given by

= Y29 2.51)

n
where m is the electron mass, ¢ is the work function or the height of the local tunnelling
barrier, and 1 is Planck’s constant divided by 2z. When a small potential V is placed
across the tip-sample junction, the overlap of the electron wave function permits quantum
mechanical tunnelling and a tunnelling current / will flow across the vacuum gap as
shown in Figure 2.22. This current decays exponentially with the gap between the tip and
the sample, called tunnelling gap, as

I=1,(V)exp(-2xd) (2.52)
where d is the distance between the tip and the surface. The tunnelling current is very
sensitive to the distance between the tip and the surface. If the distance changed by an
amount equal to the diameter of a single atom, the tunnelling current would change by a

factor of as much as 1000.
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Figure 2.22. Energy diagram representing tunnelling of electron '

Control voltages for piezotube

o Tunneling Distance control
i current amplifier  and scanning unit

-j- Tunneling
1 voltage

Data processing
and display

Figure 2.23. Schematic diagram ofthe STM £51I.

2.3.3.3. Instrument for STM
The STM comprises of the scanner, the vibration isolation system, the control
circuitry and the computer. A schematic of the STM is shown in Figure 2.23. The

operation of these components is discussed below.

Page| 67



2: EXPERIMENTAL

(a) Scanner assembly

In the Variable Temperature STM (VT SPM) developed by Omicron, the STM
scanner is a piezo single tube scanner (see Figure 2.24) which are made of piezoelectric
material such as quartz (SiC>») and lead zirconate titanate (PZT). Piezoelectric materials
generate the electric potential when stressed along a primary axis. Conversely, they will
produce a mechanical stress when an electric field is applied.

The design of a typical tube scanner is illustrated in Figure 2.24. The inner and
outer surfaces of the piezo scanner are coated with thin metal electrodes. The outer
surfaces are separated into four equal sectors of 90 degrees which are electrically isolated
from each other. The inner electrode is then used for the vertical displacement, and the
opposing pairs of outer electrodes are used for the lateral movement. In this geometry, the
lateral movement (see Figure 2.25a) is achieved by applying the opposite voltages
between pairs of opposing outer electrodes which results in one side ofthe tube to expand
and the other to contract. These electrodes are called -y, -x, +y, and +x. The vertical
movement (see Figure 2.25b) is controlled by applying the voltages between inner and

outer electrodes which causes the tube to either expand or contract.

Piezoelectric
material
outer
electrode outer o
electrode. +y
Piezoelegtric
Y
oute outer
electrode. +x electrode, -x

Figure 2.24. Schematic illustration ofthe piezoelectric single tube scanners.
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While the tip is rastered back and forth across the surface, the tunnelling current is
monitored and fed into a feedback circuit that controls the voltage applied to the z-
piezoelectric element. Images are usually obtained in either of two modes, described in
the detail below. In the constant current mode, a fixed voltage is applied between the tip
and the sample while the feedback circuit adjusts the z-piezoelectric element to maintain
constant tunnelling current as the tip is scanned across the surface. A topographic image
of the surface is produced by monitoring the displacement of z-piezoelectric element
during scanning. In constant height mode, the z-position of the tip is fixed in space as the
tip is scanned across the sample with a constant tunnelling bias. An image of the surface
is formed by recording the tunnelling current varying with the tip-sample distance. The
sensitivity of a piezo scanner of the VT SPM is 9 nm per volt in the z direction with a

maximum lateral scan range ofup to 12 micrometers (pm).

tfJLt

fixed end

fixed end

(a) (b)
Figure 2.25. Schematic illustration of the operation of tube scanners. Voltages signals

applied to segments of the tube to induce various motions are also shown: lateral (a) and

vertical (b) motions.
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Figure 2.26. The measurement control windowI2l

The tip is placed on a tip holder attached magnetically to the top of the piezo

scanner, while the sample is pushed in horizontally from the front with the sample surface
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facing the tip upside down. The scanner is mounted on the three-axis linear piezo motor
which provides x, y and z coarse motion for the scanner. The scanner can be moved a
distance of several millimetres in 1 nm steps. Using the coarse motion drive (remote box),
the tip is coarsely moved towards the sample via the remote controlled movement of a
piezoelectrically driven slider carrying the single tube scanner with the tip. After coarse
positioning of the tip within a positioning range of 5 mm in front of the sample, the
approach of tip is completed automatically by the SCALA system. After a coarse
approach, the tip nearly reaches the surface and then the fine approach of tip is performed
by adjusting the position of the green bar of the z-meter in the ‘measurement control’
window (see Figure 2.26). The green bar is adjusted to a nearly central position between
yellow and red by switching “BACKWARD” and press “RETR” or “APPR” for
retracting or approaching, respectively.

(b) Vibration isolation

Noises and vibrations from any sources affect the proper operation of the STM.
The main sources of vibrations can be divided into three frequency regions. Vibrations in
the low-frequency (below 20 Hz) range come from the building vibration and the
resonances of system components. Medium-frequency (20-200 Hz) vibrations arise from
the mechanical vibrations from motors and unattenuated acoustic noise. The high-
frequency (200 Hz-1 kHz) range contains the resonances of the piezo elements.

For successful high-resolution STM images, the vibration isolation system is
essential. The VT SPM base plate is suspended by four soft springs. The resonance
frequency of the spring suspension system is about 2 Hz. Damping vibrations of the
suspension system can be achieved in UHV by using a nearly non-periodic eddy current
damping mechanism. For this, a ring of copper plates which come down between

permanent magnets is mounted on the STM stage.
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In order to enable tip or sample exchange or adjustment, the push-pull motion

drive (PPM) is used to lock the STM stage as shown in Figure 2.27.

support tubes for spring suspension

/ connector plate cryostat (CPC)

eddy current
damping stage

Figure 2.27. Side view of the VT-SPM &2,

2.3.3.4. Modes of STM operation

There are two basic operation modes of the STM such as constant-current mode

and constant-height mode as illustrated in Figure 2.28.
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(i) Constant current mode

In the constant current mode, the tip is scanned over the surface at a constant
potential. A feedback mechanism maintains a constant tunnelling current whilst a
constant potential difference is applied between the tip and the surface. Due to the
exponential dependence of the tunnelling current on the tunnelling gap, these conditions
require a constant tunnelling gap. When the tip is scanned across the surface of the
sample, the variation in the vertical tip position is adjusted to maintain the constant
tunnelling current. By applying the linear voltage ramp to the x and y piezoelectric
elements, the tip can be scanned laterally over the surface and the voltage signal from a
feedback circuit is directed to the z piezoelectric element. The image is then formed by
plotting the voltage applied to z piezoelectric element (tip height) versus the x, y
coordinates of the tip which is a set of constant charge density contours of the surface
below the tip. The disadvantage of this mode is that the measurement takes more time,

but it can measure the rough surface.

(a) (b)
Figure 2.28.  Schematic presentation of (a) the constant-current mode and (b) the
[50]

constant-height mode
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Figure 229. Schematic diagram oftunnelling spectroscopy {3

(ii) Constant height mode

The constant height mode is sometimes called current imaging. In this operation, a
tip can be scanned over the surface at the constant height and the constant applied voltage
while the variations in tunnelling current / occur due to the variation in topographic
structure with the tip-sample separation. This technique provides faster imaging of
atomically flat surfaces. If the surface is not smooth, the tip may collide with the surface
and be damaged. In this instance, the tip current / (tunnelling current) is plotted versus the
lateral tip position and the result provides contours of different charge density.

(Hi) Spectroscopy (STS)

Scanning tunnelling spectroscopy (STS) provides the information about the
surface electronic structure by probing the local density of states (LDOS) as a function of
energy. As shown in Equation (2.51) and (2.52), the dependence ofthe STM image upon
the voltage forms the basis for the spectroscopic information. Consider the schematic in
Figure 2.29, when the sample is positive with respect to the tip (positive sample bias), the

tunnelling current arises from electrons that tunnel from the occupied states ofthe tip into
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unoccupied states of the sample as in Figure 2.29(a). When the sample is negative relative
to the tip (negative sample bias), electrons tunnel from occupied states of the sample into
unoccupied states of the tip as illustrated in Figure 2.29(b). Most of the tunnelling current
arises from electrons close to the Fermi level of the negative-biased electrode due to
states with the highest energy having the longest decay lengths.

STS involves superimposing a small high-frequency sinusoidal modulation
voltage on a constant dc bias voltage between the sample and the tip and the component
of the tunnelling current is measured whilst maintaining a constant average tunnelling
current. The in-phase component with sample bias modulation gives dI/dV
simultaneously with the topography of the sample.

Another method introduced by Hamers, Tromp, and Demuth 5* involves the local
measurement of -V curves with the tip stationary at each position in the scan. This
technique is called current imaging tunnelling spectroscopy (CITS). Figure 2.30
schematically shows the I~V curves expected for conducting and semiconducting
materials. The I-V curves of the conducting materials are continuous at low biases, no

energy gap at the Fermi level as opposed to the situation in the semiconducting materials.

+! +1
vl b
c =
g s Eg
5 5 I~
x] 0 o 0 ]
- g
[~ [
2 2

-1 I

-V 0 +V -V (] +V

(a) Bias (b) Bias

Figure 2.30. The sample-tip junction I~V curve of conducting (a) and semiconducting

(b) in character 51,

Page | 75



2: EXPERIMENTAL

2.3.4. Ion scattering spectroscopy (ISS)

2.3.4.1. Introduction

Ion scattering techniques, in which the scattered primary ions are studied, may be
divided into two classes depending on the energy of the ion beam. Low energy ion
scattering (LEIS or ISS) includes the projectile energies of 0.5-10 keV and medium or
high energy ion scattering (MEIS or HEIS) ranges in energies from 100 keV up to several
MeV. The HEIS technique is best known in practice as Rutherford backscattering
spectroscopy (RBS).

ISS is one of the most useful surface analysis techniques, since it is an extremely

surface sensitive method which provides the atomic composition ofthe outer atomic layer

present on a sample surface.

Figure 2.31. Schematic illustration of ISS [S51.

2.3.4.2. Classical scattering theory

In ISS, the sample is bombarded with a beam of positively charged ions (helium,

neon or argon ions) with energies from 100 eV to about 2 keV. The incident ion beam is
directed onto the solid surface at an angle a relative to the surface normal, some of the

primary projectiles are backscattered into a solid angle dQ at a scattering angle 6 (i.e. the
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angle between the incident ion beam and the detected ion beam), and the energy
distribution of these ions is measured as shown in Figure 2.31.

i) Single collision model

Consider the classical hard-sphere collision between two masses M; and M,. The
trajectories for the elastic binary collision in the laboratory and in the centre-of-mass

(CM) system are illustrated in Figure 2.32. The projectile of mass M; has the energy

E, = —;—M ,u; and the target atom of mass M, is initially at rest. After the collision into
the scattering angle 6, the final energy E; of the primary particle is E, = %M v} and the

final energy £, of the target is E, = %M ,U; . From the conservation laws of energy and

momentum (parallel and perpendicular to the direction of incidence), the particle energies

can be written as

1 1 1
EMlug = —Z-Mluf + §M2u§ (2.53)
Mv, = M\v, cos8 + M,v, cos¢ (2.54)
0=Muv sinf-M,v,sing (2.55)
M, vy
My oI Y \e
- N
Vo 7 /g
My
V1 \\\\
a) b)

Figure 2.32. Single-scattering geometry for laboratory (a) and centre-of-mass system (b) ..
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Eliminating the velocity components of the recoiling target atom, i.e. recoil angle

¢ and recoil velocity v, , then the ratio of the primary particle velocities is given by

v, 1

L= \M,cos@ M 2—Mzsin2¢9} 2.56
Uy (Mn'*'Mz){ l \/ i ] ( )

In order to be convenient for comparison with the experimental data, consider the

ratio of the energy which can be written as

2
_E_l={M, cos@+ /M2 - M? sin29} 257

E, M +M,
The energy transfer only depends on the masses of the primary particle and the target and
the scattering angle 6. Only the positive sign applies to M, > M, and both positive and
negative are solutions if 1> M, /M, >sin8.

For 8 = 90° and 180°, Equation (2.57) for single scattering becomes particularly

simple:
£ _[M,-M, ) for 6= 90° (2.57a)
E, \M,+M,
E, (M,-MY
o Y (b B I for 6= 180° (2.57b)
E, M, +M,

In the centre-of-mass (CM) coordinate system as shown in Figure 2.32(b), a
similar general expression as in Equation (2.57) can be deduced. With the CM scattering

angle 6., the energy ratio becomes

E, 4M M,sin’0 /2
£ _aMM,sin 6. 2.58)
E, (M1+M2)

The transformation from the CM system (scattering angle 6,) to the laboratory
system with the scattering angle & for primary particles and ¢ for recoiled surface atoms

is given by
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_ M, sin@, (2.59)
(M, + M, cosb,)
sinf
tang = ——— 2.59a
/ (1-cos8,) ( )
Similarly, the corresponding expression for the recoiling target atom is
2
L _4MM,cos 4 for ¢ <90° (2.60)
E, (M +M,)

where E, is the energy of the recoiling target atom and ¢ is the scattering angle of the
recoiling target atom relative to the incident ion trajectory. The recoiling target atoms
may be scattered either into the bulk or into the vacuum depending on the impact point of
the primary ions. A typical ISS spectrum obtained by measuring the energy distribution of
the scattered ions leaving the sample is shown in Figure 2.33, the different surface species

corresponding to the scattered peak values of E; being labelled.

‘.-O
-
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Y
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Q
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Scattered ion energy (keV)

Figure 2.33. ‘Typical’ 1 keV He' ion scattering spectrum of a contaminated alloy

surface at a scattering angle of 90° 5%,
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Consequently, from Equation (2.57), an expression for the mass resolution 57 for

ISS in the single-scattering frame can be deduced. For M, > M, , it is given by

M, E 2MM, M, + M, sin® 6 —cos@|M? - M?sin’ 0 2.61)
AM, AE (M, +M,)| M? - M?sin® 6+ M, cosf,/M? - M?sin® 6

For the special case of 8 = 90°, the mass resolution reduced to

M, E 2MM,
AM, AE (M:-M})

(2.62)

With a constant relative energy resolution of the detector of E/AE = 100, the
best resolution is obtained for large scattering angles and about equal masses of primary
ion and target atoms (M, = M,).

ii) Interaction potentials and scattering cross section

In principle, surface elemental composition can be determined by measuring the
scattered particle intensity as a function of the energy at a given scattering angle. The
intensities of the scattered projectile, i.e. the probability for scattering into a certain
angular and energy interval, are normally given by a scattering cross-section o(8) which
depends on the interaction potential F(r).

At first for any potential there is a unique relation between the scattering angle 6,
(in the CM system) and the impact parameter p for any particular incident ion trajectory
(see Figure 2.32(b)). For the CM coordinate, the scattering angle 6. can be obtained by

considering the conservation of angular momentum, which is given by

pdr

0. =7r—2f
"min 2
r’ ’1—-%+?
r M

where E., =EM,/(M,+M,) is the relative energy in the CM system, 7, is the

(2.63)

distance of closest approach during the collision. Equation (2.63) shows the connection
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between the impact parameter p and the scattering angle 6, which is related to the
differential scattering cross-section do = 2z pdp . For the energy regime used in ISS, the
scattering potentials V(r) is usually taken to be the purely repulsive interaction between
the two positive point charges, Coulombic term (1/r), with some account of the
screening of the nuclear charges by the electron cloud, screening function. Such a

screened Coulomb potential can be written as

2
vir) =22 o fa) (2.64)
4rneg,r

where Z; and Z; are the nuclear charges of primary particle and target atom, respectively,
e is the unit of electrical charge (in SI units), 7 is the interatomic distance and a is the
‘screening length’ in the screening function ®(r/a) and gives several analytical
expressions in the literature. The Moliére approximation applied to the Thomas-Fermi
model (TFM) ©® has become most widely used in ISS. It is given by a sum of three
exponentials:

D(r/a) = O(x) =0.35¢7*** +0.55¢7"** +0.10e™** (2.65)

The screening length according to either Firsov or Lindhard P is used which is given by

0.8854q,
a irsov (2.66)
| (\/—ZT +VZ, )m
0.8854a, 267

A indnard = /le/s +22°
where ay is the Bohr radius of 0.529 A and the numerical factor is (977 /128)"*.

In the RBS regime, the Coulomb potential can be used to determine the scattering

cross-section which is given by

2
Z.Z. e’
do/dQ) =| —=1=27
( )e (45, sin2c9c/2J (2.68)
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This is well known as the Rutherford scattering cross-section [ in the CM system.

2.3.4.3. Instrumentation

The experimental requirement for ISS is a UHV system. Figure 2.34 is schematic
of the typical instrument of ion scattering using an electrostatic energy analyser. The
essential components are the ion source and an energy analyser. A fairly monoenergetic
beam of positive ions is produced by an ion gun which comprises ion generation,
acceleration, extraction, and focussing stages. The ISE 100 fine focus ion source
produced by Omicron is used which has a hot filament to produce electrons which are
accelerated into a gas ionisation region. The acceleration, extraction, and focussing of the

ion beam is then performed electrostatically.

lon source

N/
Mass separator ® P S
—
% l Detector
v
l Preamp
Energy analyzer
Amplifier
Discriminator
14 V.
HV-amp
MCA/
computer

Ramp

Figure 2.34. Schematic experiment arrangement for ISS [*> 6!,
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For the energy analysis of the scattered ions, the concentric hemispherical
analyser (CHA) is used which is identical to that used for electron spectroscopy. So the
energy analyser used for ISS in these experiments is the EA 125 analyser as described in

the previous section.

2.3.4.4. Element analysis

In the ISS experiment, the scattering ion signal intensity /; of the ions scattered

from element i can be written as
I, =1,N,SP*(do,/dQ)T AQ (2.69)
where I is the primary ion beam current, N; the surface density of element i, S the
shadowing component, P, the ion survival probability, do,/dQ the differential cross
section, T the transmission factor characterising the spectrometer, and AQ the acceptance
solid angle of the detector. The equation above is seldom used for the quantitative of
surface analysis due to the uncertainty in the ion survival probability P* and the

shadowing component.

2.4. Conclusion

The studies of the model based catalyst surfaces are performed in the ultra-high
vacuum system using the surface techniques described above to investigate the properties
of surfaces such as the compositions and chemical state obtained through XPS, the atomic
surface structures and surface defect structures by LEED and STM, and the composition

of the outermost surfaces by means of ISS.
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Chapter IH

Surface Structure and Reactivity of Iron Oxide

In this chapter we describe the iron oxide single crystal surface
used in these studies. Using X-ray photoelectron spectroscopy, He -ion
scattering spectroscopy, low energy electron diffraction, and scanning
tunnelling microscopy, we investigated the surface morphology and its
reactivity with methanol. Low temperature annealing does not completely
restore the damage created by sputtering, whereas high temperature
annealing results in the formation of an epitaxial Fe;04(111) layer

terminating the iron oxide single crystal surface.

3.1. Introduction

Metal oxides constitute a considerable class of materials that are relevant to
technological applications like environmental science, electrochemistry, chemical
sensors, and electronics. One of their most significant applications is heterogeneous
catalysis. Metal oxides are widely used as catalytic materials for a number of important
chemical processes !'], for instance iron oxide is used as a catalyst for dehydrogenation of
ethylbenzene to styrene . However, not much is known about the surface chemical and
catalytic properties of metal oxides, and an understanding of the basic metal oxide surface
chemistry is far from complete, compared with studies on semiconductors and metals.
This fundamental understanding, particularly of the surface chemical and catalytic
properties, is essential for the catalytic material development.

Consequently, studies of the surface science of metal oxides have gained

increasing attention in recent years. One of the most studied metal oxide surfaces is iron
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oxide surfaces. Iron oxides and iron-based materials are of importance in a variety of

{4, 31 6]

technical areas including corrosion, photoelectrolysis , and magnetic films .
Furthermore, iron oxides are widely used as heterogeneous catalysts for various synthetic
reactions involving selective oxidations, dehydrogenations, oxidative dehydrogenations
(oxodehydrogenations), and the water-gas shift reaction o, a-Fe;O3, known under the
mineralogical name of hematite, is the bulk phase thermodynamically stable at room
temperature.

In this work, we focus on the iron oxide single crystal surface by studying the

adsorption of methanol with X-ray photoelectron spectroscopy (XPS), low energy

electron diffraction (LEED), and scanning tunnelling microscopy (STM).

3.11. Aims
- To identify the bulk phase of the iron oxide single crystal.
- To elucidate the surface phase of iron oxide formed in oxygen partial pressure
below 10" mbar.

- To explore the iron oxide surface structure and its chemical composition.

3.2. Crystallographic structure of iron oxides

Iron and oxygen form a variety of oxides with different crystal structures and
stoichiometries. These phases are: wiistite (FeO), magnetite (Fe304), hematite (a-Fe,03),
maghemite (y-Fe;03), and &-Fe,O; 891 The latter two phases have only been synthesised
artificially, but all other phases occur also naturally ®*'%. Under thermodynamic
equilibrium, the bulk structure and stoichiometry of iron oxides depend on the pressure of
ambient oxygen gas, Po; and on the temperature, T as described by a Po,~T phase

diagram. Figure 3.1 is the phase diagram for the Fe—O system "',

Page | 91



3: SURFACE STRUCTURE AND REACTIVITY OF IRON OXIDE

2000
1800
1600 +
1400 4+
1200 +
1000 1

Temperature/K

-

800
600
200+
200

Q

--22 20 -18 -6 -4 -12 -0 8 £ 44 -2 [1] 2
bg(pozfmbar)

Figure 3.1. Calculated temperature—pressure phase diagram of the Fe-O system ']

Figure 3.2 presents the perspective side and top views of the four iron oxide
crystal structures discussed below. The geometries of their surfaces result from the ideal
truncations of the bulk structure. The side views show the bulk structures that consist