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Abstract

The development of the Internet and World Wide Web have led to many services being offered electronically. When there is sufficient demand from consumers for a certain service, multiple providers may exist, each offering identical service functionality but with varying qualities. It is desirable therefore that we are able to assess the quality of a service (QoS), so that service consumers can be given additional guidance in selecting their preferred services. Various methods have been proposed to assess QoS using the data collected by monitoring tools, but they do not deal with multiple QoS attributes adequately. Typically these methods assume that the quality of a service may be assessed by first assessing the quality level delivered by each of its attributes individually, and then aggregating these in some way to give an overall verdict for the service. These methods, however, do not consider interaction among the multiple attributes of a service when some packaging of qualities exist (i.e. multiple levels of quality over multiple attributes for the same service).

In this thesis, we propose a method that can give a better prediction in assessing QoS over multiple attributes, especially when the qualities of these attributes are monitored asynchronously. We do so by assessing QoS attributes collectively rather than individually and employ a $k$ nearest neighbour based technique to deal with asynchronous data. To quantify the confidence of a QoS assessment, we present a probabilistic model that integrates two reliability measures: the number of QoS data items used in the assessment and the variation of data in this dataset. Our empirical evaluation shows that the new method is able to give a better prediction over multiple attributes, and thus provides better guidance for consumers in selecting their preferred services than the
existing methods do.
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Chapter 1

Introduction

The development of the Internet and World Wide Web have led to many services being offered electronically. When there is sufficient demand from consumers for a certain service, multiple providers may exist, each offering identical service functionality. In this instance, the consumer must make a decision as to which provider to approach to obtain the service. In addition to functional requirements, a consumer’s decision will be based upon requirements that are related to how a provider delivers the service (i.e. non-functional requirements). Non-functional requirements are also referred to as the quality of service (QoS) and often play a significant role in a consumer’s decision-making process [10].

It is well established that people are goal seeking [32] and their goals can be achieved by combining a variety of resources to complete a task. However, the required resources may not be immediately available, so it is necessary for people to interact with providers who are willing to supply the resources they require to achieve their needs. If software components are to effectively support consumers in deciding which provider to select, they must be able to represent these factors that are important to consumers when choosing a provider, including those concerned with QoS.

Research suggests that consumers go through a five-stage process when making decisions [133] about which service to use. The five-stages are illustrated in Figure 1.1.

1. **Need Recognition.** The consumer’s functional and non-function requirements are determined in this stage.
2. **Information Search.** The consumer attempts to discover all possible providers who claim to be able to offer the required capabilities identified in the first step. Once identified, the consumer will gather as much additional information about each of the providers as possible.

3. **Evaluation of Alternatives.** The consumer will evaluate each of the providers against the needs identified in the first stage based on the evidence gathered in the second stage.

4. **Service Selection.** The consumer will select the preferred provider based on the outcome of the third stage.

5. **Service Consumption.** The consumer will invoke and use the selected service.
CHAPTER 1. INTRODUCTION

This thesis is primarily concerned with the third stage: evaluation of alternatives. This is a complex issue, as a consumer needs to consider a range of factors in weighing up alternatives, for example, the quality and cost of a service, the reputation of a provider, third party recommendation. Developing a complete model and solution to address all these issues is beyond the scope of the thesis. Instead, this work will focus on the evaluation of alternatives based on QoS only, and for other issues, the reader is referred to [38, 64] for details.

Incorporating QoS into the consumer decision-making process is not trivial and it requires more than just including some information about quality in service description. For effective decision-making concerning quality, tools must be deployed within a service provision environment to gather and disseminate information regarding the behaviour of service providers in a format which is useful to consumers. This can be achieved through QoS assessment, which may be broadly described as a function to determine, using historical service provision data, the likely quality that a consumer may get from a service provider.

Being able to assess the quality of a service is desirable. This is because when multiple providers offer functionally identical services, service consumers can be given additional guidance in selecting their preferred services. The major contribution of this thesis is the development of a method that gives a better prediction in assessing QoS over multiple attributes, especially when the quality of these attributes is asynchronously monitored. This helps consumers to make appropriate decisions to select a service that best meets their needs.

The rest of this chapter is organised as follows. Section 1.1 presents a specific scenario to help illustrate the challenges associated with the task of QoS assessment. This scenario is used throughout this thesis to explain the shortcomings of existing approaches to QoS assessment, and how the method proposed in this thesis addresses these limitations. Section 1.2 details research objective and methodology to address the problem. Section 1.3 highlights the contributions of the research, while Section 1.4 describes the
organisation of the thesis.

1.1 Motivating Scenario

To help illustrate QoS assessment and highlight the challenging issues involved in assessing QoS over multiple attributes, we introduce a specific scenario from the travel industry in this section.

Alice is a tourism services provider. She provides travel services such as airline bookings, hotel reservations and car rentals. Motivated by recent developments in technology, she has decided to move her business from physical to electronic services. So, a virtual travel agent (VTA) has been implemented to provide personalised and customised assistance and automation to Alice’s customers.

A web hosting service is required to deploy the VTA and to make it available to customers. However, down time of a web server means that hosted e-commerce sites lose business and excessive delays turn into dissatisfied customers that lose patience [10, 13]. The performance and high-availability of the potential hosting web service are therefore critical to the continuity of operations of the VTA and the success of Alice’s business, especially with a large number of customers. Accordingly, Alice needs a good hosting service for her business.

Now, assume that Alice wishes to find a web hosting service that can satisfy a certain level of QoS. Suppose that Alice’s preferences are expressed as follows: access delay = 200 milliseconds (the round trip time between sending a request and receiving a response) and throughput = 800 requests per second (the number of requests served per second).

Typically, many service providers offer web hosting services at different levels. Suppose that based on service advertisements, Alice has found four web hosting service providers (S1-S4), as shown in Figure 1.2, who offer the requested level of service
(access delay=200 milliseconds and throughput=800 requests/second). So, Alice will need to make a decision about which service provider to select.

Alice will need to make a decision about which service provider to select. One way is for Alice to choose a service provider randomly. However, this may not give Alice the best provider available. This is because service providers may not be entirely trustworthy. In other words, what they claim may not be what a service requester will get. For example, S3 may advertise itself as offering short access delay (e.g. around 200 milliseconds), but time will perhaps tell that this claim is not genuine and web sites hosted by S3 may not always be accessible (i.e. access delay may be longer than what has been advertised). Also, in a dynamic service provision environment, the quality of service may not be stable. For example, S4 may claim that it can handle 800 requests per second, but in the actual service provision it may in fact drop below that level. In such an uncertain and dynamic environment, Alice would welcome an accurate and objective verdict on the candidate service providers in terms of whether they will deliver what she expects.

QoS assessment can help Alice in the above scenario. The idea underlying QoS assessment is to collect historical service provision data for the service concerned and use this to determine the likely service level that a consumer may get from a service provider.
This assessment is carried out by an independent, trusted party within the service provision environment, with QoS data collected using monitoring tools residing locally on the server providing the service [5, 152], locally on the consumer side using the service [22], or at some point in between [83, 67]. With such a unit, Alice should be able to specify her expectations (access delay=200 and throughput=800) and the candidate services (S1 – S4) will then be assessed using their historical service data to determine which provider will offer the best quality of service w.r.t. her expectations.

However, assessing QoS is not a simple task, especially over multiple attributes as in Alice’s case. A number of important issues must be taken into account. To illustrate these issues, consider the following example. Suppose that some historical data about the performance of S1 w.r.t. access delay and throughput has been collected as shown in Table 1.1. Each tuple in Table 1.1 represents a single service provision instance that has been observed by some monitoring tool. TID is the identifier of the instance, and the other two columns are the monitored access delay and throughput delivered by S1 for that instance.

<table>
<thead>
<tr>
<th>TID</th>
<th>Access Delay (milliseconds)</th>
<th>Throughput (requests/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>570</td>
<td>400</td>
</tr>
<tr>
<td>t002</td>
<td>200</td>
<td>815</td>
</tr>
<tr>
<td>t003</td>
<td>630</td>
<td>380</td>
</tr>
<tr>
<td>t004</td>
<td>155</td>
<td>780</td>
</tr>
<tr>
<td>t005</td>
<td>600</td>
<td>450</td>
</tr>
<tr>
<td>t006</td>
<td>230</td>
<td>850</td>
</tr>
</tbody>
</table>

Table 1.1: Monitored QoS Data for S1

To assess the quality for S1 we may average the observed data to obtain \( \text{Avg(access delay)} = 397.5 \) and \( \text{Avg(throughput)} = 612.5 \). This type of calculation of QoS is meaningful if we assume that every level of quality is deliverable by S1. When this is not the case, such methods can generate misleading verdicts. To see this, we re-arrange the order of
tuples (service provision instances) in Table 1.1 to give Table 1.2.

**Table 1.2: Re-arranged QoS Data for S1**

<table>
<thead>
<tr>
<th>TID</th>
<th>Access Delay (milliseconds)</th>
<th>Throughput (requests/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>570</td>
<td>400</td>
</tr>
<tr>
<td>t003</td>
<td>630</td>
<td>380</td>
</tr>
<tr>
<td>t005</td>
<td>600</td>
<td>450</td>
</tr>
<tr>
<td>t002</td>
<td>200</td>
<td>815</td>
</tr>
<tr>
<td>t004</td>
<td>155</td>
<td>780</td>
</tr>
<tr>
<td>t006</td>
<td>230</td>
<td>850</td>
</tr>
</tbody>
</table>

Now we can observe two groups of service provision instances in the table: one group with access delay offered at around 600 and throughput at around 400, and the other with access delay delivered at around 200 and throughput at 800. If we assume that this grouping is not accidental, and S1 in fact offers only these two possible quality levels, perhaps as a result of some resource management requirement [127], then our prediction of \( QoS_{S1}(access\text{ delay}) = 397.5 \) and \( QoS_{S1}(throughput) = 612.5 \) is clearly misleading as the predicted quality is not possible to obtain in practice.

One possible solution to this problem is to assess QoS per user expectation [127]. To illustrate how this method works, we assume that user expectations for services are also collected, and the expanded data is shown in Table 1.3. If Alice is seeking a web hosting service that can deliver access delay=200 and throughput=800, then we can select the data from Table 1.3 w.r.t. this requirement, and then aggregate the selected data to assess S1 as before. For instance, we can select these instances that satisfied \(|expected(access\text{ delay}) - 200| \leq \delta \) and \(|expected(throughput) - 800| \leq \delta\), and if we let \(\delta = 100\), then we will have \(\text{Avg}(access\text{ delay}) = 195\) and \(\text{Avg}(throughput) = 815\) (i.e. averaging over t002, t004 and t006), which is a more accurate assessment of what S1 is capable of delivering.
Table 1.3: Historical QoS Data for $S_1$ with Expectations

<table>
<thead>
<tr>
<th>TID</th>
<th>Access Delay (expected, delivered)</th>
<th>Throughput (expected, delivered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>(650, 570)</td>
<td>(500, 400)</td>
</tr>
<tr>
<td>t002</td>
<td>(240, 200)</td>
<td>(850, 815)</td>
</tr>
<tr>
<td>t003</td>
<td>(800, 630)</td>
<td>(400, 380)</td>
</tr>
<tr>
<td>t004</td>
<td>(120, 155)</td>
<td>(770, 780)</td>
</tr>
<tr>
<td>t005</td>
<td>(500, 600)</td>
<td>(520, 450)</td>
</tr>
<tr>
<td>t006</td>
<td>(270, 230)</td>
<td>(880, 850)</td>
</tr>
</tbody>
</table>

However, this approach implicitly assumes that QoS data over multiple attributes is synchronously collected. This is not realistic as, in practice, multiple QoS attributes are more likely to be monitored independently and at different rates [148, 66, 130]. When QoS data across multiple attributes is not synchronously collected, the approach suggested in [127] could have substantially less data to use. This may affect the confidence of assessment. To illustrate this, assume that the data given in Table 1.3 is in fact collected as in Table 1.4. Clearly, in this case, only t008 will be selected by the expectation based method in assessment. While this still gives a correct assessment, intuitively our confidence with this assessment will be low, as only a very small fraction of the data is actually used in assessment.

In this thesis, we will discuss how asynchronously collected data may affect QoS assessment over multiple attributes. We will then describe how our proposed method in this thesis may help addressing this issue to produce more accurate and confident assessment.
### Table 1.4: Asynchronously Collected QoS Data for S1

<table>
<thead>
<tr>
<th>TID</th>
<th>Access Delay (expected, delivered)</th>
<th>Throughput (expected, delivered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>(650, 570)</td>
<td></td>
</tr>
<tr>
<td>t002</td>
<td></td>
<td>(500, 400)</td>
</tr>
<tr>
<td>t003</td>
<td>(240, 200)</td>
<td>(850, 815)</td>
</tr>
<tr>
<td>t004</td>
<td>(800, 630)</td>
<td></td>
</tr>
<tr>
<td>t005</td>
<td></td>
<td>(400, 380)</td>
</tr>
<tr>
<td>t006</td>
<td>(120, 155)</td>
<td></td>
</tr>
<tr>
<td>t007</td>
<td></td>
<td>(770, 780)</td>
</tr>
<tr>
<td>t008</td>
<td>(500, 600)</td>
<td>(520, 450)</td>
</tr>
<tr>
<td>t009</td>
<td>(270, 230)</td>
<td></td>
</tr>
<tr>
<td>t010</td>
<td></td>
<td>(880, 850)</td>
</tr>
</tbody>
</table>

#### 1.2 Research Objective and Methodology

The aim of this thesis is to address the issues arising from assessing QoS over multiple attributes. More specifically, our aim is to develop a method that takes both accuracy and confidence into account when assessing QoS over multiple attributes, assuming that the historical QoS data for the attributes are asynchronously collected. This overall aim leads to several research questions:

1. How good are existing QoS assessment methods in dealing with multiple attributes?

2. How to establish confidence for QoS assessment?

3. How to handle asynchronous QoS data in assessing QoS over multiple attributes?

Together, these questions form our research hypothesis. In addressing these research questions, we have followed the following steps:
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Step 1. To address the first research question, we define a set of requirements that should be satisfied by an effective QoS assessment method, and analyse and compare existing QoS assessment methods against these requirements. Our investigation covers a range of fields, including trust and reputation in multi-agent systems [60] and QoS management in service provision environments [102]. The reviewed QoS assessment methods are classified into different groups based on their characteristics. The shortcoming of these methods are identified in the context of this research.

Step 2. The second research question is tackled by exploring how confidence is established in other fields of studies, such as in trust and reputation systems. A set of factors that may affect the confidence of QoS assessment are examined and then taken into account in developing a confidence model for QoS assessment.

Step 3. To address the third research question, we treat asynchronous values as missing values and attempt to predict such missing values as commonly exercised in data mining [39]. We evaluate and compare a number of imputation methods based on a set of rules produced by Sande in [121], and then follow one of them to handle asynchronous data. Our investigation ranges from simple and straightforward imputation methods to more advanced and conceptually more complex methods based on machine learning.

Step 4. To validate the research results, we perform several experiments representing some real world scenarios. We implement an environment which allows the behaviours of providers and consumers to be modelled, and interactions between service consumers and providers to be simulated. We compare a number of assessment methods in our experiments.
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1.3 Research Contributions

This research makes the following contributions:

- **A conceptual model for QoS assessment.** We propose an abstract model for understanding QoS assessment. We use this model to describe and contrast approaches to quality assessment, and to guide the development of a specific QoS assessment method described in this thesis. This model is generic, and hence can be used as a guideline for any further enhancement to QoS assessment approaches.

- **A probabilistic model to quantify confidence in QoS Assessment.** We present a probabilistic model to quantify confidence in QoS assessment. We do so by integrating two reliability measures: the number of QoS data items used in assessment and the variation of data in this dataset. We show that our confidence model can help consumers to select services based on their expectations more effectively.

- **Handling asynchronous QoS data.** We treat asynchronous data as a dataset containing "missing" values and we attempt to predict such missing values. To do so, we evaluate a range of data imputation approaches to predicting missing data, and then suggest the use of a k Nearest Neighbour based technique to predict asynchronous values. We show that, by handling asynchronous data suitably, our proposed QoS assessment method can improve the confidence of QoS assessment over multiple, asynchronously monitored attributes.

The proposals from this research are evaluated using a software simulation environment. The simulation environment is used to test and compare approaches to QoS assessment, supporting fine-grained control over scenario parameters and evaluation of QoS assessment methods' performance. Our experiments show that the proposed method results in a more accurate and reliable QoS assessment.
1.4 Thesis Structure

The rest of the thesis is organised as follows:

• **Chapter 2** presents a review of existing methods for assessing QoS in different fields, including trust and reputation in multi-agent systems and QoS in service provision environments. The reviewed methods are identified, and their characteristics are described. In the light of these characteristics, we identify several significant limitations of existing QoS assessment methods which we aim to address in the subsequent chapters.

• **Chapter 3** provides a conceptual model for describing issues relevant to QoS assessment and draws out a definition of quality that will be adopted in this thesis. Through this conceptual model, we discuss how effective QoS assessment methods may be developed.

• **Chapter 4** presents a probabilistic model to quantify confidence in QoS assessment. Particular attention is paid to determining the contribution of each component in this model to its overall performance. We show how the proposed confidence model can be used to help consumers to select services based on their expectations more effectively.

• **Chapter 5** describes our proposed solution to handle asynchronous QoS data when assessing QoS over multiple attributes. How to integrate the proposed solution into existing QoS assessment methods to enhance their performance is explained.

• **Chapter 6** presents a set of criteria for the evaluation of QoS assessment methods, and conducts a set of experiments to demonstrate the performance of our proposed method against existing methods under a range of realistic and informative scenarios.

• **Chapter 7** concludes the thesis and outlines the directions for future work.
Related Work

This chapter reviews the state-of-the-art QoS assessment methods. We describe each method and analyse its strengths and weaknesses. The chapter is organised as follows. It starts with different views of quality used by the existing quality assessment methods in Section 2.1. Section 2.2 introduces a quality cycle to facilitate the discussion on different aspects of QoS assessment, followed by highlighting several challenges associated with QoS assessment and a set of requirements that must be considered in developing a sound QoS assessment method in Section 2.3. Section 2.4 analyses and compares the reviewed QoS assessment methods to our work, evaluating how they fulfill the requirements described in Section 2.3 and identifying the research issues and challenges to be addressed in the subsequent chapters. Finally, Section 2.5 summarises the findings of this chapter.

2.1 Quality Paradigms

There is no consensus in the literature on exactly what quality is, although its pervasive importance has been recognised. Broadly, there are two views of quality: quality as reputation and quality as conformance [27].

Quality can be linked to reputation which can be defined as the perception that a service provider builds over time about its intentions and norms [96]. For example, an Internet service provider may be considered to deliver good quality if it is consistently fast
and stable over many years. There exists a large body of studies on quality as reputation [113, 157, 153, 60]. In these studies, it is typical that the observations on service providers' behaviour are obtained from service consumers over time as ratings. That is, after each service provision, service consumers are asked to indicate their perception of how well the services have been delivered. These ratings are usually expressed on a scale, for example from 1 to 5 where 1 indicates bad quality and 5 excellent quality, as shown in Figure 2.1. The collected ratings can then be computed and analysed to indicate the quality of service.

Table 2.1: QoS verdict by ratings

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bad</strong></td>
<td><strong>Poor</strong></td>
<td><strong>Fair</strong></td>
<td><strong>Good</strong></td>
<td><strong>Excellent</strong></td>
</tr>
</tbody>
</table>

Quality as conformance, on the other hand, links quality to the degree to which a service provider meets (or conforms) to a particular 'ideal' level. This ideal may be defined by individual service consumers as their requirements or expectations. In contrast to the reputation view of quality which is merely a user perception, conformance view of quality indicates the success or failure of service providers in terms of delivering consumers' expectations. Some models in the literature adopt the conformance view of quality [64, 126, 127, 149]. In these models, QoS is calculated as the difference between the level of service delivered by service providers and the expectation of service consumers. That is, QoS is measured in terms of how well a delivered service meets a user's expectation. Since it is possible for different consumers to perceive the same delivered level of service differently, the subjectivity between different consumers is explicitly recognised in this view of quality.
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2.2 Quality Cycle

To discuss the issues related to QoS assessment, we introduce a quality cycle adapted from [101] as shown in Figure 2.1. The two principal parties in the cycle are service providers and consumers. In an open market, providers publish their services and consumers request services, and their interactions over time form a cycle. That is, consumers search through advertised services to find the most suitable one, both functionally and QoS-wise, and then bind to the chosen service provider for service consumption. During service provision delivered quality is monitored, captured and stored. This information is then utilised in future by the consumers to improve their selection of a particular provider who can meet their requirements better. Ideally, consumers should be able to fulfill their needs through such interactions. However, there are several 'gaps' in this cycle, which mean that consumers may not always get what they expect in practice. In the following, we explain these gaps using the Alice example...
The starting point of the cycle is for consumers to determine their QoS requirements, normally from personal or business needs. In Alice’s case, she will want to have a web hosting service that can offer: access delay = 200 milliseconds and throughput = 800 requests per second. These requirements are then used to search for the service she needs. However, it is not always possible for Alice to find what she needs and this is reflected in Figure 2.1 by the ‘alignment gap’. In the case when none of the available offers match Alice’s requirements, she may decide not to go ahead with any offer, or accept one that is closest to her requirements. That offer then becomes Alice’s expectation on QoS.

Suppose that what has been advertised by service provider $S1$ matches Alice’s requirements exactly, so she selects $S1$ and service provision starts. Ideally, $S1$ will deliver to Alice what has been advertised or required. In practice, however, this may not always be the case since the delivered level of service by $S1$ to Alice may deviate from the advertised one, either intentionally or unintentionally [60, 89]. For example, the provider of $S1$ may over advertise his capability in order to attract consumers and the advertised level may not be achieved in practice. Moreover, even though providers are true to what they have advertised, their delivered level may still deviate from advertisements due to some factors that are beyond their control. For example, as a result of some effective recommendations, a large number of consumers use $S1$ making the resource of its provider overloaded and consequently it delivered a level of quality to the consumers lower than what was advertised. The variation between what was advertised and delivered is the ‘execution gap’ in Figure 2.1. In an open service provision environment, service monitoring normally takes place between service providers and consumers to gauge if the providers have delivered what they have advertised [4, 84, 119]. Such monitoring activities result in a collection of QoS data that can be used in future to help consumers in assessing providers’ offers.

Unfortunately, even if the provider of $S1$ has delivered what he advertised, it is still
possible for different consumers to perceive the QoS from $S1$ differently. This is because, different consumers have different quality requirements, and their perception of quality may be influenced by their requirements. The study conducted by Zeithaml et al. [158] showed that consumers' perception of quality is related to their expectations or requirements and one of the key determinants of consumers' perception is meeting their requirements. An experimental study conducted by Kim et al. [70] investigated the relationship between consumer expectation and perception in e-commerce. The empirical findings suggested that consumer expectation has a positive influence on consumer perception and the fulfillment of consumers' expectation is essential to improve consumers' perception of quality. The gap between what service providers delivered and what consumers expected is the 'perception gap' in Figure 2.1. To address this gap, some works in the literature ask service consumers to give ratings to indicate their perception on the quality of a service [113, 157, 153, 60].

While consumers' perception of quality may be based on their QoS requirements, the exact usefulness or value of a service to them may be influenced by various factors such as the cost of service. This is reflected in Figure 2.1 by the 'value gap'.

Thus, to help consumers to select services that can meet their requirements as closely as possible, it is essential that the gaps discussed above are considered in evaluating the alternatives. This could be achieved by collecting QoS related data during the cycle, and using this data suitably in QoS assessment. For example, by collecting the expectations on $S1$ from its previous users, and the quality delivered to them, the likely quality that Alice will receive from $S1$ can be assessed more meaningfully and accurately, thereby minimising the potential mismatch due to the execution gap.

2.3 Requirements for QoS Assessment Method

The various gaps in the quality cycle discussed in Section 2.2 are significant and should be considered when developing an effective QoS assessment method. An accurate and
reliable assessment of QoS can help reduce the 'execution gap', so that consumers can be guided to select a service provider that is more likely to meet their requirements. To achieve this, however, several important research challenges need to be addressed. In this section, we identify these challenges and formulate a set of requirements that must be considered in developing a sound QoS assessment method. These requirements form the basis of the work described and developed in this thesis.

Heterogeneity in Consumers' QoS Requirements

Individual differences will exist among consumers in terms of their expectations of the quality of service. That is, a particular quality requirement for a QoS attribute may vary from one consumer to another depending upon its importance to the individual [110, 89, 126]. For example, high availability and fast response time of a stock trading service will be important for a stock trader, since any delay may cause financial losses. However, this may not be the case for someone trying to book a flight ticket because small delays can be tolerated. Thus, a QoS assessment method should be capable of the following:

R1. Service providers should be assessed per consumer request (or requirement), because different requesters may have different quality requirements, and a service suitable for one user may not be suitable for another.

Multiple Levels of QoS

Service providers may adopt some policies to provide their services with different levels of quality to accommodate different consumers' QoS requirements [24, 33]. Also, service differentiation is generally used to deal with the complexity of resource management [84]. Shercliff et al. [127] pointed out that consumers may be classified into different QoS classes (or levels), each of which represents a set of consumers with
a particular set of requirements. Consumers with similar QoS requirements will be treated in a similar way by the provider. The policy adopted in classifying and managing consumers in QoS classes will differ from provider to provider, and providers will not always publish details of their policy [84]. This presents a challenge to QoS assessment tools and reputation brokers that attempt to identify the likely future behaviour of a provider. If providers provide different levels of quality to consumers based on their expectation, it is not justifiable for assessment approaches to consider all historic data for a particular provider as equally relevant when making assessment [27]. Such assessment would produce a result which would represent the average performance of the provider over consumers in all service classes, rather than the performance of the provider in terms of service consumers who are in the same service class as the one requesting the assessment. It is therefore essential that a QoS assessment method should be capable to handle the following:

R2a. The dynamicity of service behaviour over time.

R2b. Contextual information that leads to the provision of a certain level of quality.

R2c. Multiple levels of quality offered by a single service.

Reliability of QoS Verdicts

An important issue that needs to be considered when assessing QoS is the reliability of a verdict. Intuitively, the more historical data used in an assessment and the more consistent the data is, then the more confidence one would have in the verdict from that assessment. Unfortunately, it cannot always be assumed that we would have enough data to produce a reliable verdict, e.g. when a new service starts [123] or an expectation-based approach is adopted [27]. This is particularly important for QoS assessment involving multiple attributes: if the attributes are assumed to be asynchronously monitored [148, 66, 130], yet the QoS assessment method only considers the synchronous subset, one would be left with a very small fraction of the data to use, as shown in Figure 2.2.
Here, we assume that $A_1$, $A_2$ and $A_3$ are collected every 1, 2 and 3 units of time, respectively. As can be seen, only one instance out of ten (at time 6) is usable for a QoS assessment that considers asynchronous data only when assessing multiple attributes. So, a good QoS assessment method should be capable of the following:

**R3.** Providing the confidence of a QoS assessment for every QoS verdict.

### Multiple QoS Attributes

To deal adequately with services that offer multiple packages of quality, QoS assessment should be conducted based on collective rather than separate attributes. This is so that the possible grouping of quality levels that exists across multiple attributes can be captured and identified. For example, for a particular service, a high level of availability may be linked with a low level of response time and vice versa, due to some of the service provision policies adopted by the service provider [33]. If we have a consumer asking for high availability and high response time, the methods that assess multiple attributes individually may wrongly suggest that the service is capable of delivering the required service level. Thus, in more complicated service provision scenarios, where some grouping of quality levels exists across multiple attributes, calculating QoS for each attribute individually can result in an incorrect
assessment. To handle such scenarios adequately, a QoS assessment should meet the following requirement:

**R4.** QoS assessment should deal with multiple attributes collectively.

### 2.4 Survey of Existing QoS Assessment Methods

A plethora of computational QoS assessment methods has appeared in the last few years, each with its own characteristics and using different technical solutions. In this section, we analyse these methods using the set of requirements identified in Section 2.3 as our criteria, and we select methods that meet at least one of those requirements. We then classify current QoS assessment methods in terms of the data they use. Broadly, there are three types of data that may be used to assess QoS: service providers’ advertisements, monitored QoS data, and user ratings. Different issues need to be considered in QoS assessment and these issues vary from one data type to another. In the following sections, we survey methods for QoS assessment classified by the data they use.

#### 2.4.1 Service Provider Advertisements

QoS assessment methods that use service providers’ advertisements assume that service providers publish their QoS data alongside the functional description of their services in a service registry such as Universal Description Discovery and Integration (UDDI) [100]. The methods using this approach attempt to assess the degree to which the advertisements of service providers match consumers’ QoS requirements.

**Certification Approach**

This approach requires a certified reference about the quality of a service from third-party. Such information is obtained and made available in a central service repository
such as UDDI, and can be used by service providers to certify their capability and by service consumers to verify a provider's claims. The proposed methods in [110] and [124] adopt this approach.

Ran [110] proposed a QoS method which takes into account the consumer's QoS requirements in quality assessment. In this method, the QoS offered by the service provider is included with the functional aspects of the services that are being advertised in the service registry. To establish the consumer's confidence in the provider advertisements, a certification approach is introduced to certify QoS claims by providers and verify these QoS claims for consumers. In this method, the assessment results in the production of a certificate, a copy of which is stored with the third party. Such certificates may be referred to by the provider when advertising their services.

The authors in [124] detail and implement the certification process which has been introduced by Ran in [110]. They conducted a study in which a QoS broker (a certificate issuer) generates and executes a set of test cases which aim to test the quality of a service. Two verification techniques are used in this method. First, syntactic and semantic verification of service interface description is conducted. Second, a monitoring tool is used to compute the QoS values and compare them with what the service provider has claimed to deliver. This method, however, did not detail how the consumer's requirements and providers' offers are matched.

The QoS assessment in [110] and [124] resulted in the production of a certificate that can be used by consumers to select their preferred services. While the certificate may help establish consumers' confidence in advertised QoS, the level of performance delivered by any provider is likely to change over time [60]. Further, it is unlikely that the certifier will be using the same network configuration as the potential consumer of services [17], so the level of service verified by the certification process may be a poor indication of the actual level of service that will be received by an individual consumer.
Ontological Approach

This approach considers the importance of semantic information in QoS assessment. It relies on some predefined ontologies to provide terminology and formal semantic description of various aspects of QoS attributes. For example, each QoS attribute may be described in the ontology in terms of its type, measurement unit, and its correlation to other attributes.

Tian et al. [136] proposed a Web Service QoS (WS-QoS) framework which allows consumers to specify their QoS requirements and providers to publish different classes of their services (i.e. multiple levels of quality for the same service). They used the WS-QoS as a broker between consumers and providers to determine which offer best matches consumers' requirements. To keep QoS offers from providers up-to-date, the WS-QoS broker enquires of potential providers to get current QoS offers only at the time of an assessment request, this ensures availability of offers.

The QoS-IC framework proposed by Taher et al. [134] considers QoS assessment over multiple attributes. That is, their framework takes into account the semantic relationship between different QoS attributes in assessment. The authors introduced a QoS constraint model to establish and define association among QoS attributes as a set of constraints. An example constraint is that if a service is scalable, then it will be available [86] (e.g. scalability ≥ 0.5 ⇒ availability = 1). When a consumer issues a service request which contains his QoS requirements, a set of services that satisfy the required functionality are retrieved and each offer is checked for its consistency with some predefined constraints before making the assessment. The matchmaking is then applied between QoS requirements and the consistent QoS offers w.r.t. the predefined constraints to choose the offer that best matches the consumer requirements.

The authors in [143] extended the Web Services Modelling Ontology (WSMO) [115] to annotate service descriptions with QoS data. The WSMO-QoS ontology is then used in their method for QoS assessment. In their approach, if a consumer does not state his re-
requirements on a particular QoS attribute, then the default preference will be used, based on a value that would normally be preferred by a consumer. For example, low price and high reliability are normally preferred, hence are assumed to be the consumer's preferences. If a requirement is given, then the consumer would require the delivered quality to be as close to his requirements as possible. In this method, a matrix is constructed as follows:

\[
M = \begin{pmatrix}
 r_1 & r_2 & r_3 & \cdots & r_m \\
 q_{11} & q_{12} & r_{13} & \cdots & q_{1m} \\
 q_{21} & q_{22} & r_{23} & \cdots & q_{2m} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 q_{n1} & q_{n2} & q_{n3} & \cdots & q_{nm}
\end{pmatrix}
\]

where \( r_j \) represents the consumer's requirements for attribute \( A_j \) and \( q_{ij} \) represents the quality offered by service \( S_i \) for attribute \( A_j \). For uniformity, values in this matrix are normalised. In addition to QoS requirements, the consumer is asked to provide a weighted value for each attribute to indicate how important the attribute is. The weighted values are applied to the matrix and the final verdict for each service is calculated by summing up the values of each row.

The authors in [87] proposed a Web Service Procurement (WSP) framework which uses mathematical constraints to specify QoS offers and requirements. In this model, specifications of QoS offers and requirements are expressed as a bounded range of values. To assess how well QoS offers match the consumer's requirements, QoS offers and demands are treated as spaces and constraint programming is used to check whether the demand space is included in the offer space. For example, if a service offers \( availability=90 \), then it is conformant to the requirement \( availability \geq 85 \). The QoS offers and demands are expanded to allow more expressive time-dependent specifications in the later work [88]. That is, QoS offers and demands are subject to validity periods. This adds more complexity to the role of QoS assessment, since checking the conformity between QoS offers and demands necessitates considering their validity periods.
The ontology-based methods assess QoS based on a degree of matching between consumer requirements and service offers. In so doing, a complete trust in QoS offers is assumed. In practice, however, service providers may overestimate their capability in advertisements, either intentionally or unintentionally [60]. For example, a provider may exaggerate his QoS offers to attract consumers. So, the credibility of service providers for their advertisements must be taken into consideration in QoS assessment.

Trust-aware Approach

In this approach, a QoS advertisement is assigned a trust score to indicate how reliable a service provider is in providing the promised quality level. In common with the certification approach that has been discussed earlier, both approaches rely on an external third party to provide a trust score to certify the reliability of an advertisement. But the two differ in that the certification approach derived such a score statically before service registration, whereas the trust-aware approach does so dynamically during service consumption by monitoring the provider's performance over time via user feedback [151] or by use of dedicated monitoring tools [142].

Maximilien and Singh [89] developed a multiagent framework (Web Services Agent Framework - WSAF) based on an ontology for QoS and a trust model. The ontology provides a basis for service providers to advertise their offerings and consumers to express their requirements, and for service deliveries (monitored as user ratings) to be gathered and shared. These monitored measurements are used to provide an empirical basis on which to build consumers' trust (or confidence) in the advertised values. In an extension to the WSAF framework [91], the issue of statistical and ontological attribute dependence is addressed. In a similar work, a reputation manager was introduced by Xu et al. [151] to assign reputation scores to the services based on consumers' feedback. In this work, it is assumed that consumers will provide an honest appraisal of the service they have received. However, in some instances, consumers may deliberately mislead the reputation manager by providing inaccurate information [60]. The
problem of dishonest feedback is widely acknowledged in trust and reputation systems [25, 145, 154, 160, 85]. In [142], for each service, based on collected quality data relating to trustworthiness and credibility, a time series forecasting technique is used to predict its future quality conformance level, and a simple additive weighting method is used to calculate the final QoS value. This work was extended recently in [141] to improve the accuracy of quality estimation by developing a framework in which the reliability of rating is considered and unfair ratings are detected and filtered out.

All the methods discussed so far recognise and consider consumers’ QoS requirements so as to identify a level of service that a consumer wants to receive. These methods attempt to calculate a degree of matching between the required and offered QoS. Additionally, to have more confidence on service advertisements, these methods produce trust values derived from user ratings to indicate how reliable a service will be in delivering what has been advertised. However, in a dynamic service provision environment, discrepancies between advertised and delivered QoS can arise due to several reasons. First, the service provider may implement some policies to deliver multiple QoS levels to different consumers based on their requirements and the policies may not be published. Second, the QoS is dynamic in nature and may be affected by various factors. For example, excessive requests may lead to the provider’s resources becoming overloaded and consequently decrease the quality delivered to the consumer. So, the bigger the difference between the advertised and the actual delivered QoS to the consumers is, the less meaningful the verdicts from these methods will be. A set of methods in the literature attempt to address this issue by assessing services based on their historical QoS data rather than QoS advertisements. In the next section, we discuss these methods in detail.

2.4.2 Monitored QoS Data

In an environment where it is assumed that a large centralised information broker is practical and whose trust may be assured, the use of objective monitored data is an
effective quality assessment approach. The basic premise underlying this approach is to collect the QoS information from monitoring tools for different attributes, which can reside either locally on the server providing the service [5, 152], locally on the consumer side using the service [22], or at some point in between [83, 67], and then to aggregate them in some way to give an overall verdict for each attribute. In this approach, the aggregated value is used as a prediction of the delivered QoS that might be received by a consumer with respect to the attribute being assessed.

Generally speaking, there are two approaches to QoS assessment using monitored data, non-selective and selective. The non-selective approach simply uses all the historical QoS data in assessment, while the selective approach uses part of the historical QoS data determined by various mechanisms. In the following sections we discuss these two approaches in detail.

Non-selective Approach

This approach implies that the assessment method considers all historical data as relevant. The idea of assessing the quality of a service using historical QoS data has been described in [81, 22]. In the UX architecture [22], a QoS broker, an extension of UDDI, is deployed between consumers and providers of web services. Monitored QoS data regarding response time, cost, network bandwidth and availability of each service are collected and stored in a centralised database. The basic concept is to estimate the QoS that a consumer may receive based on the deliveries to other consumers by aggregating all the collected QoS information. In a similar method, Liu et al. [81] proposed an extensible and dynamic QoS assessment method about how to combine different QoS metrics to get a fair overall ranking for a service. Monitored QoS data, and other technical and business attributes such as execution price, execution duration, and transaction are collected and used in the assessment.

The methods for assessing QoS described above suffer from two fundamental weak-
nesses. First, they do not require the consumer to state any QoS requirement. It is assumed that a consumer would always want to maximise or minimise QoS for a particular attribute. This assumption may be justified for some attributes. For example, a consumer may wish to have a service that has the highest availability and the lowest latency possible, as higher availability and lower latency will always lead to a better service. However, for other attributes a consumer may prefer a value which is not at the extremes of the scale. Such preferences may be due to some specific constraints. For example, limited by physical capability, a consumer who is using a mobile device to access a streaming video service may not wish to have a frame rate above a certain threshold, as this could overload the mobile device making the video no longer watchable [9].

So, perceptions of QoS by different consumers may be affected by their requirements or expectations [70, 103, 158]. That is, a certain delivered QoS may be good enough for one consumer but not for another. Second, these methods do not consider the contextual information that leads to the provision of a certain level of quality. For example, to deal with the complexity of resource management, service providers may adopt policies to provide different levels of quality to their consumers based on their requirements [127]. Ignoring such contextual information when assessing QoS may lead to incorrect QoS assessment [27]. So, except for the case where service providers deliver a single level of quality to all consumers, regardless of their requirements, the non-selective approach can produce incorrect assessment. In the next section, we discuss more advanced techniques to address this issue.

**Selective Approach**

In contrast to the non-selective approach, the methods of the selective approach assume that not all collected data may be relevant to a QoS assessment request. More advanced techniques use various heuristics to determine which data is relevant to a QoS assessment. Broadly, the methods of this approach can be classified into two groups:
collaborative filtering-based methods and expectation-based methods. While the former pays more attention to the contextual factors (e.g. network barrier, consumers' locations, etc.) that may affect the level of QoS perceived by consumers, the latter specifically focus on the variation in service provider behaviour in terms of delivered QoS data which may stem from the difference in the consumer's QoS requirements. In the next sections, we discuss these methods.

**Collaborative Filtering-based Methods**

Inspired by recommender systems in e-commerce, these methods emphasise on the importance of taking contextual information into account in QoS assessment. Conceptually, a recommender system is similar to QoS assessment in that it provides consumers with information to help them decide which product to purchase or which service to use [45, 47]. The most widely used technique for recommendation is based on collaborative filtering, which can be defined as the process in which users collaborate to assist each other to perform filtering by recording their experiences [112]. Two types of algorithm exist for collaborative filtering, memory-based [122, 77] and model-based [75]. The former aims to identify a set of users that share similar interests (e.g. users who have purchased the same items from Amazon). A set of items is then recommended to a user based on aggregated ratings of items from these similar users. A memory-based algorithm operates over the entire user database to establish similarity and analyse user behaviours to make recommendation. A model-based algorithm, on the other hand, attempts to establish a model that consists of a number of classes and similar users are grouped together in a class based on their rating behaviour. These pre-computed models are used to make recommendations by simply linking a given user to one of the classes.

Recent work [125, 162, 116, 21] has been undertaken to apply collaborative filtering to QoS assessment. In collaborative filtering-based methods, QoS is predicted for an assessment requester based on the historical QoS data provided by consumers who
have similar experience of other services. The basic assumption of these methods is that those consumers, who have received similar quality for some services, will receive similar quality for other services. Shao et al. [125], employed a collaborative filtering mechanism to mine service consumer similarity and to predict QoS based on collected QoS data. In their method, the similarity between two consumers' historical experiences is calculated using the Pearson Correlation Coefficient (PCC). Then, the QoS of a target service is predicted based on the similarity. Since the PCC method may overestimate the similarities of service consumers, especially with sparse data (i.e. over a small amount of consumers), WSRec [162] combined user-based and item-based collaborative filtering using a similarity weight. In the user-based collaborative filtering, PCC is employed to define the similarity between two consumers based on the services they commonly used. In the item-based collaborative filtering, on the other hand, PCC is employed to define the similarity between the services instead of consumers. The WSRec provides a confidence score to indicate how accurate the predicted QoS value is. The authors of [21] argued that the methods given in [125] and [162] do not consider the difference between the characteristics of objective QoS data and subjective user ratings, and therefore their prediction is inaccurate. To redress this problem, they proposed RegionKNN, a hybrid model-based method and memory-based method. A region model is introduced to compress QoS data by clustering users into different regions based on physical locations and historical QoS similarities. Based on the region model, a refined nearest-neighbour algorithm was proposed to predict QoS values.

The methods of this approach can be viewed as attempting to address the gap between delivered and perceived QoS in the quality cycle. However, these methods suffer from two disadvantages. First, their assessment is not based on the current consumer's requirements. Second, these methods may give misleading assessment when a provider delivers multiple levels of quality to consumers based on their requirements. This is because it is possible for two consumers in the same context (in the same region, for example), but having different requirements, to receive different QoS levels. Contextual information such as consumers' requirements or expectations may help explain a
delivered quality value and produce more confidence in assessment methods [46]. This issue is considered and addressed by the methods described in the next section.

**Expectation-based Methods**

The basic assumption of this approach is that the variation in service providers' behaviour in terms of delivered QoS data stems from the difference in consumers' QoS requirements. Thus, to produce a more accurate assessment, the requirements of the assessment requester must be captured and considered alongside the actual QoS data in future assessment. As such, these methods can make a more personalised QoS assessment. The basic idea of these methods is that instead of using the entire historical data in QoS assessment, a portion of the history is selected with respect to the assessment requester's requirements or expectation.

The expectation-based approach was introduced by Deora et al. in [27] to collect user expectations as well as ratings from the users of a service. The QoS expectation is obtained and then used to determine a subset of historical data that is similar to the requester's expectation. Following that, a standard aggregation is carried out. Sherchan et al. [126] concur with [27] on the importance of using expectation in QoS assessment, but they use objective monitored data rather than subjective ratings. The work in [127] addresses the problem of QoS assessment when service providers offer different levels of quality for different consumers. However, their Multiple Quality-Space Mapping (MQSM) method is limited to considering possible levels within a single attribute only. The method in [149] takes multiple QoS attributes into account and predicts service capability in various combinations of consumer requirements. The authors use a Bayesian network model to predict whether a service can deliver the expected QoS. This model uses monitored data to compute the compliance (i.e. conformance) between the QoS delivered by a service provider and the QoS required by a service consumer. The service capability is then inferred based on the compliance value and the Bayesian network is updated using the outcome of influence. However, their method is unlikely
to perform well in practice, because it implicitly assumes that QoS data is collected synchronously across multiple attributes. In practice, however, QoS data is more likely to be collected asynchronously, as we previously argued. All the methods discussed so far, therefore, do not handle multiple attributes adequately, especially when these attributes are monitored asynchronously.

The methods of this approach can be viewed as attempting to address a number of gaps in the quality cycle. By considering consumer's requirements or expectations in assessment, they deal with the alignment gap. The gap between advertised and delivered QoS is filled by using monitored QoS data. Finally, adhering to conformance view of quality means that these methods address the perception gap between delivered and perceived QoS. Other methods in the literature address the perception gap differently by asking service consumers to provide their feedback as ratings at the end of each service provisioning. The ratings implicitly represent the level of QoS the consumers 'believe' they have experienced. We discuss the methods using this approach in the next section.

2.4.3 User Ratings

Reputation and trust are similar to quality of service in that they are also an assessment of someone's performance using historical data, so are broadly relevant to QoS assessment. Typically, reputation and trust methods seek to establish the quality of a service by gathering ratings from consumers who have used the service. In this approach, the consumer's stated rating implies the quality they believe they have experienced. Trust is defined as the extent to which the consumer is willing to depend on the provider in a given situation [35]. Reputation, on the other hand, can be considered as a collective measure of trustworthiness based on the history of interactions [79]. While trust is subjective, reputation is more objective because it is usually a collective opinion of the whole community.

A large number of methods in the literature define QoS as the reputation of a service
provider [113, 157, 153, 65, 150]. Typically in these methods, the observations of service providers' behaviour are obtained from service consumers over time as ratings. Usually, binary ratings are used in probabilistic approaches such as bayesian analysis [62] or beta distribution [59] to produce a QoS verdict, while aggregation mechanisms such as simple [27] or weighted average [96, 153] are used for numerical ratings.

**Probabilistic Approach**

In this approach, service consumers are asked to provide their experience as a boolean value to reflect how good service providers are in delivering their promises. The consumer feedback in this approach has two values: 1 for a successful interaction and 0 for a unsuccessful one. This approach attempts to determine how likely it is that a service provider will deliver the expected performance in future interaction. This probability is used as a trust value for the provider.

A notable class of trust models based on binary rating systems are those that calculate trust values using probability density functions (PDFs) [59]. eBay auctions [1] are one such example. Online reputation mechanisms used by eBay are implemented as a centralised rating system so that eBay users can report about the behaviour of one another in past transactions via a rating and leaving textual comments. In so doing, users can learn about the past behaviour of a given user to decide whether he is trustworthy to do business with. An eBay user can rate its partner after an interaction on the scale of -1, 0, or +1, respectively a negative, neutral and positive rating. The ratings are then stored centrally and the reputation value is computed as the sum of those ratings over six months. Thus, reputation in this model is a global single value representing a user's overall trustworthiness.

SPORAS [157] is an evolved version of this kind of reputation model. In this model, each consumer rates its partner after an interaction and reports its ratings to a centralised database. The received ratings are then used to update the global reputation values of the rated consumers. However, instead of storing all the ratings, each time a rating is
received it updates the reputation of the involved party using an algorithm that satisfies some policies. For example, users with very high reputation values experience much smaller rating changes after each update. In addition, SPORAS also introduces a reliability measure based on the deviation from the mean rating value. For instance, a high deviation value can mean that rating providers have very different opinions about the quality of a service. When rating providers deviate a lot from the mean rating value for the service, the SPORAS system assigns a very low reliability to the provider's rating and a high reliability if the provider rating is close to the mean rating value. This reliability value is used in the service reputation calculation. For each service, a reputation and a reliability value are made available to other consumers globally. Also, in SPORAS, the reputation value of a service and its reliability are discounted over time as a new rating is received. Therefore, SPORAS can adapt to changes in service behaviour according to the latest rating. Histos [157], an extension of SPORAS, is a more personalised reputation system where reputation depends on who makes the quality assessment request. Although all these models are effective in their context, they only consider the trustworthiness of a service provider in one dimension (i.e. considering a single attribute). This is not suitable for a service (or product) that has multiple QoS attributes, for example, when a consumer considers a web hosting service to have a good availability, but a poor access delay.

TRAVOS [135] is a trust model that is built upon probability theory and is based on observations of past interaction between service providers and consumers. In this model, the outcome of an interaction is simplified into a binary rating (i.e. 1 for a successful interaction, 0 for an unsuccessful one). Using binary ratings allows TRAVOS to make use of the beta family of probability density functions (PDF) to model the probability of having a successful interaction with a particular given service provider. This probability is then used as that provider's trust value. In addition, using PDFs, TRAVOS also calculates the confidence of its trust values given an acceptable level of error. If the confidence level of a trust value for a provider based on the current consumer observations is below a predetermined minimum level, TRAVOS will use other consumers observa-
tions about the provider's past performance, which are shared in the form of frequencies of successful and unsuccessful interactions (e.g. (10,15)). This then allows the current consumer to calculate the probability that the observations of other consumers support the true behaviour of the provider that he or she has observed within a reasonable margin of error. This probability will be used by the current consumer to weight the impact of other consumer observations on future decisions. However, TRAVOS's simplified representation of interaction ratings (0 or 1) is rather limited and is not suitable for a wide range of applications, for example, if we wish to classify providers into not good or bad, but good, bad or average.

Jøsang et al [59] proposed a binomial Bayesian reputation system which allows ratings to be expressed with two values, as either positive (e.g. good) or negative (e.g. bad). The disadvantage of a binomial model is that it excludes the possibility of providing ratings with graded levels (bad - mediocre - average - good - excellent). Principally, binomial models are unable to distinguish between polarized ratings (i.e. many very bad and many very good ratings) and average ratings [61]. In [58, 62] Jøsang et al. presented a type of reputation system based on the Dirichlet probability distribution which is a multinomial Bayesian probability distribution. The representation of reputation systems based on the Dirichlet distribution allows graded ratings to be directly expressed and reflected in the derived reputation scores. In other words, the model supports multinomial user ratings rather than only binary ratings as in [135]. This system computes the expected reputation scores by combining previous interaction records with new ratings. Reece et al. proposed a probabilistic model of trust that deals with multiple correlated dimensions [111], and they used Dirichlet distribution to estimate trust from the direct experience of an agent as well.

Aggregation Approach

In contrast to the probabilistic approach, this approach asks service consumers to provide their feedback on a numerical scale (e.g. from 1 to 5). The collected feedback
from consumers is then aggregated using some functions, such as arithmetic mean, to predict the expected performance of a provider in a future interaction. Examples of this approach are the methods proposed in [117, 55].

Regret [117] is a decentralised reputation model in which each consumer is able to evaluate the reputation of service providers by himself. To do so, each consumer rates a partner after every interaction and records his ratings in a local database. The relevant ratings will be queried from this database when trust evaluation is needed. The trust value derived from those ratings is termed direct trust and is calculated as the weighted means of all ratings. Each rating is weighted according to its time stamp. That is, a more recent rating is deemed to be more relevant and is weighted more than those that are less recent. In doing so, Regret was able to adapt to any change in a service provider's behaviour. This strategy is effective in encouraging service providers to be consistent over time in delivering their services. Moreover, it will help to detect and discount a malicious provider that builds a reputation by performing honestly initially, and then starts "milking" the attained reputation by cheating on a number of transactions. However, if recent behavior is assigned a very high weight, then the provider that has high reputation will lose the attained reputation after a few misbehaviours and vice versa. Additionally, in Regret, consumers are assumed to be willing to share their opinions about service providers. Based on this, a witness reputation component is developed alongside a method for aggregating witness reports, taking into account the possibility of dishonest reports. The operation of this component depends on the social network built up among the consumers. The social network is used by the Regret system to determine the relationship between individual consumers. In particular, Regret uses the social network to find witnesses, to decide which witnesses will be consulted, and how to weight those witnesses' opinions. Like SPORAS, Regret also provides a reliability value for each trust value to represent its predictive validity. The reliability value is calculated from two reliability measures: the number of ratings taken into account in producing the trust values and the standard deviation of these ratings. Zhang and Cohen [160] used the Chernoff Bound [96] to determine the minimum number of
ratings needed in order to be confident about a trust value.

The authors in [55] argued that Regret does not show how each consumer can build the social network on which Regret heavily depends to find witnesses and thus, the witness reputation component is of limited use. They reused the interaction trust component of Regret, but their Fire model overcomes the limitation of Regret by employing a referral process in which consumers help each other to find witnesses based on their expertise. In Fire, a variant of the referral system proposed in [155] is used to find such witnesses. To do so, consumers cooperate with each other by giving, pursuing and evaluating referrals (a recommendation to contact another consumer). Each consumer in the Fire model maintains a list of acquaintances (other consumers that he knows). Thus, when looking for a certain piece of information, a service consumer can send a query to a number of acquaintances who will try to answer the query if possible or, if they cannot, they will send back referrals pointing to other consumers that they believe are likely to have the desired information. Similar to Regret, the reliability value is based on the rating reliability and deviation reliability to counteract the uncertainty due to instability of services.

The ratings-based methods (probabilistic and aggregation) can be viewed as attempting to address the perception gap between delivered and perceived QoS in the quality cycle. However, while ratings give the consumer's perception of service quality, they do not help to indicate the actual level of service delivered by the provider. Also, these methods do not consider consumer's expectation as part of the context, and thus do not help identify the reasons behind the ratings given by the consumers [27]. Additionally, ratings are plagued with the issues of subjectivity, collusion, identity and maliciousness [60]. It has been observed that due to fear of retaliation most ratings tend to be biased and unrelated to the actual delivered level of quality [60]. Various methods in the literature are proposed to handle these issues. For example, the methods reported in [25, 145, 154, 160, 85] employ different techniques to detect and remove unfair ratings.
Table 2.2: The meaning of symbols used in Table 2.3

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assumptions</td>
<td>SA</td>
<td>Single Attribute</td>
</tr>
<tr>
<td></td>
<td>MA</td>
<td>Multiple Attributes</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>Trustworthy</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>Normalised</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>Dependent</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>Asynchronous</td>
</tr>
<tr>
<td>General</td>
<td>Empty</td>
<td>The requirement is not satisfied</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>The requirement is satisfied</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>The requirement is not applicable</td>
</tr>
</tbody>
</table>

2.4.4 Discussion

The comparison of QoS assessment methods reviewed in this section is summarised in Table 2.3 and the meaning of symbols used in the table is given in Table 2.2. The methods are analysed and compared in terms of the type of QoS data used in assessment, assumptions about QoS data, and how they satisfy the requirements listed in Section 2.3. We have three groups of methods based on the QoS data type: advertisement-based methods, monitoring-based methods, and ratings-based methods. The assumptions about the data used in assessment determine, to a large extent, the power and applicability of a specific assessment method.

The QoS data type and assumptions have a direct impact on the capability of a method to satisfy requirements R1-R4. For example, the advertisement-based methods fail to satisfy requirement R2a because these methods require a service provider to publish QoS data in service registration and this may not be updated regularly. The dynamic behaviour of a service provider is captured explicitly by monitoring-based methods and implicitly by ratings-based methods. However, how R2b and R2c are satisfied by these methods depends on how they use the collected data, ratings or monitored data. For example, monitoring-based methods employ collaborative filtering and expectation-based
## Table 2.3: Comparison of the reviewed QoS Assessment Methods

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Approach</th>
<th>Reference</th>
<th>Assumptions</th>
<th>QoS Assessment Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SA</td>
<td>MA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Service Provider Advertisements</td>
<td>Certified</td>
<td>Ran’03 [110]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Serhani’05 [124]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Ontological</td>
<td>Martin’03 [87]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tian’04 [136]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Traversable</td>
<td>Taher’05 [134]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wang’06 [143]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Non-Certified</td>
<td>Max’04 [89]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Xu’07 [151]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Entropy</td>
<td>Vu’09 [141]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Measured QoS Data</td>
<td>Needs</td>
<td>Zhou’03 [22]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liu’04 [81]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>CT-based</td>
<td>Shao’07 [125]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zheng’09 [162]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chen’10 [21]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Esp-based</td>
<td>Sherrchan’05 [126]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shercif’06 [127]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wu’07 [149]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>User Ratings</td>
<td>20%</td>
<td>eBay [1]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zacharia’00 [157]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zhang’06 [160]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Teacy’06 [135]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reece’07 [111]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Josang’09 [62]</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sabater’01 [117]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Huynh’06 [55]</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

- The method maintains uncertainty by enforcing the service provider to provide a certificate.
- The method allows service providers to advertise multiple levels of QoS.
- The method considers semantic correlation between QoS attributes.
- The dynamicity of service provider behaviour is considered in reliability measures.
- The method uses reputation and trust to express the reliability of provider advertisements.
- The method considers the number of user feedback in reliability computation.
- The method assesses QoS based on individual attributes.
- The contextual information is considered implicitly by applying collaborative filtering techniques.
- The contextual information is considered explicitly by using a portion of history selected with respect to the current user request.
- The dynamicity of service provider behaviour is implied in consumer ratings.
- The method allows users to provide short text description with their ratings.
- The users do not state their requirements explicitly, instead they are extracted implicitly from recent transactions.
- The recent ratings are given more weight in trust/reputation computation.
- The method takes into account the reputation of rater in trust/reputation computation.
- The rating's timestamp is considered in detecting unfair ratings.
- The method supports non-binar ratings to allow consumers to rate a service in different levels (e.g. bad - average - good).
- The method uses social relations between agents in trust/reputation computation.
- The method uses ratings' size and variation for confidence calculation.
methods to deal with contextual information that can help explain a certain level of quality \((R2b)\). These two techniques are used to determine and select part of the historical data that is relevant to a particular assessment request. It is obvious from Table 2.3 that the methods that assume trust in QoS data pay no attention to confidence measures \((R3)\). Some assumptions, in fact, are applicable only to a certain type of data. For example, an asynchronous assumption is only meaningful when dealing with multiple QoS attributes whose quality data is collected from monitoring tools, not provided as ratings or advertisements.

The advertisement-based methods in Table 2.3 handle uncertainty with the advertised values by either enforcing that a service provider provides a certificate, or relying on the historical data to build up a reputation verdict, to demonstrate the reliability of an advertisement. All these methods take a personalised approach in assessment \((R1)\) by considering consumers' QoS requirements. In their computation, these requirements are taken as a reference to assess the best service for consumers. Although the advertisement-based methods consider multiple attributes in their assessment \((R4)\), only the methods proposed in [134, 89, 141] consider the relationship between these attributes. In general, the advertisement-based methods are not suitable in an open and dynamic environment. This is because the behaviour of service providers may change over time, yet their advertisement may not be updated regularly.

The monitoring-based methods, on the other hand, are able to capture the dynamic behaviour of a service provider over time \((R2a)\). This is because these methods assume that the QoS data is collected during service provision. However, these methods do not deal adequately with multiple attributes \((R4)\), especially when the qualities of these attributes are monitored asynchronously. Our analysis suggests that these methods assess multiple attributes either by assuming that they are independent, or by assuming that their data is synchronously collected. The non-selective methods given in Table 2.3 do not consider consumers' requirements in assessment \((R1)\), assuming that either all consumers prefer to receive the highest possible level of quality, or a service provider
delivers a single level of quality to all consumers regardless of their requirements. Only two methods consider multiple levels of quality for a single service (R2c), but they do not give an indication of the reliability (confidence) of their assessment (R3).

The ratings-based methods in Table 2.3 emphasise the importance of confidence measure in producing trust/reputation values (R3). The possible reason for that is these methods need to address the issues of subjectivity, collusion and maliciousness of user ratings. Almost all these methods use two indicators to compute confidence: the number of ratings and deviation among the ratings. These methods, however, do not take into account consumers' requirements (R1) and ignore the rationale behind ratings by using the opinions of the members of the whole community equally in assessment.

In general, it is clear from Table 2.3 that none of the reviewed QoS assessment methods fully meet the requirements listed in Section 2.3. Our aim in this thesis is to develop a method that satisfies all the listed QoS assessment requirements.

2.5 Summary

In this chapter, we have addressed three key points. First, we considered the quality paradigms adopted by different QoS assessment methods in the literature. Quality as reputation links quality to the consumer's perception of a service, while QoS as conformance links quality to the degree to which a service provider meets a particular QoS requirement. To effectively support a consumer in finding services that best meet their QoS requirements, we adopt the conformance view of quality in our work. That is, we assume that as the difference between the QoS delivered by the service provider and required by the service consumer decreases, the consumer perceived quality of that service increases.

Second, we described and analysed different aspects of QoS assessment in an open service provision environment. Our investigation concluded that, in order to produce an effective QoS assessment, several gaps in the quality cycle must be filled. That is,
the gaps between the level of service required by the consumer, offered by the provider, delivered by the provider and perceived by the consumer need to be considered and filled by a QoS assessment. To do so, we provided a set of requirements that must be considered when developing a good QoS assessment method.

Finally, we reviewed and analysed the most relevant QoS assessment methods to our work. We evaluated to what extent these methods satisfied and fulfilled the identified requirements. Broadly, the reviewed methods can be classified into three groups: advertisement-based, monitoring-based and ratings-based methods. To capture the dynamic behaviour of service providers, we use monitored QoS data in our work. Our investigation and analysis of monitoring-based methods suggested that they do not deal adequately with multiple attributes, especially when the qualities of these attributes are monitored asynchronously. Moreover, these methods make unrealistic assumptions: they either assess multiple attributes individually assuming they are independent, or collectively assuming their data are synchronously collected. In the following chapters, we develop a method that takes both accuracy and confidence into account when assessing QoS over multiple attributes.
Chapter 3

A Conceptual Model for QoS Assessment

The goal of this chapter is two-fold: to introduce a conceptual model for characterising the tasks associated with QoS assessment, and to use this model to guide the development of a specific method for QoS assessment described in this thesis. The conceptual model for QoS assessment is introduced in Section 3.1. Section 3.2 gives a definition of quality that is used in this thesis, followed by the formulation of our QoS assessment problem. Following the discussion and overview of QoS assessment methods in Chapter 2, we discuss specifically the shortcomings of existing approaches in dealing with multiple attributes in Section 3.3. Finally, we summarise the finding of this chapter in Section 3.4.

3.1 QoS Assessment Process

As we have discussed in the previous chapter, there are three types of data that may be used for QoS assessment: service advertisements, user ratings and monitored service provision data. In this thesis, we focus on how the quality of a service may be determined using monitored QoS data, as we are interested in automated QoS assessment. Note that such data is already being routinely collected in order to, for example, enforce service level agreement [67, 94, 95, 128] or optimise service provision perfor-
mance [82, 6, 119, 74, 156]. Thus, it is reasonable and useful to consider how QoS assessment tools using the data collected by monitoring tools may be developed.

So, QoS assessment in our context may be broadly described as a function to determine, using the monitored historical service provision data, the likely quality that a consumer may get from a service provider. To discuss how effective QoS assessment methods may be developed, it is useful to understand what is involved in the process of QoS assessment in general first. As outlined in Figure 3.1, we consider a QoS assessment process involves four fundamental tasks: data collection, data selection, data aggregation and service ranking.

### 3.1.1 Data Collection

This is about how data relevant to the quality of a service may be obtained. There are a number of issues that need to be considered. First, we need to consider how a
QoS attribute may be monitored. For some attributes (e.g. response time), the monitoring is relatively straightforward [130]. For other attributes (e.g. the currency of a news service), monitoring the quality can be much harder, and may need to use advanced techniques, e.g. employing data mining to determine news currency [42].

Second, there is an issue of from where the QoS data should be collected. Studies have suggested that monitoring can take place locally at the server providing the service [5, 152], locally at the consumer using the service [22], or at some point in between [83, 67]. In an environment where the physical resources of the end-to-end connection between the service provider and consumer are not under the direct control of the provider, the state of the network in terms of quality can be difficult to guarantee. For this reason, consumers at different points in the network may receive different levels of service. This means that the QoS delivered by the service provider may not be the same as the QoS perceived by consumers. Thus, where to place the monitoring activities is important. While some attributes (e.g. response time) are best collected from the consumer side to capture the provider’s performance as seen by the consumer, other attributes (e.g. availability and reliability) need to be measured and collected from the provider side to capture the provider’s overall performance w.r.t. that attribute.

Third, granularity and units of measurements must be considered. For a given attribute, its quality can be measured and stored in different levels of granularity, for example, access delay may be measured in minutes, seconds, or milliseconds. For multiple attributes, different units of measurements may be used, for example, the failure rate and availability of services can be expressed as a percentage (e.g. 90%), whereas access delay could instead be an absolute value (e.g. 25 seconds). Moreover, the monitoring process may also capture some noise [48]. All these issues need to be considered and the collected data needs to be normalised in order for the data concerning different QoS attributes to be comparable and for the derived QoS verdicts to be meaningful.
Fourth, for multiple attributes, an additional issue needs to be considered. For example, multiple attributes may be monitored independently at different rates. An example of this is the throughput which may be collected per second (i.e. how many requests are served per second), whereas availability may be collected per hour (i.e. the percentage of up time per hour). It is worth observing that the data over multiple attributes may not be synchronously collected w.r.t. time, and may not be independent of each other either.

So, how QoS data may be monitored, collected and normalised can be complex in practice [130]. In this study, however, we do not consider such issues and simply assume that the data has already been collected and normalised. We assume that the QoS at any point on the link from the provider to the consumer is equal. However, we do not assume that QoS data for multiple attributes is synchronously collected as it is unrealistic and unlikely that this will be the case in practice [148, 66, 130]. We do not assume that QoS data in different attributes are independent of each other either, because it is quite possible that some quality patterns or groupings will exist, as our example in Section 1.1 has shown.

### 3.1.2 Data Selection

The data selection task is to determine which data should be selected for use in assessment. Not all collected QoS data may be relevant to a particular assessment request. Many issues need to be considered to determine which data should be selected for use in assessment. For example, if a service provider offers a service with several quality packages, then it is easy to see that combining the monitored data that are associated with different quality packages in assessing its quality could be misleading. Various techniques may be employed to determine which data should be selected for use in assessment. For example, Deora et al. [27] introduced expectation-based selection, where consumers are asked to state expected QoS levels as part of their assessment request, and only the data that has similar expectation to those stated in the request will be se-
lected and used. This approach was also adopted in [126, 127]. In our work, we use the expectation-based model [27]. That is, we record consumer expectations on quality alongside the actual quality monitored (see our QoS Model in Section 3.2), and then select and use only the QoS data that has similar expectations to those requested by the consumer in assessment.

3.1.3 Data Aggregation

Selected QoS data must then be aggregated to give an overall verdict on the quality of a service that the service provider is likely to deliver. How QoS data should be aggregated depends on the type of QoS data involved. For example, binary data (e.g. satisfied or unsatisfied) may be aggregated into a single verdict using beta probability density functions [59, 160], whereas numerical data may be aggregated based on simple or weighted average [27, 81, 125, 162], and forgetting or damping factors can be employed to help discount past performances [59, 157]. For multiple attributes, however, existing works largely assume that the data in each attribute may be aggregated individually, which, as we have explained in the Introduction (Section 1.1), can lead to an incorrect assessment. This is because assessing multiple attributes individually is not able to identify and capture the interaction among multiple attributes. For example, for a particular service, a high level of availability may be linked with a low level of response time and vice versa, due to some of the service provision policies adopted by the service provider [33]. If we have a consumer asking for high availability and high response time, the methods that assess multiple attributes individually may wrongly suggest that the service is capable of delivering the required service level. In our work, we propose to aggregate QoS data over multiple attributes collectively rather than individually.
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3.1.4 Service Ranking

If the goal of QoS assessment is to help a consumer to choose a preferred one among those functionally identical but quality-wise varying services, then it is essential that we are able to rank a set of services somehow at the end of assessment. One obvious approach is to attempt to deliver a single numeric verdict for each service under assessment, and then rank the services under assessment based on their numerical order [81, 22]. Unfortunately, it is not always desirable or possible to derive a single verdict, for example, when the quality of each attribute must be considered and compared separately. Ideally and in practice, a service ranking function should consider a range of differentiating factors, for example, accuracy and confidence of QoS verdicts, prices of services and trust in service providers, and then rank services based on these factors. In such cases, more sophisticated solutions based on multiple criteria decision making principles [34] must be considered. For the purpose of this thesis, we rank services based on assessment accuracy and confidence only. We combine accuracy and confidence scores into a single numerical verdict for each service under assessment, and then rank the services based on this single numerical value.

3.2 A QoS Model

In this section, we give a definition of quality that we will use in this thesis, followed by the definition of our QoS assessment problem.

3.2.1 Definition of Quality

Different definitions of quality exist [27]. Broadly, as we have mentioned in Section 2.1, quality can be linked to reputation, which refers to the perception of the service that a service provider builds over time about its intentions and norms [96], or linked to conformance, which indicates the degree to which a service provider meets (or conforms...
to) a particular 'ideal' level. For example, an Internet service provider may be considered by a consumer as being able to offer good quality even though the user has not used the service, because the provider has the reputation for delivering a good service consistently over time. Equally, a consumer may consider the provider to offer good quality because it delivered the 4 MB internet access speed that the consumer has asked for, i.e., the provider conforms to what is required.

We adopt the conformance view of quality in our work, as we are interested in assessing the quality that a service provider can offer for a specific consumer. That is, we consider quality to be the difference between what is requested by a consumer and what is actually delivered to the consumer. More specifically, let $S(A_1, A_2, \ldots, A_m)$ be a service where each $A_i, i = 1, \ldots, m$, is a QoS attribute. Suppose that $S$ is required to be delivered to a consumer with an expectation $\gamma = \{e(A_1) = \alpha_1, e(A_2) = \alpha_2, \ldots, e(A_m) = \alpha_m\}$, where $e(A_i) = \alpha_i$ represents the quality expected by the consumer on $A_i$. Suppose that during the service delivery $\{d(A_1) = \beta_1, d(A_2) = \beta_2, \ldots, d(A_m) = \beta_m\}$ is monitored, where each $d(A_i) = \beta_i$ is the actual quality of $A_i$ delivered to the consumer.

We define quality for a single attribute as:

**Definition 1 (Quality)** Let $A$ be a QoS attribute, $e(A)$ be the consumer's expectation on $A$ and $d(A)$ be the provider's delivery on $A$. The quality for attribute $A$ is defined as follows:

$$QoS(A) = 1 - |d(A) - e(A)|$$

where $d(A)$ and $e(A)$ are normalised values in $[0, 1]$, with 0 representing the minimum level of quality and 1 the maximum.

Definition 1 implies that the quality of a delivered service ($d(A)$) will be perceived subjectively by different consumers based on their expectations ($e(A)$). For example, a service that delivered $d(A) = 0.2$ to a consumer with expectation of $e(A) = 0.2$ will be seen as delivering high quality of $QoS(A) = 1.0$. However, for a consumer whose
expectation was $e(A) = 0.9$, it will be seen as delivering low quality as $QoS(A) = 0.3$ (i.e. $QoS(A) = 1 - |0.2 - 0.9|=0.3$). So, while the data collected by the monitoring tools is objective, the actual quality observed is subjective, varying from one consumer to another.

We believe that capturing such subjectivity is essential to measuring QoS meaningfully. There are a number of factors that may determine what a preferred QoS level for a particular consumer should be. For example, the consumer may opt for a lower quality as he does not wish to pay for an expensive service, or he is limited by some constraints that any additional increase in quality would not benefit him, e.g. using an HD movie service on a screen with limited resolution.

Generally speaking, there are four possible perceptions of delivered quality by a consumer, as depicted in Figure 3.2.

For some attributes, it is reasonable to think that consumers would like their delivered values to be minimum or maximum. For example, for availability and reliability, consumers may like them to be as high as possible, and for jitter and error rate, as low as possible. However, due to price considerations, consumers may choose not to specify a minimum or maximum expectation on such attributes. This is explained in Figures 3.2(a) and 3.2(b), where the vertical line represents consumer expectation. In this case, if the actual delivered value is higher (in Figure 3.2(a)) or lower (in Figure 3.2(b)) than the expected value, it is unlikely that the consumer will be dissatisfied, i.e. the perceived quality will most likely increase too.

The situation is rather different in the cases described in Figures 3.2(c) and 3.2(d). Here, the minimum and the maximum values are not desirable. For example, a screen with a limited resolution will not benefit from a HD movies service. In such situations, the highest possible quality may be achieved with a particular delivered level of service leading to a flattening effect on the curve at a threshold point in Figure 3.2(c). Even worse, in some cases an increase in delivered level of service may cause a decrease in quality as perceived by the consumer. For example, an increase in the frame rate
of a streaming movie service to a mobile phone may increase the perceived quality initially, but further increase in frame rate to a level that requires a level of buffering and memory use above the capability of the mobile phone may lead to increased jitter in the presentation of the video to the consumer, and hence a reduction in quality. In such a situation, the desired quality is achieved at a certain point and this is followed by a decline in quality for any further enhancement in the attribute, as shown in Figure 3.2(d).

From the above discussion it is clear that, in general, universal preferences cannot be assumed for all attributes and for all consumers. The specific context of a consumer may
lead to a particular interpretation of the expected value that the consumer has placed on attribute. When this will occur and in which attributes it will occur are beyond the ability of service providers to determine. So, the best thing to do is for the provider to meet exactly the consumer's requirements rather than to deliver the highest possible quality. Accordingly, we adopt the conformance view of quality given in Definition 1, i.e. the quality of a service is considered to be maximised when the consumer's expectation (or requirement) is met by the service provider. Note that expectation information may be obtained from a service level agreement between the service consumer and provider [67, 94, 95, 128].

3.2.2 QoS Assessment

In our study, we assume that a set of past service provision performance data has been collected, and each instance in the dataset is recorded as \( (s_k, e(A), d(A)) \), where \( s_k \) is a service instance identifier, \( e(A) \) the expected and \( d(A) \) the delivered quality of \( A \). More formally, the problem of QoS assessment can be defined as follows:

**Definition 2 (QoS Assessment)** Given a consumer quality requirement \( \gamma \), the content of a QoS database, and a service \( S \), determine the quality level that is likely to be delivered by \( S \) and the reliability of this prediction.

From Definition 2, it can be seen that the output of a QoS assessment consists of two values: *prediction* and *confidence*. The *prediction* value falls in range \([0..1]\) and indicates the level of service that the QoS assessment method believes would most likely be delivered to the consumer from a given service. It is important to emphasise that the *prediction* refers to a likely delivered level of service, rather than a likely quality of service. *Confidence*, on the other hand, represents the level of certainty with which the QoS assessment method is making the *prediction*. It also falls in range \([0..1]\) where 0 indicates no confidence, and 1 complete confidence.
3.3 Assessing of Multiple Attributes

In this section, we discuss the limitations of current approaches to assessing QoS over multiple attributes. We then suggest how such limitations may be overcome. From our review in Chapter 2, there are two approaches to QoS assessment using monitored QoS data, non-selective and selective. We analyse two QoS assessment methods: Averaging All (AA) [22, 81] and Multiple Quality Space Mapping (MQSM) [127], as the representative methods of non-selective and selective approaches, respectively. To explain the issues associated to QoS assessment over multiple attributes, we use Table 1.1 introduced in Section 1.1 which is reproduced as Table 3.1. For ease of comparison, in Table 3.1 $d(A_1)$ refers to the delivered level by $S1$ for access delay, and $d(A_2)$ to the delivered level for throughput.

<table>
<thead>
<tr>
<th>TID</th>
<th>$d(A_1)$</th>
<th>$d(A_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>0.35</td>
<td>0.41</td>
</tr>
<tr>
<td>t002</td>
<td>0.67</td>
<td>0.72</td>
</tr>
<tr>
<td>t003</td>
<td>0.37</td>
<td>0.38</td>
</tr>
<tr>
<td>t004</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td>t005</td>
<td>0.31</td>
<td>0.47</td>
</tr>
<tr>
<td>t006</td>
<td>0.65</td>
<td>0.87</td>
</tr>
</tbody>
</table>

3.3.1 Averaging All

To calculate QoS for $S1$, the simplest method is to average all the delivered service instances observed for each attribute of $S1$ first, and then average the aggregated values across attributes [22, 81]. This method was already introduced in Section 1.1, but is
described here again for ease of reference. That is, we calculate QoS as follows:

$$QoS(S) = \begin{cases} 
\sum_{j=1}^{m} (w_j \times \frac{\beta_{ij}}{n}) & \text{if } n > 0 \\
\text{default} & \text{if } n = 0
\end{cases}$$

(3.1)

where $m$ is the number of attributes, $n$ the number observed instances of $S$ in the database, $\beta_{ij}$ the observed delivered service value for $A_j$ in the $i$-th instance, and $w_j$ a weight indicating the significance of each attribute in aggregation. The closer the calculated $QoS(S)$ is to what is requested by a consumer, the higher the quality of $S$ is considered to be for that consumer. When no previous provision instance has been observed, a default value will be returned.

To apply this method to Table 3.1, we first calculate the quality level for $A_1$ and $A_2$ individually by averaging the observed data, i.e. $\text{Avg}(d(A_1)) = 0.51$ and $\text{Avg}(d(A_2)) = 0.61$, and then the two averages are aggregated to give $QoS(S1) = 0.5 \times 0.51 + 0.5 \times 0.61 = 0.56$, assuming that the two attributes are equally important. By adopting quality as conformance (i.e. the degree to which a service provider meets (or conforms) to a particular level of service), this service is considered to offer good quality to a consumer who expects 0.55, since it delivered a level of service which is very close to what the consumer has asked for.

This method works fine if we assume that any level of service may be offered by each of the attributes. When this is not the case, for example, when $A_1$ is actually offered at two distinct levels at around 0.3 and 0.7, then $QoS(A_1) = 0.51$ is unrealistic to get and the overall prediction of $QoS(S1) = 0.56$ is unlikely to materialise in practice.

### 3.3.2 Using Expectations

In [127] a multiple quality-space mapping (MQSM) method is proposed to provide a more accurate assessment when a service delivers multiple levels of quality. MQSM
also processes each attribute separately, but attempts to identify possible quality packages within a single attribute. To do so, the method goes through four main stages as shown in Figure 3.3.

Figure 3.3: A four-stage multiple quality space mapping method [127]

1. Initial Selection from Delivered Values (Figure 3.3(a)). In order to ascertain whether it is possible for a service provider to meet the consumer’s expectation, MQSM attempts to find past service instances in which delivered values are similar to what the consumer expects. More specifically, service instances whose delivered values satisfy \( |\beta_{ij} - \gamma_j| \leq \delta \) are selected from the database, where \( \beta_{ij} \) is the delivered value by \( A_j \) in \( i \)-th instance, \( \gamma_j \) is the consumer’s expectation on \( A_j \), and \( \delta \) denotes a bound intended to capture similar values. If any similar instances are found, then this is an indication that the service is capable (or has been ca-
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pable) of delivering a service level that is desired by the consumer. If no data instances matched the consumer's expectation, a default value will be returned. This is similar to the cold start problem, which refers to the situation when a new service provider has just entered the system and has no historical service provision data yet [52]. In this case, QoS assessment will have to 'assume' a (default) quality, e.g. 0.5 to suggest that a new service should start as an average one or 1.0 to assume that in the absence of any information, the new service will be a good one [60]. In the expectation method, a default value of 1.0 is assumed if no information is available about the provider [127].

2. Mapping from Delivered to Expectation Values (Figure 3.3(b)). The instances of provision which have been selected at Stage 1 may have been provided as a result of a consumer having a different expectation to $\gamma_j$. To verify whether this is the case, MQSM identifies the corresponding expectation values for each data instance selected in the previous stage. Then the minimum ($\alpha_{\text{min}}$) and maximum ($\alpha_{\text{max}}$) expectation values for the selected instances are determined. If $\gamma_j$ is in the range delimited by $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$, this indicates that the provider has a degree of conformance when asked to deliver $\gamma_j$ by $A_j$. Otherwise, it is unlikely that the provider will meet the consumer's expectation and the method returns a default value.

3. Selection based on Expectation Values (Figure 3.3(c)). The provider may not consistently deliver what he has been asked to deliver. That is, for other instances with consumer expectation in the range $[\alpha_{\text{min}}, \alpha_{\text{max}}]$ identified in Stage 2, the provider may also have delivered values in the past that are far away from the consumer's expectation ($\gamma_j$). To verify whether this is the case, MQSM visits the database again to retrieve a new set of instances whose expectation values satisfy $\alpha_{\text{min}} \leq \alpha_{ij} \leq \alpha_{\text{max}}$, where $\alpha_{ij}$ denotes the expectation value for $A_j$ in the $i$-th instance. Note that the subset of data instances identified in this stage may not be the same as those identified in Stage 1.
4. Aggregation of Delivered Values (Figure 3.3(d)). The data instances identified in Stage 3 are aggregated to determine a likely level of service that may be delivered by the provider. That is, MQSM averages the corresponding $\beta_{ij}$ values in this set of instances to obtain a prediction for $A_j$.

To illustrate how this method works, we expand Table 3.1 with expectation values and new data as shown in Table 3.2. Suppose that a consumer has the following expectation: $\gamma_1 = 0.4$ and $\gamma_2 = 0.9$ and we are asked to assess how likely $S1$ will meet this expectation. Assuming $\delta = 0.1$, MQSM first selects instances from Table 3.2 for $A_1$ based on $|d(A_1) - 0.4| \leq 0.1$ which gives us $\{t001, t003, t005\}$. From this set, we have $\alpha_{\text{min}} = 0.27$ and $\alpha_{\text{max}} = 0.41$. We then retrieve a new set of instances based on $0.27 \leq e(A_1) \leq 0.41$ which gives us the same data set. Finally, we aggregate the delivered values in this set to find $QoS(A_1) = 0.34$. Similarly, MQSM selects instances for $A_2$ based on $|d(A_2) - 0.9| \leq 0.1$ which gives us $\{t004, t006\}$. For this set, we have $\alpha_{\text{min}} = 0.80$ and $\alpha_{\text{max}} = 0.87$. We then retrieve a new set of instances based on $0.80 \leq e(A_2) \leq 0.87$ which gives us $\{t002, t004, t006\}$. This adds instance $t002$ to those already identified. Finally, we aggregate the delivered values in this set to find $QoS(A_2) = 0.81$. Assuming that the two attributes are equally important, the overall prediction for $S1$ is computed to be $QoS(S1) = 0.5 \times 0.34 + 0.5 \times 0.81 = 0.58$.

Table 3.2: Historical QoS Data for $S1$ with Expectations

<table>
<thead>
<tr>
<th>TID</th>
<th>$(e(A_1), d(A_1))$</th>
<th>$(e(A_2), d(A_2))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>(0.27, 0.35)</td>
<td>(0.35, 0.41)</td>
</tr>
<tr>
<td>t002</td>
<td>(0.77, 0.67)</td>
<td>(0.85, 0.72)</td>
</tr>
<tr>
<td>t003</td>
<td>(0.41, 0.37)</td>
<td>(0.21, 0.38)</td>
</tr>
<tr>
<td>t004</td>
<td>(0.65, 0.71)</td>
<td>(0.80, 0.83)</td>
</tr>
<tr>
<td>t005</td>
<td>(0.36, 0.31)</td>
<td>(0.28, 0.47)</td>
</tr>
<tr>
<td>t006</td>
<td>(0.69, 0.65)</td>
<td>(0.87, 0.87)</td>
</tr>
</tbody>
</table>
If we consider the accuracy of the assessment of a single attribute, MQSM performs better than the Averaging­All method as both $QoS(A_1) = 0.34$ and $QoS(A_2) = 0.81$ are clearly meaningful. However, if we assume that quality is offered with some "packaging" across multiple attributes, e.g. one package offers around 0.3 for $A_1$ and around 0.4 for $A_2$, and another offers around 0.7 for $A_1$ and around 0.8 for $A_2$, then the predicted combination $QoS(A_1) = 0.34$ and $QoS(A_2) = 0.81$ is clearly unattainable and $QoS(S1) = 0.58$ is misleading.

### 3.3.3 Synchronous Extension (SE)

To deal with multiple attributes correctly, we can apply a simple "adjustment" to the MQSM method described in Section 3.3.2. Instead of selecting and aggregating $d(A_1)$ and $d(A_2)$ separately first in Table 3.2 and then combining $QoS(A_1)$ and $QoS(A_2)$ into a single verdict, we can go through the four stages of MQSM to select individual instances based on both $\gamma_1$ and $\gamma_2$, and then aggregate the qualified $d(A_1)$ and $d(A_2)$ that result from Stage 3 into a single prediction for $S1$. That is, we perform:

$$QoS(S) = \begin{cases} 
\sum_{i=1}^{k} (\sum_{j=1}^{m} w_j \times \beta_{ij}') / k & \text{if } k > 0 \\
\text{default} & \text{if } k = 0 
\end{cases}$$

(3.2)

where $k$ is the number of instances that satisfy $|\beta_{i1}' - \gamma_1| \leq \delta, |\beta_{i2}' - \gamma_2| \leq \delta, \ldots, |\beta_{im}' - \gamma_m| \leq \delta$ simultaneously. Applying this to our running example, it is easy to verify that no instances satisfy $|d(A_1) - 0.4| \leq 0.1$ and $|d(A_2) - 0.9| \leq 0.1$ simultaneously, hence a default result will be reported. This verdict is clearly more meaningful and is a more accurate statement of what $S1$ is able to deliver: the required level of service $\gamma_1 = 0.4$ and $\gamma_2 = 0.9$ is not in fact attainable from $S1$.

The problem with this simple adjustment is that it implicitly assumes that QoS data for the multiple attributes involved is synchronously collected, as we require $|\beta_{i1}' - \gamma_1| \leq$
\[ \delta_1 |\beta_{t2} - \gamma_2| \leq \delta, \ldots, |\beta_{tm} - \gamma_m| \leq \delta \] to be simultaneously satisfied. This is a rather restrictive assumption which is unlikely to be held in practice, because multiple QoS attributes are more likely to be monitored independently at different time points and at different rates [148, 66, 130]. If we allow QoS data to be collected asynchronously, then we can anticipate that the number of instances in the database that satisfy our required condition will be significantly reduced, particularly when we have a large number of attributes. This in turn can seriously reduce the confidence of assessment. To illustrate this, assume that the data given in Table 3.2 for S1 has in fact been collected as in Table 3.3, i.e. some monitored data has not been collected at the same time.

**Table 3.3: Asynchronously Collected QoS Data for S1**

<table>
<thead>
<tr>
<th>TID</th>
<th>((e(A_1), d(A_1)))</th>
<th>((e(A_2), d(A_2)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>t001</td>
<td>(0.27, 0.35)</td>
<td></td>
</tr>
<tr>
<td>t002</td>
<td></td>
<td>(0.35, 0.41)</td>
</tr>
<tr>
<td>t003</td>
<td>(0.77, 0.67)</td>
<td>(0.85, 0.72)</td>
</tr>
<tr>
<td>t004</td>
<td>(0.41, 0.37)</td>
<td></td>
</tr>
<tr>
<td>t005</td>
<td></td>
<td>(0.21, 0.38)</td>
</tr>
<tr>
<td>t006</td>
<td>(0.65, 0.71)</td>
<td></td>
</tr>
<tr>
<td>t007</td>
<td></td>
<td>(0.80, 0.83)</td>
</tr>
<tr>
<td>t008</td>
<td>(0.36, 0.31)</td>
<td>(0.28, 0.47)</td>
</tr>
<tr>
<td>t009</td>
<td>(0.69, 0.65)</td>
<td></td>
</tr>
<tr>
<td>t010</td>
<td></td>
<td>(0.87, 0.87)</td>
</tr>
</tbody>
</table>

Suppose that S1 is to be assessed for a consumer request: \(\gamma_1 = 0.7\) and \(\gamma_2 = 0.8\). Assuming \(\delta = 0.1\), clearly in this case only t003 will be selected by the SE method in assessment. Hence, SE gives quality for \(A_1\) and \(A_2\) as \(QoS(A_1) = 0.67\) and \(QoS(A_2) = 0.72\). While this still gives a correct assessment, intuitively the confidence of this assessment will be low as only a very small fraction of the data is actually used in assessment. We will study this further in Chapter 4.
3.4 Summary

In this chapter, we introduced a conceptual model for QoS assessment and used it to analyse the problems associated with assessing QoS over multiple attributes. We considered a QoS assessment process to consist of four main tasks: data collection, data selection, data aggregation and service ranking. We then gave our definition of quality as the difference between what is requested by a consumer and what is actually delivered to the consumer.

The focus of this chapter is on how to assess QoS over multiple attributes more effectively. We discussed two representative QoS assessment methods, Averaging-All and MQSM. To assess QoS over multiple attributes, these two methods largely assume that the data in each attribute may be selected and aggregated individually. We analysed the limitation of such individual assessment using the example introduced in Chapter 1. Generally, the Averaging All method works fine if it is assumed that any level of quality may be offered by each of the attributes regardless of user expectations. When this is not the case, for example when a service offers multiple levels of quality to consumers based on their expectations, the method gives an incorrect assessment.

MQSM, on the other hand, is able to identify different levels of quality, but is limited to considering possible levels within a single attribute only. Although MQSM method can improve the accuracy of QoS assessment over a single attribute, it would not work well with multiple attributes. To deal with multiple attributes more effectively, we applied a simple "adjustment" to the MQSM method. The synchronous Extension (SE) method selects and aggregates the data of multiple attributes collectively. In doing so, the method can improve the accuracy of QoS assessment over multiple attributes. However, this simple extension implicitly assumes that QoS data over multiple attributes is synchronously collected. When this is not the case, we can anticipate that the number of instances used by SE in assessment will be significantly reduced. This in turn can seriously reduce the confidence of assessment.
To improve accuracy and confidence when assessing QoS over multiple attributes, a new method is needed. In the following chapters, we propose a new method to address these.
Chapter 4

Modelling Confidence for QoS Assessment

This chapter develops a confidence model for QoS assessment. This model is used to deal with uncertainty surrounding a QoS assessment. The chapter is organised as follows. In Section 4.1, we review some sources of uncertainty surrounding the QoS verdicts produced by QoS assessment method. We then explain how decision and probability theory may help to deal with uncertainty in QoS assessment. In Section 4.2, we discuss various approaches in the literature to establishing confidence measures and then describe our proposed confidence model. Following that, we highlight the limitations of existing QoS assessment methods using our proposed confidence measure. Finally, a summary of the chapter is provided in Section 4.3.

4.1 Dealing with Uncertainty

In an open and dynamic environment, any techniques and tools that attempt to help assess QoS will have to deal with some uncertainty surrounding the QoS verdicts they give. This is because in such an environment, service providers' behaviours cannot always be expected to be stable over time. That is, their performance may fluctuate due to a range of factors, e.g. network congestion, resource constraints or simply lack of good quality management [120, 69, 63, 147]. It is easy to see that such variation in service
delivery performance will be reflected in the collected QoS data, and a QoS verdict based on a set of data that has a large variation is likely to be unreliable. Moreover, when QoS assessment is conducted on a small set of data (e.g. when assessing a new service or only considering an asynchronous subset of the data in assessing multiple attributes), then intuitively the verdict may not be reliable either. Thus, it is essential that we attach a confidence value to a QoS assessment, so that the level of certainty surrounding the verdict can be indicated to the assessment requester, and can be taken into account when he selects the preferred service to use.

To deal with uncertainty in our QoS assessment, we use Decision theory [133]. The key idea underlying decision theory is quite simple: people always choose actions that move them towards situations, or states, that they prefer. Given a set of alternatives and a set of consequences following each alternative, decision theory models the relationship between the two sets and offers a conceptually simple procedure for choosing among alternatives. In the example introduced in Section 1.1, Alice wants a web hosting service that can serve 800 requests per second, and she needs to choose between four web hosting services ($S_1 - S_4$). Suppose that $S_1$ is able to deliver 200 requests per second, whereas $S_2$ can deliver 800 requests per second. Then, Alice would prefer $S_2$ to $S_1$, as taking this action will leave her in a better 'state', i.e. receiving a throughput of 800 requests per second.

To capture what is a preferred state to a consumer, consumer expectations on quality of services are encoded in a utility function that maps the set of situations the consumer may find himself in to a set of real numbers representing the value of each situation to that consumer. This is explained in the next section.

---

1We assume that Alice is only interested in getting the required throughput and has no other requirements, e.g. a certain price range or a requirement on response time.
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4.1.1 Calculation of the Expected Utility of the Consumer

The consumer’s decision-making is based on the utility they expect to obtain from a provider. To move to the state that they most prefer, a consumer always chooses actions that maximise his utility. This is done such that, if one state is preferred to another, then the utility value returned for the preferred state will be higher than that for the other. Similarly, if two states are equally preferred, then they should have equal utility. Formally, if $\Theta$ is the set of all states the consumer can reach through his own actions, and the utility of each $\theta \in \Theta$ is given by the utility function $U(\theta)$, then the consumer should choose to act so as to arrive in a state $\tilde{\theta}$, such that:

$$\forall \theta \in \Theta, U(\theta) \leq U(\tilde{\theta}) \quad (4.1)$$

Unfortunately, it is not always feasible to know how to act in order to arrive in state $\tilde{\theta}$. Typically, if a consumer has to choose between competing providers (such as $S1 - S4$ in Alice’s example) he will not know for certain which provider will act most in his favour (i.e. be closest to meeting his expectation). To deal with this problem, decision theory draws upon probability theory [92] which provides a reasonable method to address this uncertainty. That is, the consumer should act to maximise expected utility, i.e. the utility they expect to obtain from a service if the provider is true to what he has promised, and the likelihood that the provider is able to do this. More formally, expected utility function for a single attribute can be defined as follows:

**Definition 3 (Expected Utility Function for Single Attribute)** The consumer $C_j$’s expected utility function for attribute $A_k$ of service $S_i$ is defined as:

$$EU^k_i(\theta) = \int_{\theta \in \Theta} p(\theta | a) U(\theta) d\theta$$

where $\theta$ is the state that $C_j$ will move to w.r.t. attribute $k$ and $p(\theta | a)$ is the probability of $\theta$ given that the consumer takes action $a$, i.e. selects to use service $S_i$. 

The expected utility of the consumer based on all QoS attributes is as follows:

**Definition 4 (Expected Utility Function for Multiple Attributes)** The consumer $C_j$’s expected utility function for all attributes of service $S_i$ is defined as:

$$EU^j(\theta) = \sum_{k=1,\ldots,m} EU^j_k(\theta) = \sum_{k=1,\ldots,m} \int_{\theta \in \Theta} p(\theta|a)U(\theta)d\theta$$

where $\theta$ is the state that $C_j$ will move to w.r.t. all attributes of service $S_i$ and $p(\theta|a)$ is the probability of $\theta$ given that the consumer chooses action $a$, i.e. selects to use service $S_i$.

To derive a representation of consumer’s utility $U(\theta)$ in Definitions 3 and 4, we need to understand consumers’ expectations or requirements for QoS. Conformance has been introduced in Chapter 3 as the means by which consumers judge the quality of a service which is maximised when the consumer’s expectation is met by the service provider. So, the utility ($U(\theta)$) obtained from a particular service will correspond to the degree of conformance to the consumer’s expectation.

The presence of probability in the definition of expected utility means that decision theory in the face of uncertainty enters the realm of statistics. That is, to determine the expected utility of an action, we must determine the probability distribution of the possible states an action will result in. How we determine this distribution depends on the nature of the problem at hand. The decision of choosing between $n$ candidate services based on information from a QoS assessment method can be viewed as choosing a service that exhibits the best expected utility. In such a decision, the factor that potentially affects the utility of each choice is the accuracy of prediction by a QoS assessment method regarding the performance of the candidate service. Calculating the expected utility as in Definition 4 for each candidate service $S_i$ will result in an expected utility value for each choice. Rationally, a consumer will choose the candidate service that
corresponds to the action offering the highest expected utility value. More specifically,

\[ S_{opt} = \arg \max EU(S_i) \]  \hspace{1cm} (4.2)

It should be noted that the decision made by the consumer based on Equation 4.2 considers QoS only. There are, of course, many other considerations that might be taken into account by the consumer in choosing a service, such as the cost or reputation of the service provider. To accommodate these factors in the consumer's decision-making, the above expected utility may be combined with other sources of information in making an overall decision. This thesis, however, does not consider the details of such issues.

### 4.2 Modelling Confidence

In this section, we show how decision theory in conjunction with probability theory can be applied to our specific problem, where the consumer needs to choose whether or not to use a potential service provider. We first survey the existing confidence models to examine if they can be adapted to addressing our problem.

#### 4.2.1 Current Confidence Models

There are many confidence models proposed in the literature, especially in the area of trust and reputation systems. The main aim of these models is to deal with uncertainty surrounding the behaviour of consumers when producing their ratings. Sabater et al. [117] introduced two measures to calculate the reliability of trust value; the number of ratings and their deviation. The authors in [54] and [68] concur with the assertion of using these two measures to calculate trust value's reliability. The work in [96] uses the Chernoff Bound to determine the minimum sample size required to achieve a certain level of confidence. This approach is also used by the author in [160] to compute if the experience (measured by sample size) of an agent is sufficient enough
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(i.e. reliable enough) to reason about the likely behaviour of other agents. Overall, studies have noted the importance of considering data characteristics (measured by size and deviation) in deriving a confidence value.

Unfortunately, the existing confidence models cannot be directly applied in our work for two reasons. First, they are more for discrete and subjective data (user ratings), while the data we are dealing with is continuous and objective (monitored data). Second, the reliability verdict is derived "statically" and ignores consumer expectations, which is important in calculating our utility.

Adopting the conformance view of quality in our work imposes more complexity in confidence computation. This is because what is assumed to be good enough for one consumer may not be for another. For example, a hosting web service that delivers 400 requests per second to Alice who was promised to receive 800 requests per second will be judged to be unsuccessful. However, this does not mean that the same delivered value (400 requests/second) will be judged by other consumers in a similar way. For example, the same delivered level of service would be enough and satisfactory for someone who expected 390 requests per second. So, in general, in contrast to the existing confidence methods, to determine whether a given data instance is reliable or not we must "dynamically" derive a verdict with respect to the required quality. In the next section, we propose a confidence model that can handle this issue adequately and deal with uncertainty surrounding a QoS prediction.

4.2.2 Proposed Confidence Model

When a QoS verdict is derived for a given service using its past performance data, it is essential that we are able to establish its reliability or the confidence level to be placed on the verdict. In our context, the confidence is used to deal with uncertainty surrounding the reliability of a QoS prediction. More specifically, it expresses how confident QoS assessment method is in producing the assessment result given the data
used in assessment. It is an important measure because a consumer's decision about
which service to choose may depend on the service's behaviour over time, e.g. its
stability to deliver the required level of service. So a good QoS assessment should give
an indication on the reliability of its assessment result, so that consumers will be able
to make a more informed decision in selecting their preferred services.

In our confidence model, we use the two measures suggested by the models reviewed
in Section 4.2.1 to calculate the confidence of a prediction for a single attribute: data
size (Rel_u) and data deviation (Rel_e). These two measures are important in helping
consumers select their preferred services. While the former indicates how strongly the
prediction derived by the QoS assessment method is supported by the dataset, the latter
indicates the service's consistency in delivering that prediction. Applying the two mea­
sures in our work, however, is not straightforward due to the adopt on the conformance
view of quality as explained in Section 4.2.1. Thus, we have made some modification
to the two measures in order to make them well suited for our context. This will be
discussed further in the next sections. Figure 4.1 shows how the proposed confidence
model is integrated into the QoS assessment process introduced in Section 3.1.

Data Size Measure (Rel_u)

This measure is based on the number of data items used in assessment. Each data
item used in assessment provides an independent piece of evidence about the quality
that a service has offered in the past. So intuitively, the more evidence we have, the
higher confidence we should have for the assessment. More formally, this is captured
in Equation 4.3 which states that as the number of data items grows, the degree of
reliability increases until it reaches a defined threshold denoted by m:

\[
Rel_u = \begin{cases} 
\frac{n}{m} & \text{when } \bar{n} < m \\
1 & \text{when } \bar{n} \geq m 
\end{cases}
\]  

(4.3)
where $\bar{n}$ is the number of data items selected and used in assessment. So $Rel_\omega$ increases from 0 to 1 as the number of selected data items $\bar{n}$ increases from 0 to $m$, and stays at 1 when $\bar{n}$ exceeds $m$.

To determine the minimum number of data items ($m_{min}$) that is needed in order to achieve a certain level of confident about an assessment, we use the Chernoff Bound [96] to calculate $m_{min}$:

$$m_{min} = \frac{1}{2\epsilon^2 \ln \frac{1 - \lambda}{2}}$$

(4.4)

where $\epsilon$ is the maximal level of error that can be accepted by the consumer, and $\lambda$ is the required confidence level. So the larger the $\lambda$ and the smaller the $\epsilon$ are, the larger $m_{min}$ is required. For example, if we set $\lambda = 0.99$ and $\epsilon = 0.1$, then the minimum number of data items needed is $m_{min} = 1060$. While this suggests that we should use as many recorded QoS data items as possible in order to have confidence in assessment, care must be taken, as we have explained in Section 3.3.1, that we do not use data that may give us a misleading verdict.
To explain how to calculate $\text{Rel}_\omega$, let us revisit the example introduced in Section 3.3 to assess $S_1$ w.r.t. $A_1$ and $A_2$ based on consumer expectation $\gamma_1 = 0.4$ and $\gamma_2 = 0.4$. For illustration purposes, we show how $\text{Rel}_\omega$ is calculated for the prediction of $A_1$ only. Using Table 3.3 and assuming that $m_{\text{min}}$ is estimated to be 5, $\text{Rel}_\omega$ is calculated using Equation 4.3, and the results obtained from Averaging All, MQSM and SE for $S_1$ w.r.t. $A_1$ are shown in Table 4.1. It can be seen that Averaging All results gives a strong confidence (level 1.0), albeit a wrong level. SE, on the other hand, has the lowest confidence level 0.2 because only a small fraction of data was used in the assessment (i.e. only a single data instance, $t008$ is used in the assessment), but its confidence assessment is a better estimate of the situation.

<table>
<thead>
<tr>
<th>Assessment Method</th>
<th>prediction</th>
<th>$\bar{n}$</th>
<th>$\text{Rel}_\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging All</td>
<td>0.51</td>
<td>6</td>
<td>1.0</td>
</tr>
<tr>
<td>MQSM</td>
<td>0.34</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>SE</td>
<td>0.31</td>
<td>1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The $\text{Rel}_\omega$ measure is a quantitative metric that seeks to use as much data as possible to support QoS assessment prediction. This measure, however, does not consider data variation which will be considered by the $\text{Rel}_\theta$ measure in the next section.

**Data Deviation Measure ($\text{Rel}_\theta$)**

This measure is based on the variation within the data used in assessment. When selected QoS data are aggregated into a single verdict, it is important to take data variation into account. This is because different data distributions may average to the same mean, yet have a greater variation in data (i.e. have a more fluctuate service delivery). This should intuitively suggest that the derived mean is a less reliable verdict.
To capture variation within the data used in assessment, we view service delivery as a set of Bernoulli trials: successful delivery (delivered the required service level) or unsuccessful delivery (did not deliver the required level), and then model it as Beta distributions

$$Rel_\theta = \frac{\alpha}{\alpha + \beta}$$

(4.5)

where $\alpha = r + 1$ and $\beta = s + 1$, and $r$ is the observed number of successful deliveries and $s$ the unsuccessful ones. The ratio of $\alpha$ and $\beta$ will determine where in the interval $[0,1]$ the distribution peaks, and a high $\alpha$ will cause the distribution mode to occur close to 1.

The idea of adding 1 each to $r$ and $s$ (and thus 2 to $r+s$) follows Laplace's rule of succession for applying probability to inductive reasoning [114]. This rule in essence reflects the assumption of an equi-probable prior, which is commonly adopted in probabilistic reasoning. That is, when we have no information about a service initially, (i.e. $r=0$ and $s=0$), we have $Rel_\theta = \frac{1}{1+1} = 0.5$, suggesting that a successful and unsuccessful delivery of the service by the provider is equally likely.

To determine whether a past delivery on a single QoS attribute was a successful one or not, we use the following:

$$x(A_i) = \begin{cases} 
1 & d(A_i) \in [p_i - \epsilon_\theta, p_i + \epsilon_\theta] \\
0 & \text{Otherwise}
\end{cases}$$

(4.6)

where $d(A_i)$ is a delivered quality on $A_i$ in the selected dataset $D$ and $p_i$ is the verdict given by the assessment on attribute $A_i$ (i.e. the aggregated value which is derived by a simple average in our context). If $d(A_i)$ is within a specified $\epsilon_\theta$ from $p_i$, then it is considered to be a successful delivery, denoted by $x(A_i) = 1$. Otherwise, it is unsuccessful, denoted by $x(A_i) = 0$. We call the range, i.e. $[p_i - \epsilon_\theta, p_i + \epsilon_\theta]$, that used to determine if a past delivery is a successful one or not a confidence range. Accordingly, $r$ and $s$ are:

$$r = \sum_{x_i \in D} (x_i = 1) \quad \text{and} \quad s = \sum_{x_j \in D} (x_j = 0)$$

(4.7)
Clearly, choosing different values for $\epsilon_\theta$ can have a direct impact on $Rel_\theta$. For the same data size, a large $\epsilon_\theta$ can result in a more confident QoS verdict, because it will result in more $\alpha$'s (successful deliveries) and consequently increase $Rel_\theta$. Thus, a large $\epsilon_\theta$ may be chosen when a consumer is willing to accept a more fluctuated delivery of a service from a service provider.

Note that in contrast to other models in the literature [59, 96, 135, 160], whether a past delivery is a successful one or not is determined dynamically in our model. This is because $p_i$ is computed based on user expectation $e(A_i)$, so whether $d(A_i)$ is a successful delivery or not is affected by $e(A_i)$. For example, if $S$ is delivered with a quality of 0.5 on attribute $A_i$, then it is deemed as a successful one for a consumer who requested 0.5 on $A_i$ (i.e. $e(A_i) = 0.5$), but not for the one who requested 0.9, if we set $\epsilon_\theta = 0.1$. A small range $[p_i - \epsilon_\theta, p_i + \epsilon_\theta]$ is used here as it is reasonable to assume that consumers will be satisfied by a delivery that is close enough to the requested quality level.

To explain how $Rel_\theta$ may be calculated, let us revisit the example in Section 3.3 to assess $S'$ w.r.t. $A_1$ and $A_2$ using Averaging All, MQSM and SE based on consumer expectation $\gamma_1 = 0.4$ and $\gamma_2 = 0.4$. For illustration purposes, we show how the $Rel_\theta$ for the prediction of $A_1$ is calculated only. Given the data selected by Averaging All, $D = \{0.35, 0.67, 0.37, 0.71, 0.31, 0.65\}$ (all values of the $d(A_1)$ column in Table 3.3) and its prediction $p_1 = 0.51$ and assuming that $\epsilon_\theta = 0.05$, whether each $d(A_i)$ is a successful delivered value or not is calculated using Equation 4.6. It is easy to see that all delivered values are classified as unsuccessful because they are out of the confidence range delimited by $p_1$ and $\epsilon_\theta$, $[0.46, 0.56]$. For MQSM, only three data items are selected as relevant to $e(A_1)$, $D = \{0.35, 0.37, 0.31\}$. All these data items are classified as successful because they fall in the confidence range $[0.29, 0.39]$. Similarly, the single data item selected by SE, $D = \{0.31\}$, is classified as successful because it falls in the confidence range $[0.26, 0.36]$. Using Equation 4.5, $Rel_\theta$ is calculated and the result is shown in Table 4.2.
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Table 4.2: Rel_θ of QoS Assessment for S1 w.r.t. A_1

<table>
<thead>
<tr>
<th>Assessment Method</th>
<th>α</th>
<th>β</th>
<th>Rel_θ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging All</td>
<td>1</td>
<td>7</td>
<td>0.125</td>
</tr>
<tr>
<td>MQSM</td>
<td>4</td>
<td>1</td>
<td>0.80</td>
</tr>
<tr>
<td>SE</td>
<td>2</td>
<td>1</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Overall Confidence Value

Intuitively, the Rel_ω measure indicates how strongly the mean derived by the QoS assessment method is supported by the dataset and the Rel_θ measure indicates the service’s consistency in delivering that mean. Based on these two measures, we calculate the overall confidence as follows:

\[ \text{Confidence} = \text{Rel}_ω \times \text{Rel}_θ \]  

(4.8)

Table 4.3 shows the overall confidence that Averaging All, MQSM and SE have in their prediction when assessing S1 w.r.t. A_1 based on consumer expectation \( \gamma_1 = 0.4 \).

Table 4.3: Confidence of QoS Assessment Methods on assessing S1 w.r.t. \( \gamma_1 = 0.4 \)

<table>
<thead>
<tr>
<th>Assessment Method</th>
<th>prediction</th>
<th>Rel_ω</th>
<th>Rel_θ</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging All</td>
<td>0.51</td>
<td>1.0</td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td>MQSM</td>
<td>0.34</td>
<td>0.6</td>
<td>0.80</td>
<td>0.48</td>
</tr>
<tr>
<td>SE</td>
<td>0.31</td>
<td>0.2</td>
<td>0.67</td>
<td>0.134</td>
</tr>
</tbody>
</table>

It is clear from Table 4.3 that the proposed confidence measure is able to identify cases where predictions by a QoS assessment method is unreliable. For example, the overall confidence for Averaging All’s prediction was low because it did not adequately cope with the situation when a service delivered multiple levels of service. The Averaging All
method selected all available data as relevant to the requester's assessment, thus mistakenly mixed up different levels of QoS offerings to produce its prediction. Although Averaging All's prediction was well supported by the $Rel_w$ measure, it was discounted by the $Rel_\theta$ measure. The high confidence of MQSM’s prediction provides further evidence for the preceding findings. While this method selected part of the data in the assessment and was supported less by $Rel_w$ (0.6), its prediction was more accurate (i.e. stick with one of the service levels delivered by $S1$). The confidence of SE’s prediction, on the other hand, provided clear evidence of how QoS assessment may be affected by asynchronous data. While the prediction of SE was as accurate as MQSM, its overall confidence was low, similar to the confidence for Averaging All. This is because, in contrast to MQSM, the prediction by SE was less supported by $Rel_w$. This contributed an overall low confidence for SE prediction, despite being an accurate one. Thus, the most important issue is to determine which QoS data should be used in assessment, to ensure that assessment accuracy and confidence are best balanced.

4.2.3 Discussion

To show how our proposed confidence measure may help QoS assessment, consider the following example. Suppose that we have two services $S1$ and $S2$, a consumer $C$ who wishes to find a service that has a certain capability, and both $S1$ and $S2$ can offer the required capability. Suppose also that $C$ requires a certain quality on $A$ (i.e. $e(A) = \rho$, where $A$ is an attribute of both $S1$ and $S2$), and QoS assessment indicates that both $S1$ and $S2$ can meet this requirement (i.e. their past performance data on $A$ average to a similar mean). In this case, as both $S1$ and $S2$ offer similar qualities, our confidence calculation can be used as a further differentiator for service selection.

Assume that the distributions of the collected QoS data for $S1$ and $S2$ are shown in Table 4.4. The successful and unsuccessful deliveries ($r$ and $s$) have been calculated according to the method given in Section 4.2.2, and both average to a similar mean.
Using Table 4.4 and assuming that $m_{min}$ is estimated to be 200, $Rel_\omega$ and $Rel_\theta$ are calculated using the equations given in Section 4.2.2, and the overall confidence of the assessment for $S1$ and $S2$ w.r.t. $A$ is shown in Table 4.5. It is clear that the assessment for $S1$ is more reliable, so $S1$ should be considered as the best candidate for $C$.

The proceeding example illustrates the usefulness to consider confidence in QoS assessment. This is particularly important in dealing with multiple QoS attributes that are asynchronously monitored. While simple solutions exist to handle multiple attributes, e.g. by considering the synchronous subset only (Section 3.3.3), the amount of available data for assessment may be significantly reduced, particularly when the dimensionality is high. As we have shown in this section, this could mean that an unreliable verdict is delivered to a consumer. Motivated by this consideration, we consider how to handle asynchronous data in QoS assessment in the next chapter.
4.3 Summary

In this chapter, we have introduced a confidence model for QoS assessment that can be used to deal with uncertainty surrounding the reliability of a QoS prediction. The chapter started by indicating some sources of uncertainty that consumers may face in making a decision about which service to use. We then described how decision theory may help address such uncertainty. To support consumer selection of the most preferred service, a QoS assessment method returns a predicted level of service for each candidate service associated with confidence value. The prediction is used to evaluate the level of service that the consumer may receive from using each candidate, while the confidence value is used to determine the level of uncertainty surrounding the prediction.

To quantify confidence in QoS assessment, we have presented a probabilistic model that integrates two reliability measures: the number of QoS data items used in assessment and the variation of data in the dataset. In this model, the data size measure indicates how strongly the prediction derived by the QoS assessment method is supported by the dataset, and the data deviation measure indicates the service’s consistency in delivering that prediction. Several examples have been used to show how the proposed model works and the usefulness of including confidence in QoS assessment. This is particularly important when dealing with multiple QoS attributes that are asynchronously monitored. In the next chapter, we consider how to handle asynchronous data in QoS assessment so that consumers can make a more rational decision in choosing their preferred services.
Chapter 5

Handling Asynchronous QoS Data

As we have shown in the previous chapter, when QoS data across multiple attributes are not synchronously collected, the method suggested in Section 3.3.3 could have substantially less data to use. This will affect the confidence of assessment, particularly when we have a large number of attributes. In this chapter, we propose a solution to this problem. We consider asynchronous data as a set of data containing “missing” values and employ a $k$NN based technique to estimate the missing ones. In doing so, we increase the amount of usable data. That is, we attempt to transform asynchronous data into a synchronous form. We also show how our proposed solution may be integrated into a QoS assessment method to provide more accurate and confident QoS assessment over multiple attributes.

The chapter is organised as follows. In Section 5.1 we show the importance of data preparation in data analysis to enhance the quality of data. Then, we define the problem of asynchronous data in Section 5.2. Various methods to predict missing data are described and discussed in Section 5.3. We propose our solution to handling asynchronous data in Section 5.4. We then show how our proposed solution may be integrated into a QoS assessment in Section 5.5. Finally, we summarise the chapter in Section 5.6.
5.1 Importance of Data Preparation

Using data collected by monitoring tools for QoS assessment can eliminate several problems associated with user ratings and advertisements (see Section 2.4.4). Since users do not play a direct role in data collection, the QoS assessment is free from user manipulation, making the assessment result more reflective of the actual level of service quality offered by the provider. However, some factors may affect the effectiveness of QoS assessment methods using monitored data in real world applications. Among them, the representation and quality of the collected data are of importance. In many computer science fields, such as pattern recognition, information retrieval, machine learning, data mining, and web intelligence [71, 109, 161, 159], one relies on data of good quality, and the collected data often needs to be pre-processed in order to enhance data quality. In our work, however, we do not consider such issues and simply assume that the collected data is of good quality and is a perfect representation of the real world.

However, despite our assumption on data quality, there is one data issue that must be considered in QoS assessment. For multiple attributes, it is more likely that the data on quality are collected asynchronously w.r.t. time and at different rates [148, 66, 130]. Thus, the methods that implicitly assume that QoS data is synchronously collected will have a small fraction of data to use in assessment, which will result in low confidence in assessment, as explained in Section 2.3. In this chapter, we propose a solution to address this problem. That is, we suggest preparing the QoS data before making assessment by transforming asynchronous data into a synchronous form. In doing so, we can increase the amount of usable data, thus enhance QoS assessment performance to produce a more reliable assessment and consequently better service ranking and selection.
5.2 Problem Definition and Formulation

Before describing the detail of the proposed approach, we give a definition of asynchronous data. Informally, a set of QoS data is not synchronously collected if at any given time, we may find that data has been collected for some, but not for other attributes of a service. More formally,

**Definition 5 (Asynchronous QoS Data)** Given a service $S(A_1, A_2, \ldots, A_m)$, a set of QoS data $D$ collected for $S$ is asynchronous if there exists one instance $(S, t_h, e(A_i), d(A_i))$ in $D$ such that there is at least one $(S, t_h, e(A_j), d(A_j)), i \neq j$, that cannot be found in $D$.

Note that asynchronous data can result from different monitoring techniques and sampling rates that have been enforced on different attributes during service monitoring [5, 6, 95, 130]. The setting of these rates is normally based on some practical requirements or trade-offs [148], and is beyond the control of QoS assessment. For example, response time may need to be measured after each query, and a trade off must be considered between using a high sampling rate for fuller monitoring of a service’s behaviour and the overhead caused by it. In general, therefore, we expect a set of QoS data collected from multiple attributes to be asynchronous.

In our work, we treat asynchronous data as a set of data containing “missing” values. That is, we see the set of collected data $D$ for $S$ as shown in Table 5.1, where $\bot$ in $(i, j)$ indicates that no data has been collected at $t_i$ for $A_j$. Our approach is to estimate (or impute) such missing values using other information available within $D$ before applying QoS assessment algorithms to the data.

Definition 5 captures the notion of synchronicity generically, but does not specify how synchronicity may be determined. Unfortunately, it is not always straightforward to
determine if data instances over multiple attributes are synchronous or not. In Definition 5, synchronicity requires exact matching w.r.t. time between different data instances collected from different attributes, because it defines "matching" in term of an exact timepoint \( t_h \). However, it may not be realistic to expect this to happen in real world applications. For example, if \( v_{i1} \) was collected at 00:10:09 and \( v_{i2} \) at 00:10:10 in Table 5.1, they will be considered to be asynchronous, although actually they are probably close enough to be considered synchronous. One possible approach to handling such cases is to relax the definition of synchronisation given in Definition 5 by allowing monitored QoS data to be synchronised within a "time window". This method is commonly used in applications which include monitoring of network traces, sensor data, stock quotes, web usage logs and call records [44, 129, 40]. Taking this approach, \( v_{i1} \) and \( v_{i2} \) will be considered to be synchronous if \( |t_i - t_j| \leq \delta \), where \( t_i \) and \( t_j \) are the time at which \( v_{i1} \) and \( v_{i2} \) were observed, respectively, and \( \delta \) is the length of the window. So, the exact-matching can be considered as a special case of window-based matching. In our work, we assume that the collected data is combined into a single instance as in Table 5.1, with their time differences resolved.
5.3 Missing Values Imputation Methods

Imputation is a term that refers to the process of estimating missing data of an observation based on available values of other variables [41]. It has become one of the most popular methods for solving missing value problems in survey data analyses. However, imputing missing values is not without danger. Dempster and Rubin [26] commented that data imputation is a general and flexible method for handling missing data problems, but is not without its pitfalls. They stated that caution is needed when employing imputation methods, otherwise the imputation will prove to be more problematic than leaving the data with missing values. This is because such methods may generate substantial biases between real and imputed data and consequently misleading results from the data.

Imputation methods work by substituting replacement values for the missing data, hence increasing the amount of usable data. Sande [121] discussed the problem of data imputation methods and concluded that they should satisfy three rules:

**Rule 1.** The method should not change the distribution of the dataset.

**Rule 2.** The method should retain the relationship among QoS attributes.

**Rule 3.** The method must not be too complex or computationally costly to apply.

Note that these three rules are desirable, but may not be simultaneously satisfied [139]. For example, to produce high quality imputation (e.g. retaining distribution and relationship) a method will usually be more computationally expensive. Hence, it is more important to consider application requirements when designing a missing value imputation method, rather than pursuing these rules in practice.

It is often difficult to determine and compare the accuracy of different imputation methods. This is because the same imputation method may give higher predictive accuracy rates in certain circumstances and not in others. Unless one is able to know the true
values of the missing data, it is difficult to determine the prediction accuracy of the imputation methods. In the literature, some studies of imputation methods have performed imputations on existing data sets with missing data [108], but because the true values were not known, the accuracy of the results could not be determined. Other studies have used real data sets and simulated missing data by deleting values, so the true value was known and the method’s accuracy could be determined [36, 80].

For illustration purposes, we consider a simple example to compare the existing imputation methods w.r.t. the three rules given above. Suppose that we have a set of QoS data collected for service $S$ that has two attributes $A_1$ and $A_2$, and the collected data is shown in Table 5.2, where asynchronous data is represented as missing values by $\perp$ and our aim is to estimate $\perp$. Different strategies may be followed [105, 39, 73, 98]. In this section, a number of missing values imputation methods are presented. The first five methods are considered simple because they are conceptually straightforward and require minimal computations. Other methods are considered to be advanced since they are conceptually more complex. Our intention is to use a suitable method that can produce a good estimation to handle asynchronous data. That is, an imputation method that would preserve the quality package’s information (i.e. consider interaction among the multiple attributes of a service when some multiple levels of quality exist).

**Table 5.2: The collected QoS data for $S$**

<table>
<thead>
<tr>
<th>time</th>
<th>$A_1$</th>
<th>$A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>0.7</td>
<td>$\perp$</td>
</tr>
<tr>
<td>6</td>
<td>0.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>
5.3.1 Random Imputation

Random Imputation (RI) is an imputation method in which a missing value is replaced by a value randomly drawn from the set of available values [53]. In our example, if we assume that QoS data falls between 0 and 1, then we can randomly generate replacement values between 0 and 1, with all values having an equal probability of being generated. The RI method is simple and computationally efficient (Rule 3). However, it does not consider data distribution (Rule 1), nor any other relevant properties such as correlation between multiple attributes (Rule 2). Accordingly, imputing asynchronous data by random values may introduce bias and noise to the original data and give a misleading assessment result.

5.3.2 Most Common Value Imputation

Most Common Value (MCV) Imputation is one of the simplest methods to deal with missing values [106]. The value of the attribute that occurs most often is selected to be the value for all the missing values of that attribute. Principally, MCV imputation replaces the missing value with the mode. A problem with using the most common value as the replacement value is that the distribution of the dataset may have several modes. In this case, the missing values may be replaced by randomly selecting one of the modes [57]. If the mode corresponds to unobserved values with high frequency compared to other values, the percentage of correct imputations will be high. Otherwise, the imputation performance decreases and consequently the relative error of incorrectly imputed values will be high. In our example in Table 5.2, 0.4 is the most common value and so \( \bot \) will be replaced by this value. Assuming that \( S \) delivers only two packages of quality w.r.t. \( A_1 \) and \( A_2 \), \( <0.3,0.4> \) and \( <0.7,0.8> \), the imputed value makes row 5 inconsistent with the packages delivered by \( S \) and thus affects the relationship between attributes (Rule 2). Although the MCV method is computationally effective (Rule 3), replacing missing values by the most common value may change the distribution of the...
dataset (Rule 1). If we allow imputed values to be used in predicting future missing values with this method, then over time the most common value could be the imputed value. This leads to a distortion of the distribution of the data and means the imputed value is less fit for use in calculating the assessment.

5.3.3 Last Observation Carried Forward Imputation

A method that has received considerable attention is the last observation carried forward (LOCF) imputation [93, 43, 118]. This approach is regularly used in epidemiological research, especially in clinical trials [50, 93]. The lack of explicit modelling assumptions has perhaps led to the popularity of this approach in the clinical trials arena where it is desirable to draw inferences based on as few assumptions as possible [23]. With the LOCF method, if an observation at a certain data collection point is missing, the last observed value is then used as an estimate for this missing observation. It works on the assumption that the outcome remains constant at the last observed value. Recent empirical studies have cautioned against the use of the LOCF technique [23, 131, 11] and have demonstrated its bias [118]. Such bias mainly stems from the unrealistic assumption that outcomes would not have changed from the last observed value, but in reality there is a change and larger differences between real values and imputed values may be artificially produced. Applying the LOCF method in our running example will suggest replacing \( \perp \) by 0.4 (i.e. 0.4 in row 4 is the last observed value). Assuming that \( S \) delivers only two packages of quality w.r.t. \( A_1 \) and \( A_2 \), \(<0.3,0.4>\) and \(<0.7,0.8>\), it is obvious that replacing \( \perp \) by 0.4 is inaccurate since this value is expected to be delivered with 0.3 for attribute \( A_1 \), not 0.7 as row 5 suggests. In general, the LOCF method is computationally efficient (Rule 3). However, replacing the missing values by the most common value does not only change the distribution within the dataset (Rule 1), but also influences the relationship between multiple attributes (Rule 2).
5.3.4 Mean Imputation

Mean imputation is a widely used method for dealing with missing values [16, 8, 15, 51]. With this method, a missing value of an attribute is replaced by the mean of the values of that attribute. For example, in Table 5.2, \( \perp \) will be replaced by 0.56, the mean of all values of \( A_2 \). This method is computationally efficient (Rule 3). However, according to Little and Rubin [78], it suffers from the following drawbacks:

1. The distribution of new values is an incorrect representation of the population values, because the shape of the distribution is distorted by adding values equal to the mean (Rule 1).
2. Observed correlations are depressed due to the repetition of a single constant value (Rule 2).

This method is particularly problematic when dealing with multiple attributes. In our example, the mean imputation method replaces \( \perp \) by 0.56, if we assume \( S \) delivers only two distinct levels for attribute \( A_2 \) (0.4 or 0.8), then replacing \( \perp \) by 0.56 is clearly inappropriate, as it is far away from the two distinct levels delivered by \( S \). So, in this case, imputing missing values by the mean will actually be worse than leaving the data with missing values.

5.3.5 Median Imputation

Since the mean is affected by the presence of outliers, it seems natural to use the median [3, 57]. In the median imputation method, the missing values for a given attribute are replaced by the median of all known values of that attribute, so this method is computationally efficient (Rule 3). This method is a recommended choice when the distribution of the values of a given attribute is skewed [3]. In the case of a missing value in a categorical feature we can use mode imputation instead of either mean or median imputation. As with all previously single-value imputation methods, this method disturbs
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the distribution of the data (Rule 1), since the same value is used to replace all missing values [37]. In our example in Table 5.2, \(\bot\) in row 5 will be replaced by 0.4. Note that the correlation structure of the data in Table 5.2 is not being considered by this method (Rule 2). From the assessment point of view, replacing all missing values by 0.4 will mistakenly suggest that \(S\) can provide 0.4 for attribute \(A_2\) and 0.7 for attribute \(A_1\). Assuming \(S\) provides only two packages w.r.t. attributes \(A_1\) and \(A_2\), \(<0.3,0.4>\) and \(<0.7,0.8>\), the imputed values by this method are clearly inaccurate and QoS assessment that uses these values will produce a misleading result.

5.3.6 Machine Learning Methods

With the advent of new computational methods, machine learning techniques have become increasingly attractive to researchers in the biomedical, behavioural, and social sciences, whose investigations are hindered by missing data [14, 56, 99, 20]. Imputation methods based on machine learning are sophisticated procedures that generally aim to learn from training examples to predict future events. In this approach, the observed values from other attributes are used as input to predict the missing value. An important argument in favour of these methods is that, frequently, attributes have relationships (correlations) among themselves and these correlations can be used to predict the missing values. In contrast to all previous methods, imputation methods based on machine learning can satisfy Rule 2 by retaining the relationships among QoS attributes. Also, these methods do not change the distribution of the dataset (Rule 2). However, compared to the previously discussed methods, machine learning methods are more complex and computationally inefficient (Rule 3).

Broadly, two approaches may be followed to estimate missing values using machine learning techniques: instance- and model-based [107, 29]. Instance-based methods compare the instance containing a missing value to all the “complete” instances, and determine the missing value by measuring the similarity between them. These methods are desirable for their simplicity, good performance and robustness, but are computa-
tionally expensive and require substantial storage. Model-based methods, on the other hand, attempt to construct an explicit model from the instances and to use this model to determine the missing value. These methods, compared to the instance-based methods, are both computation and space efficient, but constructing an unbiased model is not straightforward.

In this work, we adopt the instance-based approach to estimating missing values. This is because first, these methods are well suited for estimating numerical value [137, 28, 30], which is the type of data we deal with. Second, in contrast to model-based methods, these methods offer a finer degree of approximation even when a small amount of data is used, so their estimate accuracy is often less erratic. Finally, these methods suffer less from over-generalisation than the model-based methods tend to do [29].

5.4 Handling Asynchronous Data using the $k$NN method

Several studies have found that the $k$ nearest neighbour ($k$NN) method performs well or even better than other methods, both in the computing context [97, 132, 18, 140] and in other application areas such as health care and biology [138, 12, 8, 80, 72]. Motivated by the results reported by these studies, we employ a $k$NN algorithm to predict the missing values resulted from asynchronously monitored data. Since $k$NN automatically takes correlation within the data into account, it is good for handling scenarios where data are grouped, reflecting the existence of multiple quality packages. In the next section, we demonstrate how the missing values resulted from asynchronously monitored data may be imputed using a $k$NN algorithm.

5.4.1 $k$NN Algorithm

$k$NN is one of the simplest instance-based methods that makes a decision on a case based on the majority vote of its $k$-nearest neighbours [31]. To use it for handling
asynchronous data, we find the $k$ synchronous instances that are closest to the instance containing a missing value, and then average the $k$ synchronous instances as the estimated value for the missing one. Algorithm 5.1 shows how it works.

**Algorithm 5.1: $k$-Nearest Neighbour**

**input:** $D_{syn}$, a set of synchronous instances in $D$.
   
   $k$, the number of considered neighbours.
   
   $I_{a syn} = (a_1, a_2, \ldots, a_{j-1}, \perp, a_{j+1} \ldots, a_m)$,
   
   where $\perp$ represents a missing value.

**output:** $v$, the estimated value for $\perp$

1. $E \leftarrow \emptyset$
2. for $s = 1$ to $|D_{syn}|$ do
3.   $E \leftarrow E \cup DC(I_i \in D_{syn}, I_{asy n})$
4.   $N_k \leftarrow \min_k(E)$
5.   $v \leftarrow \text{avg}(N_k, A_j)$
6. return $v$

For an asynchronously collected service delivery instance that does not contain a value for attribute $A_j$: $I_{asy n} = (a_1, a_2, \ldots, a_{j-1}, \perp, a_{j+1} \ldots, a_m)$

we calculate its similarity with every instance in $D_{syn}$, the set of synchronous instances collected so far, using a distance function $DC$, and store the result in $E$ (lines 2-3). From $E$, we select $k$ shortest distances as the $k$ nearest neighbours to $I_{asy n}$ and store it in $N_k$ (line 4). Finally, we estimate the missing value in $I_{asy n}$ by averaging the $k$ instances in $N_k$ w.r.t. attribute $A_j$ (line 5). To apply Algorithm 5.1 to estimate asynchronous data, some issues need to be considered. We discuss these issues in the following sections.
5.4.2 Measuring Distance

Loosely speaking, estimating missing values by a $k$NN method proceeds from the assumption that "similar problems have similar solutions". Thus, the performance of a $k$NN method depends critically on the similarity metric used. Various distance metrics have been proposed, e.g. Euclidean, Manhattan, Mahalanobis, Pearson, etc. Troyanskaya et al. [138] and Strike et al. [132] have demonstrated that for $k$NN Euclidean distance outperforms the others.

So, the implementation of $DC$ in Algorithm 5.1 uses Euclidean distance:

$$DC(I_i, I_s) = \sqrt{\sum_{j=1}^{m} (v_{ij} - v_{sj})^2} \quad (5.1)$$

where $v_{ij}$ and $v_{sj}$ are the $j$-th values in $I_i$ and $I_s$ respectively, and $m$ is the number of values that are present in $I_i$.

5.4.3 Neighbour Criteria

There are two strategies for selecting neighbours. The first strategy is in line with how the method is normally used, and allows only complete cases (i.e. the synchronous subset of the data) to be neighbours. This means that no incomplete cases (i.e. the asynchronous subset) can contribute to the substitution of a replacement value for a missing one. The second strategy allows all complete cases and certain incomplete cases to be neighbours. More specifically, a case can act as a neighbour if and only if it contains values for all attributes that the case being imputed has values for, and for the attribute being imputed. In our work, we use the first strategy. That is, we do not include asynchronous instances in searching for neighbours, nor use the estimated values to estimate other values. This is a conservative strategy which minimises errors in estimation.
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5.4.4 Choosing the $k$ value

An important issue for a $k$NN algorithm is how to choose an optimal value for $k$ (i.e. number of considered neighbours). Different $k$ can affect the performance of a $k$NN algorithm. Duda and Hart suggest the use of $k \approx \sqrt{N}$ [31], where $N$ corresponds to the total number of all neighbours. Cartwright et al., on the other hand, suggest a low $k$, typically 1 or 2, but point out that $k = 1$ is sensitive to outliers and consequently use $k = 2$ [18]. Several others use $k = 1$, for example, Myrtevit et al. [97], Strike et al. [132], Huisman [53], and Chen and Shao [20]. Batista and Monard, on the other hand, report on $k = 10$ for large data sets [7]. As $k$ increases, the mean distance to the target case (i.e. the case with missing value(s)) gets larger, which implies that the replacement values can be less precise. Revisiting the example introduced in Section 5.3, the estimation of $\bot$ will differ with different $k$. If we allow $k$ to be 2, then the two data instances in rows 2 and 6 will be selected as the nearest neighbour for row 5 and averaged to give 0.8. However, if we allow $k$ to be 5 (i.e. all data included), the missing value will be imputed by 0.56, which is the same value imputed by the mean imputation in Section 5.3.4.

Unfortunately, there is no theoretical criteria for selecting the best $k$, and it is usually determined empirically. In our case, a small $k$ can deteriorate QoS assessment performance as it may over-emphasise on a few "close", but possibly not representative instances. On the other hand, a large $k$ may include too many instances which may not be close enough to the row that is considered. When multiple quality packages exist, this may result in some unwanted overlapping between packages, resulting poor assessment accuracy. We will study this further in the next chapter.

5.4.5 Discussion

In this section, we highlight the advantages of using the $k$NN method to handle asynchronous data and study its limitations.
The main advantage of a kNN method is its simplicity. For this reason, researchers studying pattern recognition [49], DNA microarray data [138] and survey data [20] have used kNN to predict missing values. In addition, a kNN method does not make any assumptions about the underlying data distribution. This is useful as, in practice, data does not always obey the theoretical assumptions made about distributions. Moreover, there is no need to create a predictive model for each attribute with missing data [31]. In fact, a kNN method does not create explicit models (like a decision tree or a set of rules). Also, a kNN method can easily be used to predict examples with multiple missing values. Another main benefit of using a kNN method in our context is that it automatically takes correlation within the data into account, so it is good for handling scenarios where data are grouped, reflecting the existence of multiple quality packages.

One of the main drawbacks of a kNN method is that, whenever a kNN looks for the most similar instances, it searches through the entire dataset. This limitation can be critical for large databases. Many works that aim to address this limitation can be found in the literature. One of the most well-known solutions is to reduce the training data set, so instead of searching through the entire dataset, searching for neighbours will be limited to some prototypical examples [146]. The other way is to build a data structure. For example, in [19], a tree-like structure named RecTree was introduced to improve the efficiency of instance-based methods. A hierarchical clustering algorithm was performed to construct the tree. As a result, the search for neighbours was faster than scanning the entire dataset. In our work, however, we do not consider computational efficiency, as our main concern is to improve QoS assessment over multiple attributes w.r.t. accuracy and confidence. Notwithstanding, our proposed method is not affected by the computational efficiency of the kNN method. This is because the kNN method is only used to prepare and transform the asynchronous data into a synchronous form prior to, rather than during the QoS assessment.
5.5 SE+kNN

In this section, we describe our proposed method for QoS assessment which overcomes the limitations of existing methods. Instead of using only the synchronous subset of the collected instances as the SE method does (see Section 3.3.3), we propose to employ a kNN based technique to impute asynchronous data before using the data in assessment, and we call our method SE+kNN. Handling asynchronous data in such way can be considered as adding a data preparation stage to the QoS assessment process given in Chapter 3, as shown in Figure 5.1.

![Figure 5.1: Integration of data preparation into QoS assessment process](image)

The details of our data preparation process are given in Figure 5.2. For each new observed instance $I$, we check if $I$ is synchronous or not. If it is synchronous, we create two copies of $I$, one is recorded in the Synchronous Data part which will be used by the kNN component given in Algorithm 5.1, and the other is stored in Data Collection to be used in QoS assessment. If $I$ is not synchronous, it has at least one missing value, we pass it to the kNN algorithm to transform it into a synchronous form. When this is done, it is passed to Data Collection to be used in QoS assessment.

For the actual assessment, SE+kNN is an extension of MQSM. That is, SE+kNN goes
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Figure 5.2: Data preparation process

through the four stages described in Section 3.3.2. However, to deal with multiple attributes correctly, we assess them collectively rather than individually as in MQSM. That is, when SE+kNN receives an assessment request involving an expectation over multiple attributes, it selects the relevant instances from the delivered values that satisfy the required level of quality for multiple attributes simultaneously. For example, if a consumer asks for \( \gamma_1 \) and \( \gamma_2 \) for attributes \( A_1 \) and \( A_2 \), respectively, then only the data instances that satisfy \(|d(A_1) - \gamma_1| \leq \delta \) \& \(|d(A_2) - \gamma_2| \leq \delta \) in the collected data will be selected. Thus, by assessing multiple attributes collectively, SE+kNN is able to identify possible multiple packages over multiple attributes and produces more accurate assessment, and uses much more data in assessment, producing more reliable verdicts.

To show how the SE+kNN method works, we revisit the example introduced in Section 3.3 to assess \( S_1 \) w.r.t. \( A_1 \) and \( A_2 \) based on a consumer’s expectation \( \gamma_1 = 0.4 \) and \( \gamma_2 = 0.4 \). For better explanation, we have expanded Table 3.3 by adding 5 more instances (i.e. t011 - t015), as shown in Table 5.3 (a). First, our kNN algorithm is used to transform the asynchronous data in Table 5.3 (a) with \( k=2 \). This results in the replacements for the “missing” values as shown in Table 5.3 (b), where the bold instances represent the data collected from the monitoring tools and the other values represent the data predicted by the kNN algorithm. The missing expectation values in Table 5.3 (a) are predicted similarly: we estimate the missing \( e(A_i) \) by selecting its \( k \) nearest neighbours and then taking their average. For example, to predict the expected value
for $e(A_2)$ in row $t001$, we first measure the distance between $t001$ and the instances in the synchronous subset (i.e. $t003, t008, t011, t012, t014, t015$ as can be seen in Table 5.3 (a)) using Equation 5.1. We then select the 2 nearest neighbours which are $t008$ and $t014$. Finally, we average their values (i.e. $(0.28 + 0.39)/2$) to give 0.34 for $e(A_2)$ in $t001$ as shown in Table 5.3 (b).

Table 5.3: Handling Asynchronous QoS Data for $S1$

<table>
<thead>
<tr>
<th>TID</th>
<th>$(e(A_1), d(A_1))$</th>
<th>$(e(A_2), d(A_2))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t001$</td>
<td>$(0.27, 0.35)$</td>
<td></td>
</tr>
<tr>
<td>$t002$</td>
<td>$(0.35, 0.41)$</td>
<td></td>
</tr>
<tr>
<td>$t003$</td>
<td>$(0.77, 0.67)$</td>
<td>$(0.85, 0.72)$</td>
</tr>
<tr>
<td>$t004$</td>
<td>$(0.41, 0.37)$</td>
<td></td>
</tr>
<tr>
<td>$t005$</td>
<td>$(0.21, 0.38)$</td>
<td></td>
</tr>
<tr>
<td>$t006$</td>
<td>$(0.65, 0.71)$</td>
<td>$(0.80, 0.83)$</td>
</tr>
<tr>
<td>$t007$</td>
<td>$(0.36, 0.31)$</td>
<td>$(0.28, 0.47)$</td>
</tr>
<tr>
<td>$t008$</td>
<td>$(0.69, 0.65)$</td>
<td>$(0.87, 0.87)$</td>
</tr>
<tr>
<td>$t009$</td>
<td>$(0.43, 0.40)$</td>
<td>$(0.27, 0.35)$</td>
</tr>
<tr>
<td>$t010$</td>
<td>$(0.70, 0.72)$</td>
<td>$(0.79, 0.85)$</td>
</tr>
<tr>
<td>$t011$</td>
<td>$(0.33, 0.37)$</td>
<td>$(0.39, 0.43)$</td>
</tr>
<tr>
<td>$t012$</td>
<td>$(0.60, 0.64)$</td>
<td>$(0.75, 0.79)$</td>
</tr>
</tbody>
</table>

Second, to assess $S1$ with respect to $\gamma_1 = 0.4$ and $\gamma_2 = 0.4$, SE+kNN selects instances from Table 5.3 (b) based on $|d(A_1) - 0.4| \leq \delta$ & $|d(A_2) - 0.4| \leq \delta$ which gives us $\{t001, t002, t004, t005, t008, t011, t014\}$, assuming $\delta = 0.1$. For this set, we have $\alpha_{\text{min}} = 0.27$ and $\alpha_{\text{max}} = 0.43$ for attribute $A_1$, and $\alpha_{\text{min}} = 0.21$...
and $\alpha_{\text{max}} = 0.39$ for attribute $A_2$. We then retrieve a new set of instances based on $0.27 \leq e(A_1) \leq 0.43 \& 0.21 \leq e(A_2) \leq 0.39$, which gives us the same set \{t001, t002, t004, t005, t008, t011, t014\}. Finally, we aggregate the delivered values in this set to find $QoS(A_1) = 0.36$ and $QoS(A_2) = 0.41$. Assuming the two attributes are equally important, the overall prediction for $S1$ is computed to be $QoS(S1) = 0.39$.

To calculate the confidence on a prediction made by SE+kNN, we need to calculate $Rel_\omega$ and $Rel_\theta$. For illustration purposes, we only show how the confidence for the prediction of $A_1$ is calculated. Using Table 5.3 (b) and assuming that $m_{\text{min}}$ is estimated to be 5, $Rel_\omega$ is calculated using Equation 4.3 which gives 1.0. To calculate $Rel_\theta$, given the data selected by SE+kNN (i.e.\{0.35, 0.34, 0.37, 0.39, 0.31, 0.40, 0.37\}) and its prediction $p_1 = 0.36$ and assuming that $\epsilon_\theta = 0.05$, successful deliveries are determined by Equation 4.6. It is easy to verify that all delivered values are classified as successful because they are in the confidence range $[0.31, 0.41]$, determined by Equation 4.6. Now, we calculate $\alpha$ and $\beta$ ($\alpha = 8$ and $\beta = 1$) and then using Equation 4.5 to calculate $Rel_\theta$ which gives 0.89. The overall confidence is computed using Equation 4.8 and the result is 0.89. So, by handling asynchronous data using the $k$NN algorithm, SE+kNN is able to produce higher confidence than SE does in QoS assessment (i.e. SE gives similar prediction, $QoS(A_1) = 0.36$, but with low confidence 0.45). This consequently helps consumers in selecting their preferred services. We will study this further in the next chapter.

5.6 Summary

Using data collected by monitoring tools in QoS assessment can eliminate several problems associated with user ratings and advertisements. However, the collected QoS data may not be well prepared for the purpose of QoS assessment. For example, when QoS data across multiple attributes is not synchronously collected, the method using synchronous data only could have substantially less data to use. This will affect the
confidence of assessment, particularly when we have a large number of attributes.

In this chapter, we proposed a method to transform asynchronous data into a synchronous form. That is, we handled asynchronous data by treating them as a dataset containing "missing" values and attempt to estimate such missing values. To do so, several imputation methods were investigated and analysed in order to determine the best method to use to predict the missing values. The imputation methods were compared based on three rules: the method should not change the distribution of the dataset, the method should retain the relationship among QoS attributes, and the method must not be too complex or computationally costly to apply. In our case, a $k$ nearest neighbour ($k$NN) method is used to impute asynchronous data, since it automatically takes correlation within the data into account. This method is good for handling scenarios where data are grouped, reflecting the existence of multiple quality packages in our case. One drawback of the $k$NN method is that the method searches the entire dataset to find $k$ nearest neighbours in order to estimate unpaired asynchronous values. This is expensive, particularly when the data size is large. In our work, however, computational efficiency is not particularly an issue since our main concern is to improve QoS assessment over multiple attributes in terms of accuracy and confidence, and the $k$NN method is actually used in the data preparation stage, not in the QoS assessment.

The goal of missing value imputation usually extends beyond simply making an accurate estimation. In our case, the performance of imputation needs to be tested in the context of QoS assessment, for example, whether it leads to better service ranking. This will be discussed further in the next Chapter.
Chapter 6

Evaluation and Results

In this Chapter, an empirical evaluation of the QoS assessment approach developed in this thesis is presented. A set of experiments were designed and conducted to compare our proposed approach against other QoS assessment approaches. In our evaluation, simulation was used because it allows various factors to be controlled.

This Chapter is structured as follows. It begins with an overview of the evaluation process, in terms of the criteria used for evaluation and the range of scenarios used. This is then followed by the description of a software simulation developed to allow fine-grained control over a range of scenario parameters. The software is then used to carry out a range of experiments, to evaluate the performance of approaches in different scenarios. Finally, a summary of the findings of the empirical evaluation is presented.

6.1 Evaluation Methodology

To demonstrate the contribution from the approach developed in this thesis, it was necessary to demonstrate its effectiveness in improving service quality experienced by consumers. The quality experienced by consumers is, however, directly dependent on how accurately a QoS assessment method evaluates the quality that can be expected from candidate services. This in turn is dependent upon the reliability of the information obtained from QoS assessment methods. There are two aspects that must be considered in evaluating the reliability of the verdicts from the QoS assessment methods. The
first is the criteria that will be used for evaluating the performance of QoS assessment methods. These metrics provide a set of objective measures with which the effectiveness of assessment methods may be compared. The second is a set of scenarios which aim to test the methods under a range of parameters and assumptions. This will help demonstrate the conditions under which these methods are effective and establish any limitations. The evaluation space explored in this thesis is illustrated in Figure 6.1.

The three dimensions in Figure 6.1 provide guidelines for our evaluation. The set of scenarios (x-axis) is used as input to test the performance (y-axis) of a given QoS assessment method (z-axis). The three dimensions are described in the following sections. First, we review the QoS assessment methods that we will use in our evaluation. Then, a set of criteria is described to evaluate the effectiveness of these methods, including justification for the use of such metrics in our study. Finally, a set of scenarios is introduced to demonstrate the strengths and weaknesses of the QoS assessment methods in various situations.

Figure 6.1: Evaluation Space
6.1.1 QoS Assessment Methods

In this section, we briefly re-cap the four QoS assessment methods shown in the z-axis in Figure 6.1. The objective of the experiments conducted in this chapter is to study the performance of the SE+kNN method proposed in this thesis against the Averaging All, MQSM ans SE assessment methods.

Averaging-All

This method averages all the data in each QoS attribute separately and then aggregates them into a single verdict [22, 81]. Conceptually, it does not apply any selection strategy as it simply assumes that all collected data are relevant for assessment. Section 3.3.1 has described the details of this method.

Multiple Quality Space Mapping (MQSM)

This method also processes each attribute separately, but attempts to identify possible quality packages within a single attribute [127]. In identifying any possible quality packages, this method goes through selection and mapping stages between delivered and expectation spaces as shown in Figure 3.3. It employs an expectation-based data selection strategy which has also been adopted by some other works in the literature [126, 149]. Section 3.3.2 has described the details of this method.

Synchronous Only Extension (SE) to MQSM

This method applies a simple “adjustment” to the MQSM approach discussed above. Instead of selecting and aggregating multiple attributes separately, this method assesses them collectively. In doing so, this method is capable of identifying the quality of a service that is offered as a package across multiple attributes (e.g. high availability
and quick response time offered together), but uses the synchronous subset of the data only. Section 3.3.3 has described the details of this method.

\textbf{SE+kNN}

This is the method that we have developed in this thesis. Instead of using only the synchronous subset of the collected QoS data as the SE method does, we treat the asynchronous collected data as containing missing values and employ a \(k\text{NN}\) based technique to impute the missing data before using it in assessment. So, effectively, we "add" \(k\text{NN}\) to the SE method to transform a set of asynchronous data into synchronous form first, and then use the SE method to calculate a QoS value. Section 5.5 has described the details of this method.

\textbf{6.1.2 Evaluation Criteria}

Before detailing our analysis results, we present several performance metrics which we use to evaluate and compare different QoS assessment methods. They are shown in the \(y\)-axis in Figure 6.1.

\textbf{Assessment Accuracy}

The accuracy of a QoS assessment method can be evaluated by observing how far away the predicted values are from the actual delivered levels for each QoS attribute. This metric is useful, because it gives an indication about the level of quality (conformance) a consumer may perceive from using a given service. By obtaining more accurate prediction from an assessment method, a consumer will be able to make a better decision about which service to choose.
Assessment Confidence

When a QoS verdict is derived for a given service using its past performance data, it is essential that we are able to establish its reliability. The measure of reliability is used to deal with uncertainty surrounding the likely behaviour of a service. This measure is useful because it helps to determine whether a service provider is more or less likely to deliver what a consumer expects. So a good QoS assessment should give an indication of the reliability of a QoS prediction. In our work, we provide a confidence value to reflect the quality of a given assessment method in predicting the future behaviour for a service. As we have described in Chapter 4, we calculate the reliability or confidence for a single attribute using both: data size \((\text{Rel}_u)\) and data deviation \((\text{Rel}_d)\). To compute a confidence for a service, we average the confidence for each attribute.

Service Ranking

If the goal of QoS assessment is to help a consumer to choose a preferred service among those functionally identical but quality-wise varying, then it is essential that we are able to rank a set of services at the end of assessment. So we also attempt to rank candidate services based on assessment outcome, using a combination of prediction and confidence. Improving assessment’s accuracy and confidence will lead to better ranking and consequently better consumers’ decision-making about which service to choose. Note that our ranking score is personalised in the sense that it is affected by the consumer’s expectations.

Convergence time

This measure determines how quickly the assessment methods can converge to provide the information needed which enables selection of the appropriate service among the alternatives [90, 76]. This is the one that can best meet the consumer’s requirements, i.e. it can deliver the closest level of quality to the requester’s requirements and can do so
consistently. This measure is an important in a dynamic environment where services' behaviour change over time. The method that takes long time to converge may not be efficient in such an environment. So a good QoS assessment method should quickly converge to select the "best" candidate service for the consumer and then keep selecting it afterwards.

Selection success rate

This metric is used to measure the ratio of selecting the "correct" service by a given QoS assessment method. The correct service for each assessment requester is the one that not only delivers the closest level of service to the requester's expectation, but is also consistent in delivering that level over time (i.e. does not fluctuate a lot). Since we have configured services' behaviour in our simulation, it is easy to determine which service is the best for each assessment request. The rate of successful selections is calculated by dividing the number of correctly selected services by the total number of assessment requests. This metric is useful to evaluate the robustness of a QoS assessment method in dealing with varying behaviours of service providers (i.e. multiple levels of a service) and consumers (i.e. different expectations). It is an important measure, especially in a dynamic environment, where different requesters have different quality requirements and a service that is suitable for one consumer may not be suitable for another. A good QoS assessment method should therefore recognise the best candidate service for a specific assessment request.

6.1.3 Evaluation Scenarios

To support the argument that the proposed SE+kNN method leads to an improvement in QoS perceived by consumers, it is necessary to evaluate its performance w.r.t. the metrics given in Section 6.1.2 against a range of scenarios. These scenarios enable us to quantitatively compare the proposed method to other QoS assessment methods.
We designed four scenarios in total, as shown in Figure 6.1 by the $x$-axis, which were used to test the limitations of existing methods, especially in dealing with multiple attributes. Since it is difficult to cover all real world scenarios, we have selected some representative cases to test and demonstrate our main argument. These scenarios are derived from consumers' and providers' behaviours which are discussed below.

**Service Consumer’s Behaviour**

Consumers' behaviours can be specified in terms of their QoS expectations. To make an objective assessment of a provider, a set of consumer requirements must be identified. These requirements provide important information for the QoS assessment method to determine a service level that the consumer wishes to receive. The consumer's behaviour can be considered to have expectation over either single or multiple attributes. It is also possible to differentiate between the behaviours of consumers in terms of the required level of service. That is, for a given QoS attribute, the requirement may vary from one consumer to another. For example, high availability and fast response time are important requirements for someone using a stock trading service. In general, we allow the required level of service to be high (e.g. 16 MB broadband service), moderate (e.g. 8 MB broadband service), or low (e.g. 2 MB broadband service) in our simulation. Table 6.1 summarises the parameters used in our simulation to configure consumers' behaviours where $e(A_i)$ represents the expectation of the consumer w.r.t. attribute $A_i$, with 0 representing the minimum level of expectation and 1 the maximum.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Possible Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>Single / Multiple</td>
</tr>
<tr>
<td>Level</td>
<td>$e(A_i) \in [0,1]$</td>
</tr>
</tbody>
</table>
Service Provider's Behaviour

Service providers' behaviours can be specified in terms of the level of service they provide to their consumers. Due to the varying QoS requirements from different consumers, service providers may provide different levels of the same service to different consumers. We therefore allow service providers' behaviours to either offer a single package of a service to all consumers, regardless of their expectations, or offer multiple packages of a service based on consumers' expectations. For a quality package, a specified level of service will be targeted by the provider. It is unrealistic to assume that the provider will always deliver this level. Therefore, we allow delivered values from each service package to have a normal distribution. In our simulation, we define each quality package according to a given mean ($\mu$) and standard deviation ($\sigma$) to configure the provider's behaviour. The former determines the target level whereas the latter determines how good the provider has delivered this level. The value of $\mu$ may be low, moderate or high. A small value of $\sigma$ indicates that the provider has consistently delivered a level of service close to $\mu$. A large $\sigma$, on the other hand, means that the provider has fluctuated a lot in delivering $\mu$ to the consumers. Additionally, for each package, we define two further parameters to determine to which consumers the package will be offered based on their expectations. This gives us more control in the simulation. Table 6.2 summarises the parameters used in our simulation to configure an individual provider's behaviour, with 0 representing the minimum level of service and 1 the maximum.

Scenarios

The combinations of specific consumers' and providers' behaviours form a set of scenarios. These scenarios are used to test a QoS assessment w.r.t. a given metric. In our experiments, we considered the following four scenarios:

- **Scenario 1:** The service consumer has an expectation on only a single QoS at-
Table 6.2: The parameters used to configure providers’ behaviours

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Possible Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package</td>
<td>Single / Multiple</td>
</tr>
<tr>
<td>Expectation</td>
<td>$e(A_i) \in [0,1]$</td>
</tr>
<tr>
<td>Target Level ($\mu$)</td>
<td>$\mu \in [0,1]$</td>
</tr>
<tr>
<td>Consistency ($\sigma$)</td>
<td>$\sigma \in [0,0.5]$</td>
</tr>
</tbody>
</table>

attribute and the service provider offers only a single package of service to all consumers, regardless of their expectations.

- **Scenario 2**: The service consumer has an expectation on only a single QoS attribute and the service provider offers multiple packages of service based on the consumer’s expectations.

- **Scenario 3**: The service consumer has an expectation on multiple QoS attributes and the service provider offers only a single package of service to all consumers, regardless of their expectations.

- **Scenario 4**: The service consumer has an expectation on multiple QoS attributes and the service provider offers multiple packages of service based on the consumer’s expectation.

These scenarios determine, at a high level, the behaviour of individual consumers and providers. However, for each scenario, the required level of service by the consumer may vary from low, to moderate to high. Similarly, the delivered level of service that is targeted by each provider may be different, but is based on consumers’ expectations (see Table 6.2). Also, the provider’s behaviour in delivering the targeted level may vary from being fluctuate (a large $\sigma$) to consistent (a small $\sigma$).
Evaluation of the effectiveness of QoS assessment methods within the scenarios described in Section 6.1.3 and using the performance metrics described in Section 6.1.2 requires fine-grained control over many aspects of a service provisioning environment. That is, we must be able to model consumers' behaviours in terms of their QoS expectations of quality, providers' behaviours in terms of service levels delivered to consumers, and service provision in which expectation and delivered values can be captured and recorded. Therefore, we implemented a simulation environment using the NetBeans IDE 6.7 [2] to simulate interactions between service consumers and providers. Using this tool, different scenarios can be easily constructed and simulated. It is also possible to obtain different results for different settings. Figure 6.2 provides a snapshot of the simulation interface.
6.2.1 Architectural Overview

The core component of the architecture is the **Environment**. It serves as a container to maintain a set of consumers, providers, assessment methods, events and other data that are part of the simulation. The **Environment** allows these entities to communicate with each other (e.g. a consumer uses a specific service). Within this **Environment**, a discrete simulator can be established to coordinate the actions of entities and support experimentation and evaluation.

Figure 6.3 shows the main classes of the **Environment** and their interaction. The **Service** class corresponds to a service offered by the provider and has **QoSAttribute** and a **ServicePolicy**. The **QoSAttribute** represents a specific attribute of a service (e.g. response time) whereas the **ServicePolicy** specifies the provider's behaviour for each attribute in terms of the delivered service level to consumers (e.g. single level of service at 0.5). The creation of a new service in our simulation corresponds to a new service being published. That is, the service is made public by registering itself in the **Environment** so it can be discovered by interested consumers.

The **Consumer** class is an entity in the **Environment** that sends an assessment request to the **QoSAssessment** class to specify the level of service required of the candidate services w.r.t. each **QoSAttribute**. The consumer's request is sent as a message to the QoS assessment method, and the message contains the expectation for each attribute. The QoS assessment method retrieves the relevant historical data for the candidate services and executes the assessment. The assessment result then ranks the services and the highest ranked service is recommended to the consumer.

If a request for a service is accepted by the provider, a service level agreement (SLA) which defines a set of consumer expectations is established and the consumer is given permission to start consuming the service. During service provision, the service provider will deliver a service level based on a policies predefined in the **ServicePolicy**. That is, a certain value (e.g. 0.37) will be generated by the **Monitor** class to simu-
Figure 6.3: Main classes of the Environment simulation
late the level of service delivered to the consumer by the provider. This value, how­
ever, will be generated based on consumer's expectation which has been defined in
the ServicePolicy during the configuration of the service's behaviour. When a
service is provided to the consumer, the data about the instance is collected by the
Monitor class. The information collected for each single service instance includes
time, expectation and delivered level of service. The time is the time that the service
provision instance was monitored, the expectation is the quality requirement of the ser­
vice consumer at the time, and the delivered is the value observed by the Monitor
at the time. The ConsumerUtility class then uses this information to calculate
conformance, i.e. how well a particular provider met consumer's expectations. The
HistoricalData class records this information for use by the QoSAssessment
methods in the future to determine the level of service that might be delivered by the
providers. It is important to emphasis that, in our simulation, the QoSAssessment
has access to the historical data recorded in the HistoricalData of each service,
but not to the ServicePolicy.

6.2.2 Control Component

A set of control components are provided in order to manage the properties of the
entities described above and other aspects of the simulation, including:

1. Simulation Properties: Controls to manage the set of properties relating to the
simulation environment. The behavioural aspects relating to the simulation could
be defined, including the length of the simulation and the speed of simulation.

2. Consumer Properties: Controls to manage a set of services in the simulation
environment. The consumers could be created and the aspects related to their
behaviours could be specified. For example, we could add new consumers to the
environment and determine their expectations on the level of a service.
3. **Service Properties**: Controls to manage a set of service providers in the simulation environment. The services could be added and their behaviours could be established. For example, we could create a new service provider and determine how many service levels will be provided to the consumers by the service.

4. **Assessment Method Properties**: Controls to manage the set of assessment methods described in Section 6.1.1 and set up the various parameters required by each method.

5. **Monitoring and Evaluation Properties**: The results of each assessment method in the environment can be monitored and viewed through a standard interface which provides information relating to predictions, confidence values, and ranking scores.

These controls can be used at the start of a simulation, or adjusted at any point during a simulation.

### 6.3 Experimental Results

To validate our assertions and verify the effectiveness of our approach, we conducted a set of experiments which tested and compared our proposed method against other methods using the scenarios described in Section 6.1.3. The experiments were designed to simulate interactions between service consumers and providers, and were conducted in the simulation environment described above where the actual behaviour of service providers could be accurately controlled and captured. The simulation allowed us to model providers’ behaviours in terms of service levels delivered to consumers over time, and service provisions in which expectation and delivered values were recorded. The experimental setup is described below and then the results are presented and analysed.
6.3.1 Experimental Setup

A population of service consumers and providers were created and added to the environment. The behaviours of consumers and providers were configured to cover the scenarios outlined in Section 6.1.3. We assumed that all services provided the same functionality, and all consumers had the same functional requirements which were satisfied by these services. The QoS assessment was designed to work in this situation to help the consumers select the services that best meet their expectations. In other words, the QoS assessment methods are used to help in determining how likely it is that a given service would meet a consumer's expectation. To compare the performance of different QoS assessment methods, the experiments were conducted as if the consumer consulted each method independently.

Service Providers

Six service providers (S1 – S6) were used in our experiments. Each service they provide consisted of two attributes (A1 and A2) and offered different quality packages for different consumer expectations. The behaviour of these services was configured as in Table 6.3. That is, each time a service received a request from a consumer, it responded by generating a value that represented a delivered value to the consumer that satisfied the conditions given in Table 6.3. This value was normally distributed within each quality package according to a given mean ($\mu$) and standard deviation ($\sigma$), as shown in Table 6.3.

Service Consumers

Ten consumers (C1 – C10) were used in our experiments. Each had different requirements in terms of either single or multiple attributes, and the level of service required by that attribute. These requirements are summarised in Table 6.4. As Table 6.4 shows, C1 – C4 were "single attribute" consumers who care only about the quality of service
Table 6.3: Service provider's behaviours configuration

<table>
<thead>
<tr>
<th>Service</th>
<th>Package</th>
<th>$e(A_1)$</th>
<th>$d(A_1)$</th>
<th>$e(A_2)$</th>
<th>$d(A_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>$P_1$</td>
<td>[0.00, 1.00]</td>
<td>Random</td>
<td>[0.00, 1.00]</td>
<td>Random</td>
</tr>
<tr>
<td>S2</td>
<td>$P_1$</td>
<td>[0.00, 1.00]</td>
<td>$N(0.50, 0.20)$</td>
<td>[0.00, 1.00]</td>
<td>$N(0.50, 0.20)$</td>
</tr>
<tr>
<td>S3</td>
<td>$P_1$</td>
<td>[0.00, 1.00]</td>
<td>$N(0.50, 0.05)$</td>
<td>[0.00, 1.00]</td>
<td>$N(0.50, 0.05)$</td>
</tr>
<tr>
<td>S4</td>
<td>$P_1$</td>
<td>[0.00, 0.50]</td>
<td>$N(0.20, 0.05)$</td>
<td>(0.50, 1.00)</td>
<td>$N(0.80, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>(0.50, 1.00)</td>
<td>$N(0.80, 0.05)$</td>
<td>(0.00, 0.50)</td>
<td>$N(0.20, 0.05)$</td>
</tr>
<tr>
<td>S5</td>
<td>$P_1$</td>
<td>[0.00, 0.50]</td>
<td>$N(0.30, 0.05)$</td>
<td>[0.00, 0.50]</td>
<td>$N(0.30, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>(0.50, 0.80)</td>
<td>$N(0.75, 0.05)$</td>
<td>(0.50, 0.80)</td>
<td>$N(0.75, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>(0.80, 1.00)</td>
<td>$N(0.95, 0.05)$</td>
<td>(0.80, 1.00)</td>
<td>$N(0.95, 0.05)$</td>
</tr>
<tr>
<td>S6</td>
<td>$P_1$</td>
<td>[0.00, 0.30]</td>
<td>$N(0.10, 0.05)$</td>
<td>[0.00, 0.30]</td>
<td>$N(0.10, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>(0.30, 0.50)</td>
<td>$N(0.40, 0.05)$</td>
<td>(0.30, 0.50)</td>
<td>$N(0.40, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>(0.50, 0.70)</td>
<td>$N(0.60, 0.05)$</td>
<td>(0.50, 0.70)</td>
<td>$N(0.60, 0.05)$</td>
</tr>
<tr>
<td></td>
<td>$P_4$</td>
<td>(0.70, 1.00)</td>
<td>$N(0.90, 0.05)$</td>
<td>(0.70, 1.00)</td>
<td>$N(0.90, 0.05)$</td>
</tr>
</tbody>
</table>

w.r.t. that attribute. The consumers $C_5 - C_{10}$, on the other hand, were "multiple attributes" consumers because they had expectations on attributes $A_1$ and $A_2$. For each consumer request, we have shown in Table 6.4 the best service according to their behaviour in Table 6.3. For example, the best service for $C_1$ is S3 because it delivers the required service level consistently.

Data Generation

To test the performance of the four QoS assessment methods described in Section 6.1.1, for each of our experiments, we generated 1000 tuples in the form of $(e(A_1), d(A_1), e(A_2), d(A_2))$, each representing a past service instance. For example, $(0.4, 0.5, 0.6, 0.7)$ represents an observed service provision in which the expectations from the consumer on $A_1$ and $A_2$...
Table 6.4: Service requester's expectations

<table>
<thead>
<tr>
<th>Consumer</th>
<th>( e(A_1) )</th>
<th>( e(A_2) )</th>
<th>Best Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C1 )</td>
<td>0.50</td>
<td></td>
<td>S3</td>
</tr>
<tr>
<td>( C2 )</td>
<td>0.10</td>
<td></td>
<td>S6</td>
</tr>
<tr>
<td>( C3 )</td>
<td>0.20</td>
<td></td>
<td>S4</td>
</tr>
<tr>
<td>( C4 )</td>
<td>0.9</td>
<td></td>
<td>S6</td>
</tr>
<tr>
<td>( C5 )</td>
<td>0.80</td>
<td>0.20</td>
<td>S4</td>
</tr>
<tr>
<td>( C6 )</td>
<td>0.75</td>
<td>0.75</td>
<td>S5</td>
</tr>
<tr>
<td>( C7 )</td>
<td>0.30</td>
<td>0.30</td>
<td>S5</td>
</tr>
<tr>
<td>( C8 )</td>
<td>0.80</td>
<td>0.80</td>
<td>S5</td>
</tr>
<tr>
<td>( C9 )</td>
<td>0.50</td>
<td>0.50</td>
<td>S3</td>
</tr>
<tr>
<td>( C10 )</td>
<td>0.95</td>
<td>0.85</td>
<td>S6</td>
</tr>
</tbody>
</table>

of the service are 0.4 and 0.6, and the corresponding delivered qualities are 0.5 and 0.7, respectively. The values of these instances were generated to satisfy service behaviours given in Table 6.3. For example, for \( S4 \), we generated two packages, each consisting of 500 instances, and for its package \( P1 \), we generated expectations in \([0.0, 0.5]\) randomly, and their corresponding delivered qualities as a normal distribution in \([0, 1]\) with a mean \( \mu = 0.2 \) and a standard deviation \( \sigma = 0.05 \). Some example test data are shown in Figure 6.4. We allowed some variations in expectations in order to mirror the real world situations where consumers may broadly have similar expectations for a service quality, but vary slightly within that broad expectation. We also allowed the delivered values to have some "patterns" so as to simulate some real world scenario. For example, the set of data for \( S3 \) shown in Figure 6.4(c) exhibits a near constant service level, indicating a fairly stable delivery of service, whereas the set of data for \( S2 \) in Figure 6.4(b) exhibits a fluctuating delivery of service.
6.3.2 Accuracy of Assessment

In this section, we study prediction accuracy of the four QoS assessment methods (AA, MQSM, SE and SE+kNN) in different scenarios. The prediction accuracy can be evaluated by observing how far the predicted values are from the actual delivered levels for each QoS attribute. That is, we compare the prediction value produced by each QoS assessment method to the actual value delivered by the assessed service. We have carried out a set of simulations and report on the results. To observe the effect of different
data sizes on assessment, we repeated our quality calculation for every addition of 100 service instances using the four methods. That is, each service is assessed after the collection of 100, 200, ..., 1000 service instances.

First, we considered the case where a service provider delivered a single level of service for a single attribute. Figure 6.5 shows the result of assessing $S_3$ against $C_1$’s request ($e(A_1) = 0.5$). As expected, all four methods gave an accurate assessment, i.e. their verdicts matched the quality delivered by $S_3$ on $A_1$.

![Figure 6.5: Accuracy of assessing $S_3$ against $C_1$’s request](image)

We then considered services offering a single package over multiple attributes. In this experiment, we tested the assessment of $S_3$ against $C_9$’s request ($e(A_1) = 0.5, e(A_2) = 0.5$) by the four methods, and the result is shown in Figure 6.6. Again, all methods performed well. Note that although $AA$ gave a correct result in this case (i.e. it correctly predicted the quality that would be delivered by $S_3$ on $A_1$ and $A_2$), it can easily give inappropriate values in other cases. For example, when assessing $S_3$ against $C_3$’s request, as shown in Figure 6.7, $AA$ gave the same verdict as in Figure 6.5, since it does not take consumer expectations into account. The expectation-based methods (i.e. MQSM, SE and SE+$k$NN), on the other hand, assessed the quality of $S_3$ dynamically by considering the level of service requested by $C_3$ (i.e. $e(A_2) = 0.2$), and returned a
default value of $-0.1$, meaning that no verdict could be reached. This is correct as $S3$ does not provide the service at the requested quality level according to Figure 6.4(c).

We also examined the assessment accuracy for services offering multiple levels of quality over single attributes. For this experiment, we set the four methods to assess $S4$ against $C3$'s request ($e(A_2) = 0.2$). The result is shown in Figure 6.8.
As can be seen from Figure 6.8, AA predicted the quality for $A_2$ that is between the two packages ($P_1$ and $P_2$), which is not obtainable from $S4$ in practice. This was caused by the fact that there existed two levels of qualities for $A_2$ and each level was only available to consumer requests in certain ranges (see Table 6.3), but the method inappropriately aggregated them together in the assessment. The MQSM, SE and SE+$k$NN
methods worked better and correctly predicted the quality for \( A_2 \) in \( P2 \). This experiment shows that the expectation-based methods can result in more accurate assessment in such cases.

Finally, we studied the services that offer multiple packages over multiple attributes. We used the four methods to assess \( S4 \) against \( C8 \)'s request \((e(A_1) = 0.8, e(A_2) = 0.8)\), and the result of this experiment is shown in Figure 6.9.

As we can see in Figure 6.9, AA predicted qualities for \( A_1 \) and \( A_2 \) which are far from their real behaviours for the same reason we explained for \( C3 \)'s request. The MQSM method worked better and correctly predicted the quality for \( A_2 \) in \( P1 \) and for \( A_1 \) in \( P2 \), but failed to do so for the other attribute in the respective package correctly. This is because MQSM assessed two attributes individually, and then mistakenly paired \( d(A_2) \) in \( P1 \) with \( d(A_1) \) in \( P2 \) suggesting that the requested level of service by \( C8 \) could be served by \( S4 \) at around \( d(A_1) = 0.8 \) and \( d(A_2) = 0.8 \), despite the fact that this combination was not offered by \( S4 \). The SE and SE+\( k \)NN methods, on the other hand, correctly identified that the required service level is unlikely to be met by \( S4 \), and correctly returned a default value of \(-0.1\) in assessment.

### 6.3.3 Effect of Asynchronous Data

In this set of experiments, we study how asynchronous data may affect QoS assessment. We compare SE and MQSM only in this study because AA is similar to MQSM as far as handling asynchronous data is concerned, and SE+\( k \)NN is not affected by the asynchronous data. We used the same dataset generated for the previous experiments, but randomly removed a certain percentage of values from the two attributes to simulate asynchronously collected data. That is, we randomly removed a percentage of \( d(A_1) \) or \( d(A_2) \) (but not both) from \((e(A_1), d(A_1), e(A_2), d(A_2))\) as illustrated in Figure 6.10.

Again, we considered the services that offer multiple packages over multiple attributes. This time, however, we assumed that \( S4 \) was to be assessed against \( C5 \)'s request
Figure 6.9: Accuracy of assessing $S_4$ against $C_8$'s request

($e(A_1) = 0.8, e(A_2) = 0.2$), so that SE would return a non-default verdict and we could examine its confidence score. We set the required confidence level to be $\lambda = 0.99$ and maximum tolerable error level to be $\epsilon = 0.05$. In Figure 6.11, we plotted the confidence of the assessment made by SE and MQSM, where we averaged the confidence of two attributes into one, and the percentage of asynchronous data was varied from 10% to 90% with an equal amount of data removed from $A_1$ and $A_2$. The MQSM and SE
correctly identified the package in this experiment.

As can be seen in Figure 6.11 the confidence measure of the assessment made by SE was significantly affected by the asynchronous data - 67% lower on average compared to MQSM. This is not surprising as SE uses only the synchronous subset of the data (i.e. only the paired $d(A_1)$ and $d(A_2)$), whereas MQSM does not consider the need to pair the values in $d(A_1)$ and $d(A_2)$. So, the amount of data used by SE is significantly less
than the amount used by MQSM, hence it has a lower confidence value. The situation becomes worse as the percentage of asynchronous data increases.

6.3.4 Quality of SE+kNN Assessment

SE+kNN relies on kNN to estimate the “unpaired” QoS data in assessment. It is known that the setting of $k$ is critical to the performance of kNN and needs to be empirically observed. So in this experiment we study how the setting of $k$ in SE+kNN may affect the performance of asynchronous data handling. We created two datasets containing 100 and 1000 tuples each, and we simulated asynchronous effect as before by removing 25% values from each attribute. We then run SE+kNN with $k$ varying from 2 to 25. For each $k$, we measured the difference between the estimated value $e_i$ and the actual value $d_i$ (i.e. the value that was removed), and calculated the mean estimation error for each attribute as follows:

$$\text{avg\_estimate\_error} = \frac{1}{n} \sum_{i=1}^{n} |e_i - d_i|$$

where $n$ is the total number of removed values in each attribute. The average estimation error for a service is then calculated by averaging the estimation error of its attributes. Figure 6.12 shows the result of this experiment for the six services.

As can be seen in Figure 6.12 (a), the average estimation error improved when $k$ was increased from 1 to 10. Over 10, however, the error starts to increase for $S4$, $S5$ and $S6$. This is expected since for a single package service ($S3$), any number of neighbours selected will fall into the same package, hence a larger $k$ should not affect the estimate. For $S4$, $S5$ and $S6$, a larger $k$ implies the possibility that selected neighbours will actually fall into different packages, especially when the data size is relatively small. This can lead to estimate errors. This is evident in Figure 6.12 (a) as $S6$ has the worst estimate error due to the “narrowest” package band (0.3) it has. Figure 6.12 (b) adds further evidence to the preceding explanation. As the size of dataset increases, the chance of
picking up neighbours from different packages reduces, even when the service package band is quite narrow. The high error for S1 and S2 is due the fact that the $k$NN method relies on synchronous data across the attributes to estimate asynchronous data, so a weak correlation between $A_1$ and $A_2$ for S1 and S2 can produce high error in estimation. Overall, the SE+$k$NN method can handle asynchronous data effectively when $k$ is set around 5 to 10. However, it is worth emphasising that there is no theoretical or
proven way of selecting an optimal $k$ for $k$NN applications in general, and experimental tests to find a "best" $k$ will always be necessary. In our experiments, we found that SE+$k$NN performed best when $k$ was between 5 and 10. But the reader should bear in mind that when SE+$k$NN is used to assess QoS involving a different set of data, e.g. one that has a particular skewed distribution, then, tests must be carried out to find an optimal $k$ value, before using the method.

6.3.5 Service Ranking and Selection

The goal of QoS assessment is to help consumers to select a service that best meets their expectations. In this section, we study how the four methods provide guidance for consumers in service selection. To do so, we need to rank the services at the end of assessment. In our work, we use the following criteria to rank services:

$$r(S) = \frac{1}{m} \sum_{i=1}^{m} (1 - |p(A_i) - e(A_i)|) \times Conf_{A_i}$$

(6.1)

where $S$ is the service being assessed, $p(A_i)$ is the quality predicted by the assessment method for attribute $A_i$ of $S$, $e(A_i)$ is the consumer expectation for the quality of $A_i$, and $Conf_{A_i}$ is the confidence measure described in Section 4.2.2. Thus, the rank for a service being assessed is the average of scores that combine both prediction accuracy ($|p(A_i) - e(A_i)|$) and confidence in that accuracy ($Conf_{A_i}$) for each attribute of the service. The highest ranked service is then recommended to the consumer.

Convergence Time

In this experiment, we study how quickly the assessment methods can converge to selecting the appropriate service [90]. We used the same datasets as before and removed 25% data from each attribute to simulate asynchronous data. We tested the four methods on the six services against C8's request ($e(A_1) = 0.8, e(A_2) = 0.8$), with $k = 10$, $\lambda = 0.99$ and $\epsilon = 0.1$. The result of this experiment is shown in Figure 6.13.
From Table 6.3, it is clear that $S_5$ is the best choice for this request, so a good QoS assessment method should quickly converge to selecting $S_5$ and then keep selecting it afterwards. As can be seen from Figure 6.13, AA ranked services wrong by choosing $S_3$. This is because AA does not consider consumer expectation, nor service packages. As $S_3$ offers a single package and due to normal distribution of data with a mean of 0.5 (see Table 6.3), it is easy to see that AA would average $S_3$'s quality towards the mean with a large amount of data points around it. This would result in a strong confidence for the assessment (albeit a wrong one), and consequently $S_3$ was ranked much higher over other services in all cases. For this reason, AA will keep selecting $S_3$ as the best choice for $C_8$ and not converge to $S_5$ at all.

MQSM was mistakenly stuck with $S_4$ as the best candidate for almost the same reason. Since MQSM considers consumer expectation in assessment, $S_4$ and $S_5$ would be identified by MQSM as being able to provide a quality nearer to what $C_8$ has requested. However, MQSM does not consider quality packaging across attributes, so it did not recognise that the two 0.8 bands for $A_1$ and $A_2$ from $S_4$ were in fact not attainable (see Table 6.3). As each attribute was assessed individually by MQSM, $S_4$ would
have a stronger confidence for the reason we explained for AA, i.e. more data points around the mean in $S_4$ than those in $S_5$ due to normal distribution in each package. Similar to AA, MQSM will keep selecting $S_4$ as the best service for $C_8$, and will never converge to $S_5$ at all.

SE did not converge to a particular service in the first 500 assessments. This is because its selection was affected by which data points were actually removed during the setting up of the asynchronous datasets. In this phase, it was observed that SE could not reach a verdict by using the synchronous subset of the data, hence made random selection of the services. SE then converged to $S_6$ as the best service for $C_8$ in the second half. This is because $S_6$ was affected less by the asynchronous data than $S_5$ was, so consequently it attained a higher ranking than $C_5$ did due to a higher confidence score.

SE+$k$NN was picking up $S_6$ initially as the best service for $C_8$ for the same reason as SE was picking up $S_6$ in the second half of the experiment. That is, $S_5$ did not have a "large enough" synchronous subset to estimate the missing values in the asynchronous part effectively, whereas $S_6$ was less affected by asynchronous data. After the first half, however, SE+$k$NN was able to converge to $S_5$.

Since the convergence time for SE and SE+$k$NN is directly affected by which data points were removed during the setting up of the asynchronous datasets, we repeated this experiment many times and report the result in Figure 6.14.

As can be seen, the longest time (worst case) that SE+$k$NN took to converge to $S_5$ was equivalent to the shortest time (best case) for SE to converge. On average, SE+$k$NN's converging time was 33% shorter than that of SE's. This provides clear evidence that by estimating missing values for asynchronous QoS data in assessment, our method can provide better guidance for consumers to choose their preferred services.
Selection Success Rate

In this experiment, we measure the rate of selecting a "correct" service by a QoS assessment. We used the same datasets and the same parameter settings described in the previous experiment, but assessed the six services given in Table 6.3 against all ten consumer requests defined in Table 6.4. The rate of successful selections is calculated as follows, where \( \phi_c \) is the number of correctly selected services and \( \phi \) is the total number of assessment requests:

\[
\text{Selection success rate} = \frac{\phi_c}{\phi}
\]  

(6.2)

We ran the experiments five times and the average success rates for the four methods are shown in Figure 6.15. To explain the variation in success rate, we report the worst case (the lowest success rates achieved by the methods) in Figure 6.16.

As can be seen from Figure 6.16, AA selected \( S3 \) for all 10 assessment requests for the reason we gave in the previous experiment. It was correct only when the requester's expectation (\( C1 \) and \( C9 \)) coincidentally met the qualities delivered by \( S3 \). Note that although the level of quality requested by \( C1 \) and \( C9 \) was also offered by \( S2 \), AA benefited from our confidence measure and recognised that the verdict on \( S3 \) was more
Figure 6.15: Selection success rates for the four methods

Figure 6.16: Worst case selections

reliable than that on $S2$. Our confidence measure has also led AA to avoid $S4$ which offers multiple levels of qualities, although $S4$'s average quality is the same as $S3$'s. Overall, since AA does not consider quality packages and consumer expectations, its selection success rate is pretty low.

The expectation-based methods (MQSM, SE and SE+kNN) were able to select the
best services for consumers $C_1$, $C_3$, $C_5$, $C_7$ and $C_9$ correctly with high confidence (about 95%). This is because these methods not only consider consumer expectation in assessment, but also are able to identify the different levels of services that $S_4$, $S_5$ and $S_6$ offer. For $C_2$ and $C_4$, $S_4$ was selected by MQSM and SE as the best choice instead of $S_6$. This is because both methods gave the assessment on $S_4$ a higher confidence (95% for $S_4$ against 75% for $S_6$), despite the fact that the prediction for $S_4$ was actually less accurate. SE+kNN, on the other hand, was able to select $S_6$ as the best choice for $C_2$ and $C_4$, due to its ability to converge to the best services quickly.

For $C_6$, $C_8$ and $C_{10}$, $S_4$ was mistakenly selected by MQSM as the best service. Since MQSM does not consider quality packaging across multiple attributes, it did not recognise that the two service levels delivered by $S_4$ were in fact not attainable. By collecting more data, MQSM should be able to select the best services for $C_6$ and $C_{10}$, but not for $C_8$. This is because as each attribute is assessed individually, MQSM will always give a strong confidence to the assessment on $S_4$. Consequently, $S_4$ will always be ranked higher. By assessing multiple attributes collectively, SE and SE+kNN avoided this problem and correctly selected the best services for $C_6$ and $C_{10}$. However, SE+kNN was the only one that correctly selected the best service for $C_8$, for the same reason that we gave above to explain how it selected the best services for $C_2$ and $C_4$.

**Effect of Noise**

In the previous tests, our methods can be considered as being studied in an ideal situation. That is, each instance in the generated delivered QoS datasets is a true record of the delivered QoS. In practice, however, QoS monitoring process will be subject to various types of error [148]. In this section, we study how the four methods perform when datasets are not perfect but contain erroneous instances, thereby showing the robustness of each method in dealing with noise.

To do so, we introduce noises into service delivery data. We generated random noises from a given range and added them to delivered qualities. The level and percentage of
noises were controlled to simulate a range of situations, from those where there is still a clear separation between different quality packages after the noises being added, to those where the noises would result in a substantial overlapping between the packages. Figure 6.17 shows the delivered qualities by $S_4$, $S_5$ and $S_6$ with 5% random noises from the range $[0.05, 0.5]$ added.

In the first experiment, we tested the effect of different percentages of noises on selection success rate for the four methods. We used the same dataset described in the previous experiments, but introduced a noise of 0.25 randomly into $d(A_1)$ and $d(A_2)$, and varied the percentage of noises from 2% to 10%. As previously, we assessed the six services against the ten consumer requests. The result (averaged over five runs) is shown in Figure 6.18.

As can be seen in Figure 6.18, different percentages of noise introduced had not deviated the selection success rate for AA. This is expected since even with 10% noise, the
rest of the data (90%) for $S3$ are still close enough to the mean, resulting in a strong confidence for the assessment of $S3$ by AA over other services in all cases. The result for the expectation-based methods (MQSM, SE and SE+kNN), on the other hand, showed a clear decrease in selection success rate as the amount of noise added to the data increased. Compared to MQSM and SE+kNN, the success rate for SE was more stable. This may be attributed to the collective assessment of the two attributes by SE: the noise introduced for one attribute would make the instance concerned no longer meet the consumer expectation, hence effectively ignored by SE. Although SE+kNN assessed $A_1$ and $A_2$ collectively too, its selection success rate decreased. This is because the noise introduced did affect the accuracy of $kNN$ in handling asynchronous data, which then affected selection success rate.

In the second experiment, we tested the success selection rate for the four methods on the delivered data with different levels of noise introduced. We used the same dataset that was used in the previous experiment, but this time we had the percentage of noise fixed at 5% and varied the level of noise from 0.1 to 0.5. The result is shown in Figure 6.19.
Figure 6.19: Impact of different levels of noise

It is easy to observe that the patterns shown in Figure 6.19 are largely the same as those shown in Figure 6.18, so the effects of percentage and level of noise on the four methods are similar. Relatively more substantial degradation on success rate occurred when the level of noise was over 0.25, due to the fact that above this point the data from different service packages began to exhibit a high degree of overlapping (see Figure 6.17). SE and SE+kNN are still more robust than MQSM in this experiment: the selection success rate for MQSM was dropped by 55% when the level of noise was 0.5, whereas SE and SE+kNN only dropped their rates by 18% and 28%, respectively, for the same level of noise. This is largely due to their collective assessment of multiple attributes.

Overall, as expected, noise in QoS data has led to a general decrease in selection success rate. However, our method has shown more tolerance to noise and given relatively higher selection success rate than other methods. It is evident that our proposed method has coped reasonably well even when the level of noise was 0.5 and the percentage of noise reached 10%, which resulted in overlappings between packages that we do not expect to encounter normally in real world applications. We therefore expect our proposed method to perform well in practice.
6.3.6 Computational Efficiency

Computational efficiency is always important to QoS assessment. In this experiment we study the efficiency of our method. SE+$k$NN was implemented in Java and ran on a 2.0GHz Pentium Dual Core T4200 processor with 2 GB of RAM under Windows Vista. We ran each experiment ten times and report the average in Figure 6.20.
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Figure 6.20: Computational Efficiency of SE+$k$NN
In Figure 6.20(a), we report the time taken by SE+kNN to process data of various sizes, while fixing the number of attributes to two, percentage of asynchronous data to 50% and $k$ to 25. The $k$NN method has a complexity of $O(n^2)$, where $n$ is the number of data points, so the trend in time was expected. A possible improvement would be to consider a windowed approach, where $k$NN search is confined to a specified time window. Also, we tested the computational time against the number of QoS attributes and the result is shown in Figure 6.20(b). In this case, the data size was fixed to 1000, percentage of asynchronous data to 50%, and $k$ to 25. As can be seen, the number of QoS attributes did not have a large impact on efficiency. We do not expect services to have a huge number of QoS attributes, hence the result reported here is quite acceptable.

6.4 Summary

This chapter has presented results of comparing our proposed SE+kNN against three other representative methods (AA, MQSM and SE). We defined a set of criteria for measuring the effectiveness of the methods under study, and we designed a set of scenarios and test data to cover a range of realistic service behaviours.

A simulation environment was developed to simulate different consumers’ and providers’ behaviours and facilitate the evaluation and comparison of the assessment methods. The experiments carried out within the scenarios demonstrated the effectiveness of each method and the findings were reported. Specifically, the results obtained from the range of experiments led to the following observations:

- The Averaging All (AA) assessment method is wholly inappropriate for use when adopting a conformance view of quality where service providers deliver multiple levels of services to different consumers based on their expectations. In such cases, the AA method produced inaccurate predictions and misled consumers by nominating unsuitable services in selection.
• The Multiple Quality Space Mapping (MQSM) and Synchronous Extension (SE) assessment methods are both sensitive to properties relating to consumer behaviours. When a consumer expressed expectation on a single attribute, they showed good performance in terms of assessment accuracy and confidence. However, when the consumer's request involved multiple attributes, neither MQSM nor SE dealt with it adequately and showed a significant decrease in performance. While the MQSM method produced inaccurate assessment, the SE method showed a significant decrease in confidence when the qualities of the multiple attributes were monitored asynchronously.

• The SE+$k$NN method, which used the $k$NN algorithm to prepare asynchronous data before making assessment, was able to overcome the weaknesses of the MQSM and SE methods in handling multiple attributes. This method was able to give better performance for QoS assessment over multiple attributes with asynchronous data than its counterparts did.

• The average estimation error for the $k$NN algorithm to prepare asynchronous data decreased as the size of the QoS dataset increased. This improved QoS assessment. However, increasing the size of the QoS dataset meant the $k$NN algorithm took longer to prepare the asynchronous data. Since we envisage that data preparation will be carried out off-line before making assessment, this is considered acceptable. The experiment showed that the number of QoS attributes, however, did not have a large impact on efficiency.

• Having obtained asynchronous data by means of the $k$NN algorithm, the SE+$k$NN method was able to converge faster than its counterparts to select the right services. This implies that our proposed method could rank a set of alternative services more effectively, hence giving consumers better guidance by providing the information that is needed to enable selection of the appropriate service among the alternatives (i.e. the one that can best meet their requirements).

• Both data size and data deviation were established as being appropriate measures
of confidence. The confidence verdict produced from these measures was able to reliably recognise situations where the prediction accuracy of the QoS assessment method was affected and provided lower confidence in such situations.

- The SE+kNN method was effective in environments where the dynamic behaviours of service providers and consumers were assumed. This was demonstrated by achieving a higher selection success rate using the SE+kNN method than the other methods did in different scenarios.

- The SE+kNN method was fairly robust in response to noise. The range and level of noise introduced in the experiments did not significantly change the selection success rate of the SE+kNN method. This provided evidence that the method can be used in real-world applications where noise may exist in QoS data collection.

Through conducting the above evaluation, it has been shown that the expectation-based methods (MQSM, SE and SE+kNN) provide significant improvement over the Averaging All (AA) assessment method, which cannot operate effectively when the conformance view of quality is adopted. The MQSM, SE and SE+kNN assessment methods are shown to be effective tools for supporting consumers' decision-making in finding services which best meet their needs in a service provisioning environment. However, the performance of the MQSM and SE methods depends upon a specific condition, that is, their performance (accuracy and confidence) is less reliable when consumer expectations are over multiple attributes, service providers offer multiple packages, and the QoS data is asynchronously collected by monitoring tools. Our proposed method, SE+kNN, overcomes these limitations and successfully achieves high performance in QoS assessment over multiple attributes.
Chapter 7

Conclusions and Future Work

This chapter concludes the research reported in this thesis, which was undertaken to enable the quality of service to be more effectively assessed to support consumers when choosing their preferred services. More specifically, this research reviewed and evaluated some representative QoS assessment methods in handling multiple attributes, especially when the qualities of these attributes are assumed to be monitored asynchronously. Having described a number of limitations of these methods, a new QoS assessment method was developed to deal more effectively with multiple attributes. A k-nearest neighbour (kNN) technique was employed to transform asynchronous data to a synchronous form before using it in assessment. By using kNN to handle asynchronous data, we are able to use the data collected more effectively and hence improve assessment confidence.

This chapter concludes the research reported in this thesis, which was undertaken to enable the quality of service to be more effectively assessed to support consumers when choosing their preferred services. More specifically, this research reviewed and evaluated some representative QoS assessment methods in handling multiple attributes, especially when the qualities of these attributes are assumed to be monitored asynchronously. Having described a number of limitations of these methods, a new QoS assessment method was developed to deal more effectively with multiple attributes. A k-nearest neighbour (kNN) technique was employed to transform asynchronous data to a synchronous form before using it in assessment. By using kNN to handle asynchronous data, we are able to use the data collected more effectively and hence improve assessment confidence.

This Chapter is structured as follows. Section 7.1 reviews the contributions of this research and Section 7.2 discusses the main ways in which this research can be carried forward in the future.

7.1 Research Contributions

This thesis has presented the SE+kNN method, an extension of MQSM method, for assessing quality of a service in an open and dynamic service provisioning environment. Before summarising SE+kNN's contributions to the state of the art, we recap the re-
quirements that must be taken into account in order to develop a good QoS assessment method (Section 2.3).

- **R1:** Service providers should be assessed per consumer request (or requirement), because different requesters may have different quality requirements, and a service suitable for one consumer may not be suitable for another.

- **R2:** In producing QoS verdicts, QoS assessment should take into account:
  - a) The dynamicity of service behaviour over time.
  - b) Contextual information that leads to the provision of a certain level of quality.
  - c) Multiple levels of quality offered by a single service.

- **R3:** The confidence of an QoS assessment is provided for every QoS verdict.

- **R4:** QoS assessment should deal with multiple attributes collectively.

From our investigation in Chapter 2, we found that no QoS assessment method exists that satisfies all these requirements. In what follows, we will show how these requirements are met by the SE+kNN method and highlight its novelty.

A generic QoS assessment process was proposed in Chapter 3 and was used to understand what is involved in the process of QoS assessment. In this model, QoS assessment is viewed as involving four fundamental components: data collection, data selection, data aggregation, and service ranking. In the following we describe how SE+kNN was built w.r.t. each component and how these contributed to satisfying the aforementioned requirements.

The concern of *data collection* focuses on what and how data relevant to the quality of a service may be obtained. Broadly, there are three types of data: advertisements, user ratings and monitored QoS data. SE+kNN used monitored QoS data as the basis for assessment. By using the monitored data, SE+kNN was able to capture the dynamic
behaviour of a service provider over time (R2a). In addition, user expectations were collected alongside QoS data. These expectations may be inferred from a Service Level Agreement (SLA), which is a formal contract between service providers and consumers before using the service. SE+kNN used user expectations in assessment. By using this information SE+kNN was able to identify and recognise the reason behind delivering a certain level of service to consumers and hence satisfied R2b.

The concern of data selection is about which data should be selected and used in assessment. There are different mechanisms applied for data selection in the literature. A simple one is to consider all data as relevant. The Averaging All method is as an example of this approach. More advanced techniques use various heuristics, such as expectation and collaborative filtering. SE+kNN is an extension of the MQSM method which employs expectation-based data selection. That is, consumers are asked to state their preferred service levels as part of their assessment requests, and only the data that is similar to their expectations will be selected and used in assessment. Thus, SE+kNN inherits the good characteristics from MQSM in identifying possible multiple levels of quality delivered by a single service (R2c). By selecting only the data that is relevant to the assessment request, SE+kNN was able to assess a service per request and hence recognise the most suitable service for the requester (R1).

In the data aggregation task, the selected QoS data is aggregated to indicate a QoS level that the service provider is likely to deliver. For multiple attributes, in contrast to MQSM, SE+kNN selects and aggregates multiple attributes collectively rather than individually. Thus, SE+kNN was able to satisfy R4 by being able to deal with multiple attributes adequately.

In addition to the three components described above, we developed two more techniques in our research: a confidence computational model and data preparation to make asynchronous data usable. The former is used to indicate how likely the derived assessment verdict is to be useful. To do so, we used two measures, data size and deviation. A confidence verdict is then established using these two measures which indicates how
reliable a QoS verdict is (R3). This confidence model was integrated into the QoS assessment process (see Figure 3.1) to help service ranking and consequently help consumers make better decisions in service selection. It is worth noting that our proposed confidence model is generic. That is, it is not limited to SE+kNN, but can be integrated into other QoS assessment methods (e.g, Averaging All and MQSM methods) too.

Since SE+kNN assesses multiple attributes collectively, this limits its ability to use all available data. The adjustment made by SE to deal with multiple attributes implies that QoS data for multiple attributes is assumed to be synchronously collected. To address this issue, we prepared the collected QoS data by transforming asynchronous data to a synchronous form. The asynchronous data was treated as a dataset containing "missing" values and a kNN based technique was used to estimate the missing ones. Having processed asynchronous data, SE+kNN was able to improve the confidence of assessment and make better service selection for consumers, especially with multiple attributes (R3).

This research makes the following contributions to the state of the art:

- A conceptual model for QoS assessment: An abstract model for QoS assessment was given to enable us to understand what is involved in the QoS assessment process. It was used to describe and contrast approaches to QoS assessment. This model was then used to guide the development of SE+kNN for QoS assessment described in this thesis (Chapter 3).

- A probabilistic model to quantify confidence in QoS Assessment: This model produces a reliability value for each QoS assessment result to determine the validity of assessment. This value is calculated based on the characteristics of the QoS data used in the assessment. More specifically, this value is produced by integrating two reliability measures: the number of QoS data items used in the assessment and the variation of data in the dataset (Chapter 4).

- Handling asynchronous data: Asynchronous data were treated as a dataset con-
taining “missing” values and a kNN based technique was used to estimate the missing ones. This enabled us to use the data more effectively when assessing a service based on multiple attributes (Chapter 5).

In order to verify our claims, empirical evaluation was carried out and it was demonstrated that:

- **SE+kNN** is able to not only assess a service per request more accurately, but also with high confidence. This was demonstrated by the performance of **SE+kNN** to handle various behaviours of consumers, providers and data (Section 6.3.2).

- In producing QoS verdicts, **SE+kNN** was able to capture the dynamicity of service providers and consumers. This was confirmed by the selection success rate that was achieved by **SE+kNN** in service selection (Section 6.3.5).

- The data preparation component developed in this research was shown to play an important role in **SE+kNN** operation and significantly contribute to its overall performance. By integrating data preparation into the QoS assessment process, **SE+kNN** is able to handle asynchronous data and get the most out of collected data, which consequently improves the result obtained from **SE+kNN**. This was demonstrated by the short time that the **SE+kNN** took to converge to the most suitable service for a requester compared to its counterparts (Section 6.3.5).

- The confidence model developed in this research was used to give an indication of the reliability of QoS verdicts. This component is generic as it can be integrated into any assessment method. This was verified by using it with different assessment methods. For example, the Averaging All method benefited from using the confidence model to differentiate between a consistent and fluctuating service provider in service ranking and selection (Section 6.3.5).

To sum up, **SE+kNN** satisfies all the above requirements (R1-R4) for a QoS assessment method. By satisfying all these requirements our proposed method was able to help fill
‘alignment gap’, ‘execution gap’, and ‘perception gap’ in the quality cycle in Figure 2.1. Considering consumers’ expectations in QoS assessment made SE+kNN able to fill the gap between consumers’ requirements and services’ offers. The ‘execution gap’ has been covered by using monitoring data in assessment. This made SE+kNN able to capture any variation between what was advertised and delivered by service providers. Finally, by adopting conformance view of quality, SE+kNN was able to consider the ‘perception gap’ which may arise from having different expectations on quality of a service by consumers. The conducted empirical evaluation indicated that SE+kNN is suitable for use in real world contexts.

7.2 Future Work

As highlighted in the previous section, this research makes a number of contributions to the state of the art. However, there are still a number of ways in which the work can be further extended. In particular, we identify the following two areas in which further significant research is warranted.

7.2.1 Model Based Approaches

The QoS assessment methods reviewed and developed in this research are all dependent on the instance-based approach. That is, these methods carry out data selection and aggregation each time an assessment is requested by a particular consumer. For the SE+kNN method, this involves a degree of computational complexity that is higher than other methods (e.g. Averaging All and MQSM) with respect to time since it uses the kNN algorithm to handle asynchronous data. This problem is compounded by increases in the number of attributes and data points, as we discussed in our experimental study. One way in which the complexity might be reduced involves taking a model-based approach to assessment. In such an approach, rather than using all historic service
performance data as points, a mathematical model of behaviour may be created and maintained for each service. Such a model would be consulted during each instance of assessment, and updated when new information became available. Investigation of the use of the model-based approach [104, 144] to handle multiple attributes should be considered.

7.2.2 Multiple Criteria Decision-Making

One potential extension for our work is to consider how services may be ranked based on multiple attributes. The approach to service ranking used in this research was to combine the outcome of assessment, accuracy and confidence, into a single verdict for each service under assessment, and then rank the services based on their numerical order. Unfortunately, it is not always desirable or possible to derive a single verdict, for example, when the quality of each attribute must be considered and compared separately. In addition, service ranking using a single verdict derived from multiple criteria could miss consumer desired services. Consider Alice as an example again, suppose that Alice wishes to find a web hosting service that can deliver 800 requests per second. Assume that there are two candidate services $S_1$ and $S_2$. Assume also that the outcome of assessments for the two candidate services are: $S_1: < 800$ requests/second, 0.75 $>$ and $S_2: < 750$ requests/second, 0.90 $>$ in terms of accuracy and confidence, respectively. In other words, $S_1$ is considered to be able to offer a better service for Alice (i.e. closer to the level requested by Alice) but with low confidence, while $S_2$ is predicted to deliver less quality but with high confidence. In this case, it is hard to decide which service is better for Alice. Expressing the QoS as a single verdict would hide this information which can be useful and supportive in service selection and ranking. To overcome this issue, more sophisticated solutions based on multiple criteria decision-making principles [34] need to be considered in service ranking. This extension would greatly enhance the performance of our proposed method, $SE+kNN$, in terms of its customisability, since it would allow a wide range of criteria to be encoded.
and used in service selection.
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