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Summary

Recent developments in technology have meant that operators of complex systems,
such as those found in the modern aircraft cockpit, now have access to an
unprecedented volume of information. Significant attention within the Human Factors
and Ergonomics community has therefore been focussed upon developing methods by
which externally represented information can be made as accessible as possible within
the interface. However, commensurate attention has not been paid to recent
experimental work demonstrating that even millisecond changes to the accessibility of
information provided within the interface can have surprisingly large consequences
for the deployment of human memory during low-level routine interactive behaviour
(Gray, Simms, Fu, & Schoelles, 2006). Therefore, a series of nine studies explored the
impact of information accessibility upon more complex human behaviour, with
particular emphasis placed upon learning, memory and planning. Three experiments
contained within Chapter 2 point to caveats associated with the use of information
fusion as a means of increasing the availability of onscreen information during a
series of simulated flight navigation missions. Paradoxically, increasing information
availability was found to lead to greater problems for retention of visual-spatial
information. The cost of accessing problem solving information was manipulated
across three further experiments reported in Chapter 3. Least-effort tradeoffs
concerning the use of memory, previously observed during routine copying (Gray et
al., 2006), were extended to problem solving and were found to also influence
planning behaviour, as reflected by eye-tracker and verbal protocol data. The final
three experiments constituting Chapter 4 demonstrated expedited learning during
repeated problem solving when task-relevant information was harder to access.
Performance deficits were observed when interactive behaviour was characterised by
excessive reliance upon highly accessible externally represented information. The
results are contrasted to similar work conducted in the training literature, and future
directions for exploiting information access costs to facilitate learning, memory and
planning are discussed.

-Xii-



Chapter 1

GENERAL INTRODUCTION

“Our situation seems paradoxical: more and more data is available in
principle, but our ability to interpret what is available has not increased.
On the one hand, all participants in a field of activity recognise that
having greater access to data is a benefit in principle. On the other hand,
these same participants recognise how the flood of available data
challenges their ability to find what is informative or meaningful for their
goals and tasks.” (Woods, Patterson, & Roth, 2002, p. 23)
1.1. The paradox of increased information availability
Recent developments in technology have brought with them a proliferation of data
sensors and sources. As a consequence, operators of complex systems, such as those
found in the modem aircraft cockpit, now have access to an unprecedented volume of
information. However, the problem faced by the Human Factors and Ergonomics
community is how to effectively organise and present this information to the human
operator. The focus of the current thesis will be on how small changes to the
accessibility of information provided within an external display affect human
behaviour, and may be used to promote certain behavioural strategies above others.
The term external display is intended to refer to an interface designed to provide
supplementary information about an event that cannot be directly perceived. The
accessibility of information is determined by the time, physical and mental effort
required when attempting to retrieve and process information from ones’ task
environment.

In most socio-technical systems, it is not possible (or in fact desirable) to

provide operators with direct observation of events and processes (Lintern, Waite, &



Talleur, 1999). However, each round of technological advances, whether in electrical

of a

(¢}

engineering, computer science, or artificial intelligence, does bring the promis
better external interface within which to represent more indirect information (Woods
et al., 2002). Despite the fact that developed cultures now live in what has been
termed an ‘information rich world’ (e.g., consider the sheer volume of information
available within the World Wide Web), our ability as humans to sort through and
integrate great quantities of information has not developed so rapidly (Pirolii & Card,
1999). information is no longer a scarce resource. However, processing capacity and

attention still is (Miller, 1956), and problems emerge when information processing

limits are reached (see Figure 1.1).

Figure 1.1: An illustration of the information overload problem.

Note. This “Bizarro™ cartoon is reprinted by permission of Dan Piraro. All rights reserved.

The explosion of available information has brought with it many instances of

information overload (Kirsh, 2000), whereby the quantity of information available

exceeds the processing limitations of the operator (Simon, 1981). Not surprisingly,



research has generally found decision quality to degrade as a function of information
overload (e.g.. Hwang & Lin, 1999), and a number of approaches to cognitive
engineenng (e.g., Ecological Interface Design — Rasmussen & Vicente, 1989,
Configural Display Design — Woods, Wise, & Hanes, 1981; Proximity Compatibility
Principle -Wickens & Carswell, 1995) have attempted to provide design solutions to
increase the ease with which operators of a complex system can extract information
required from the interface.

Although these approaches generally report reductions in information overload
(see Wickens & Hollands, 2000 for a review), the current thesis argues that increasing
the ease with which information can be extracted from an interface is not the complete
answer, is not a generic solution, and may under certain conditions reveal unwanted
side effects. Instead, it is proposed that harmonising intelligent display design with
knowledge of the human information processing system may allow the interface to
elicit the required behaviour on behalf of the operator, and circumvent the limited
capacity of human memory processing boundaries. In order to achieve such goals, it is
argued that particular emphasis must be placed upon the adaptive nature of cognition
(Anderson, 1990; Payne, Howes, & Reader, 2001), and the interaction between
human behaviour and the structure of one’s socio-technical environment.

The remainder of Chapter 1 will be split into two conceptual halves. The first
half will evaluate popular approaches to cognitive engineering that have attempted to
ameliorate instances of information overload. The second half will review major
lessons learned from the automation literature, and recent experimental research from
the fields of cognitive and psychological science, in order to instantiate the claim that

instead of simply designing displays to increase information accessibility, a more



promising approach may be to design the interface so as to orient operator behaviour

towards the selection of certain microstrategies, and away from others.

1.2. Contemporary solutions to information overload
The ever increasing volume of information to be represented within complex system
displays has signified the demise of the single-sensor single-indicator (SSSI) display
format. Pre-1980s, the majority of display design was limited to SSSI constraints,
whereby each indicator represented the value of a single measurement (Goodstein,
1981; Woods, 1991). The major downfall centred upon the fact that several separate
displays were often needed to represent the information required to make a single
decision. For example, thirty spatially separate indicators were traditionally required
to represent the pressure-versus-temperature relationship within a nuclear power plant
control room (Vicente, Moray, Lee, Rasmussen, Jones, Brock, & Djemil, 1996).
Operators working within a SSSI environment were required to sequentially gather
the information needed from individual instruments (often spatially separate),
maintain this information in memory, and mentally integrate the information collected
to arrive at a decision (Vicente et al., 1996). These processes of information gathering
and integration imposed high, sometimes overwhelming, cognitive demands upon the
operator, taxing limited resources such as attention and memory (Bennett & Flach,
1992).

The following section briefly reviews some major attempts to improve upon the
SSSI format. As will become evident, each approach attempts to increase the ease
with which the operator can extract information from the interface. However, concern
is raised that insufficient attention has been paid to the interaction between internal

and external representations of the task space (Norman, 1993). In addition, these



approaches are criticised on the basis that the application of each depends largely
upon preconceived analyses of the task space (Kirwan & Ainsworth, 1992), and are

thus often situation-specific and non-adaptive.

1.2.1. Integrated display design

Ecological interface design (EID), for example, is largely based upon conceptual tools
developed by Rasmussen (1983; 1985), such as the skills, rules, knowledge taxonomy
and the abstraction hierarchy. The abstraction hierarchy is used as a functional
decomposition of the work environment to determine the kinds of information that
should be provided within the interface. Based upon an analysis of cognitive

workload determined by the likely deployment of skills, rules and knowledge
requirements (representing automatic, rule-based and advanced processing),
information is organised and presented within the interface so as to take advantage of
human perception and psychomotor abilities.

The task of information extraction is made easier, in the hope that the human
information processing system can then concentrate efforts on more complex tasks
such as problem solving. EID proposes that complex relationships between variables
can be made directly accessible to operators in a manner that allows effortless
extraction of information from the interface using powerful perceptual capabilities
(Pawlak & Vicente, 1996; Vicente & Rasmussen, 1992). Multiple system views are
encouraged that provide both physical (traditionally contained within SSSI) and
functional (higher-order) information. The facility to ‘drill-down’ into higher-order
functional information is recommended in order to reveal lower-level physical data

when required.



Although a number of case studies have found EID to be effective at supporting
operator decision making (Marino & Mahan, 2005) and the detection of faults within
a system network (Vicente et al., 1996), EID is not based upon knowledge of the
human information processing system. It is argued here that insufficient attention has
been paid to examining how such alterations to the external representation of one’s
task environment may impact upon the deployment of human cognition and the
development of internal representations. This also applies to Lind’s (1990) approach
to ‘multi-level flow modeling’, which shares many of the aims of EID.

Similar criticisms can also be made of configural display design (CDD). Much
emphasis is placed upon the mapping of information from multiple sources onto
highly recognisable shapes used as foundations for emergent features (Bennett &
Flach, 1992). By mapping multiple variables into a single geometric shape, high level
visual properties such as closure and symmetry are provided (Woods et al., 1981)
which can exploit humans’ highly developed pattern recognition capabilities (Gibson,
1979), and thus increase the ease with which information is extracted from the
interface (e.g., Buttigieg & Sanderson, 1991; Dinadis & Vicente, 1999; Jones,
Wickens, & Deutsch, 1990). As with EID, CDD has also received much support. For
example, in their comprehensive review of graphical displays, Bennett & Flach

(1992) acknowledge that:

“There appears to be a clear consensus that performance can be
improved by providing displays that allow the observer to utilize the
more efficient processes of perception and pattern recognition instead
of requiring the observer to utilize the cognitively intensive processes
of memory, integration, and inference.” (p. 514)



Again, however. the potential consequences to human cognition of such display
design manipulations have not received commensurate attention. Even the most
generic of the many approaches to integrated display design, the proximity
compatibility principle (PCP), which is based more firmly upon an appreciation of
what we know about the human information processing capabilities and boundaries
(Wickens & Carswell, 1995), has yet to sufficiently scrutinise the effects of increasing
information accessibility within the interface upon human interactive behaviour.

Although the principle of rendering displays relevant to a common task or
mental operation close together in perceptual space (Carswell & Wickens, 1987) has
gathered much support (Wickens & Hollands, 2000), PCP still requires some form of
task analysis (Kirwan & Ainsworth, 1992) before it can be implemented. For this
reason, PCP, along with EID and CDD, cannot be adaptive to the user unless one
design can accommodate the diversity of operator requirements. In addition, Wickens
& Carswell (1995) limit their discussion of PCP to the disadvantages that occur when
multiple sources of information provided within an interface are positioned spatially
far apart. They do not consider the potential advantages that could be predicted from

the recent adaptive cognition literature (e.g., Gray & Fu, 2004).

1.2.2. Information fusion

Despite the concerns raised above, the popularity of integrating information from
multiple sources as a means of minimising information overload has led to rapid
developments in ‘information fusion’ technologies more generally. Recent
developments in computer science and electrical engineering have provided interface
designers with increased capability to fuse information traditionally acquired from a

number of disparate sources (Dasarathy, 2001), and fusion technologies are fast



becoming instantiated within complex system design (Xiong & Svensson, 2002).
Again, however, the use of fusion does not consider the role of human information
processing. Instead, fusion research is largely fuelled by disciplines such as computer
science, and because still in its infancy, (as reflected by the relatively recent
commencement of a major journal reporting developments within the field -
‘Information Fusion’ - 2000), has largely escaped evaluation from a Human Factors
perspective. For example, much work has been conducted on areas such as the fusion
of multi-sensor information relating to the tracking of objects during modern aircraft
flight (e.g., Powell, Marshall, Milliken, & Markham, 2004), yet this work does not
question the assumption that the human processor will inevitably benefit from the
provision of highly accessible, integrated information. The role of the human
information processing system has not been analysed as an integral part of the socio-
technical system within which information fusion is anticipated to reside.

The current thesis, therefore, aims to provide the first in-depth examination of
how small changes to the accessibility and availability of information provided within
an interface will affect the manner in which operators interact with such information.
In particular, a novel avenue of research will be pursued whereby small manipulations
to information accessibility are used intelligently to encourage certain behavioural
strategies on behalf of the user, yet discourage others. Investigation of this topic is not
intended to extend to the often complex process by which more established
approaches to integrated display design (e.g., EID, CDD, PCP) attempt to provide
operators with higher-order functional information within a specific unified display.
Rather, empirical assessment will be limited to the ramifications of small changes to
the accessibility of information provided within an interface. Before reviewing

relevant research from the fields of cognitive and psychological science to help guide



such an investigation, major lessons learned from the use of automation to reduce
operator workload will be addressed, as these may also inform the appropriate use of

information fusion.

1.3. Lessons learned from the automation literature

In an attempt to reduce the cognitive workload experienced by operators of complex
systems, many tasks have been automated over the last twenty years. However, a
number of challenges have been faced in doing so. Defined as “the execution by a
machine agent (usually a computer) of a function that was previously carried out by a
human” (Parasuraman & Riley, 1997, p. 231), what is considered automation is
continuously changing with time as technological advancements allow more and more
tasks to be automated. The fact that computers are now being used to integrate
information from a variety of sources to present the human operator with highly
accessible fused information (Dasarathy, 2001; Bennett & Flach, 1992; Vicente,
2002) suggests that information fusion could be seen as a new addition to the array of
automated technologies. It follows then, that a review of the challenges faced by the
automation community will prove beneficial when considering the consequences of
partially automating the assimilation of information from multiple sources in order to

increase the accessibility of information provided within the interface.

1.3.1. ‘Out of the loop’ phenomenon

Researchers examining the interaction between automation and human behaviour

have found that, under certain circumstances, the use of automation can leave the

human feeling ‘out of the loop’ (Adams, Tenney, & Pew, 1995; Bainbridge, 1987,

Norman, 1990; Sarter & Woods, 1995). By this it is meant that the human is left



‘unaware’ of the current state of an automated task and/or the processes responsible
for a particular system status. Although very few high-level cognitive tasks (e.g.,
problem solving, decision making) are fully automated, the processes leading up to
decision making often are. Within such scenarios, the human operator may find it
difficult to resume control and make the correct decision based upon the information
available. It seems quite plausible that similar situations may arise as a consequence
of automating the gathering and assimilation of information. Operators presented with
highly accessible fused information may also feel ‘out of the loop’, having not
internally processed the information presented to them.

Separating humans from processing activities can also impair an operator’s
internal representation of a situation (Parasuraman & Riley, 1997). For example, air
traffic controllers have reported problems maintaining a mental picture of the task
space when automated conflict resolutions are used under times of high workload
(Whitfield, Ball, & Ord, 1980). Too much automation has also been cited as leading
to degradation in skills previously performed routinely by the operator (e.g., Lee &
Moray, 1994). Although this does not generally pose too much of a problem (because
the task is automated), technical failure will leave the operator in the unenviable
position of resuming a task that is no longer routinely performed, and thus largely
forgotten (Wickens & Hollands, 2002). Indeed, with respect to the provision of highly
accessible information within the interface, Reising and Sanderson (2004) have
highlighted similar difficulties caused by instrument failure when working with an
EID display. In particular, they cited consequences to be more severe where
information from multiple sources had been automatically integrated than when it had

not.
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1.3.2. Over-reliance & complacency

Over-reliance upon automated processes can also lead to problematic behaviour if the
information provided as a result of an automated process is taken as definitive.
Mosier, Skitka, Heers and Burdick (1997), for example, demonstrated that even
experienced pilots tend to use automated cues as heuristic replacements for
information seeking, and tend to rely upon these cues despite conflict between
expected and actual automation performance. An irony of automation is that the more
reliable an automated process is perceived as being, the more complacent the human
operator becomes (Bainbridge, 1987; Parasuraman, Molloy, & Singh, 1993). It is
argued that the information fusion literature would do well to heed such findings, as it
seems quite plausible that making information too accessible within the interface may
also lead to over-reliance upon fusion process and complacency on behalf of the
operator, which may have negative ramifications.

Although reducing workload via automation has many benefits (Parasuraman &
Riley, 1997), it is clear that if not used appropriately problems may arise. As already
argued, many of the caveats associated with the use of automation may apply to
methods of increasing information accessibility via information fusion. In an attempt
to promote awareness of some of these issues, the current thesis will provide an
examination of the effects small changes to the accessibility of information provided

within an interface may have upon human behaviour.

1.4. Psychological consequences of manipulating the accessibility of information
provided within an external display
In order to understand the link between interface design and human performance, it is

important to fully appreciate the effect of the constraints of design upon the
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psychological processes selected to deal with particular design details. One
perspective advocated by Garbis (2002) has emphasised the importance of
considering the affordances provided by the human-machine interface. The ‘cognitive
artefacts’ approach highlights how the processing and structure of tasks may be
affected by the constraints and facilities available at the interface. The following
evaluation of the potential impact of changes to information accessibility upon
operator behaviour will follow from this perspective.

It is anticipated that increasing the accessibility of information provided
externally will not always improve human performance, and under certain situations
will elicit non-optimal behaviour. A review of the psychological literature that
considers human behaviour within the context of environments requiring the support

of external displays will ensue.

1.4.1. The adaptive character of thought

Borrowing from the title of Anderson’s (1990) seminal work on adaptive cognition,
this section will emphasise the typically adaptive nature of human interaction with a
task environment. Importantly, the manner by which an individual interacts with an
external display is not determined purely by the internal makeup of human cognition.
Rather, human behaviour will often be affected by the design characteristics of the
interface one is working with. According to Anderson’s (1990) theory of the Adaptive
Character of Thought (ACT), human behaviour can be explained by a series of cost-
benefit tradeoffs, based upon the statistical properties constituting one’s task
environment. Human cognition is understood on the assumption that adaptation takes
place to create optimal solutions to the information processing problems posed by

particular environments.
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Although Anderson repeatedly refers to adaptive cognition as an example of
‘rational analysis’, his conception of rationality is rather aligned with Simon’s (1956)
theory of ‘bounded rationality’. Not only does the task environment affect human
behaviour, but cognitive constraints also impose bounds upon underlying mechanisms
deeming certain computations implausible. In addition, pragmatic constraints such as
time and available information give rise to bounds of rationality. An updated revision
of the ACT theory (ACT-R - Anderson & Lebiére, 1998) attempts to integrate
Anderson’s earlier work on the mechanistic properties of human cognition (Anderson,
1983) with his subsequent view of rational analysis (Anderson, 1990). Recent models
of ‘constraint satisfaction’ have also focussed upon the integration of mechanistic and
rational views of human cognition (see Howes, Vera, & Lewis, in press for further
discussion on this topic).

Most relevant to the current discussion is the assertion made by Anderson and
colleagues (Anderson, 1990; Anderson & Milson, 1989; Anderson & Lebiére, 1998;
Anderson & Schooler, 1991; 2000) that human memory is an adaptive entity. The
deployment of memory is argued to depend upon three factors. Firstly, for each
retrieval from memory, there is argued to be an associated cost (C), which could entail
time or mental effort. Secondly, if retrieval is successful there will be some gain (G),
provided that the retrieval is rendered useful within the current context. Finally, a
probability value (P) is assigned in advance to retrieving the memory according to
whether it is likely to be relevant or not. Given these three components concerning the
use of human memory, Anderson and colleagues have used the following formula to
express when memory is not to be used, PG < C. The human memory system will
stop considering memories when the probable use and gain of a particular retrieval are

outweighed by the cost associated with retrieval.
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Anderson and colleagues argue that the human memory system takes the form it
does so as to make most available memories for information that are currently
required (Anderson & Schooler, 2000). Indeed, when analysing the setting of goals
during solution of the ‘Tower of Hanoi’ problem, Anderson & Douglass (2001) noted
that since it was easy to reconstruct goals from the information provided within the
external display, the price of memory failure was not high. For this reason, Anderson
& Douglass (2001) argued that there was little motivation to engage in goal rehearsal
during externally supported solution of the Tower of Hanoi task. With regard to
display design, this suggests that when information is highly accessible within the
interface, memory for visual-spatial information may be problematic due to a low
probability of usage. In contrast, better memory may be predicted when information is
less accessible within an interface due to the increased likelihood that memory for
externally presented information will be beneficial. This major research question will
receive particular attention within Chapters 2 and 4 of this thesis.

In addition to the adaptive nature of memory, ACT theory also states that
selection between different problem solving strategies may also be determined by
adaptive responses to constraints embedded within the task environment (Anderson,
1990). Rational analysis of problem solving, according to ACT, requires
consideration of the goal of the system, the structure of the environment, and a set of
computational constraints (e.g., memory span). Continued search of a problem space
is argued to take place at increasing cost, and theories of optimality predict that partial
plans will only continue to be generated until their expected benefits are outweighed
by the costs of mental search (Payne et al, 2001). A good example of a factor

associated with display design that may affect the cost-benefit analysis of planning
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has been termed the ‘implementation cost’ (O’Hara & Payne, 1998; 1999), that is, the
cost of performing an operation upon the world.

One particular instantiation of the implementation cost explored by O’Hara &
Payne (1998) was the cost associated with making each move during solution of an
eight-puzzle problem. Essentially, O’Hara & Payne observed that as the cost of
making moves during problem solving increased, so did levels of planfulness.
Interpretation of these results led O’Hara & Payne to propose that the additional cost
associated with making a move induced a shift in cost-benefit analysis, such that
mental planning was perceived as more advantageous than display-based acting and
evaluating (cf. Kirsh & Maglio, 1994). Evaluation of move sequences was argued to
take place internally, rather then externally, when implementation costs were higher
so as to reduce the overall time to complete the task.

Much display design currently strives to provide operators of complex systems
with a direct manipulation interface in an attempt to reduce the information
processing distance between the user’s intentions and the facilities offered within the
interface (see Hutchins, Hollan, & Norman, 1985 for a review). However, in light of
the work cited above (O’Hara & Payne, 1998), this may not always be of benefit;
especially if efficient planful behaviour is required of the user. Although the ease with
which actions can be performed is not the focus of the current thesis, a comparison
between increased implementation cost and increased information access cost during
solution to an eight-puzzle-like task can be found in Experiment 3.1.

As detailed above in Sections 1.2 and 1.3, considerable emphasis has recently
been placed within the fields of cognitive engineering and information fusion upon
providing operators of complex systems with highly accessible integrated

information. In light of the adaptive nature of memory and problem solving
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(Anderson, 1990; Anderson & Milson, 1989; Anderson & Schooler, 1991; 2000;
O’Hara & Payne, 1998; 1999; Payne et al, 2001), it is anticipated that increased
accessibility to information within the interface will have consequences for how an
operator uses such information. What follows is a more elaborate instantiation of this
assertion within the context of a recent model of interactive behaviour (the ‘soft
constraints hypothesis’ - Gray & Fu, 2004; Gray, Simms, Fu, & Schoelles, 2006)
specifically implemented to address the cost-benefit tradeoffs associated with

manipulating the accessibility of information within an external display.

1.4.2. Soft constraints hypothesis

Recent extensions of Anderson’s (1990) work on rational analysis have begun to
investigate how very small changes within the design of an interface can have
surprisingly large consequences for the selection between microstrategies during
interactive behaviour (e.g., Gray & Fu, 2004; Gray et al., 2006; Lohse & Johnson,

1996). As noted by Gray & Boehm-Davis (2000):

“Microstrategies develop in response to the fine-grained details of the
interactive technology, that is, microstrategies focus on what most
designers would regard as the mundane aspects of interface design: the
ways in which subtle features of interactive technology influence the
ways in which users perform tasks.” (p. 322)

A number of authors have examined the role of external, as well as internal,
representations in supporting human behaviour during a variety of tasks (e.g.,
Hutchins, 1995b; Larkin, 1989; Payne, 1991; Vallée-Tourangeau & Penney, 2005;
van Nimwegen, van Oostendorp, & Tabachneck-Schijf, 2004; 2005; Zhang, 1997;

Zhang & Norman, 1994). As discussed at length within the special issue of Cognitive
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Science devoted to ‘situated action’ (Vol. 17, 1993), cognition can be said to be
situated in-the-world as well as in-the-head (Norman, 1993), and changes within the
external representation of information provided within a display can have substantial
consequences for the use of internal cognition.

When alternative microstrategies can be applied during interactive behaviour,
users tend to select the one that is most efficient given the task constraints (Gray &
Boehm-Davis, 2000). This selection between microstrategies has been shown to be
embodied at the level of milliseconds (Ballard, Hayhoe, Pook, & Rao, 1997; Gray &
Boehm-Davis, 2000), and has recently been formalised within a theory of soft
constraints (Gray & Fu, 2004; Gray et al., 2006). Hard constraints, according to Gray
and colleagues, determine behaviour that is, or is not possible. Soft constraints, on the
other hand, determine which of the microstrategies available is most likely to be
chosen. It is assumed that when selection between microstrategies is non-deliberate or
automatic (Gray & Fu, 2004), soft constraints are determined by least-effort tradeoffs.

To make predictions concerning an operator’s use of information situated within
an external display, the soft constraints hypothesis proposes that equal weighting be
given to the time required for perception, action and memory retrieval (Gray & Fu,
2004). Gray et al (2006) have empirically demonstrated that the deployment of
perceptual-motor and cognitive resources during interactive behaviour are adjusted
based upon temporal cost-benefit tradeoffs, and not a general conservation of
cognitive effort (e.g., memory) as maintained by previous authors (e.g., Cary &
Carlson, 1999; 2001; Wilson, 2002). Gray and colleagues repeatedly eschew the
unqualified assumption rife within the cognitive literature that the use of memory is

preserved whenever possible (Ballard, Hayhoe, & Pelz, 1995), and instead argue that
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the deployment of memory is an adaptation to a rational analysis of the cognitive and
task environment (Anderson, 1990; Anderson & Schooler, 1991).

Of particular interest to the current thesis is the finding that very small
manipulations concerning the cost associated with accessing information from an
interface (in the realm of milliseconds) will affect the adaptive user’s selection
between interaction- and memory-intensive strategies (Fu & Gray, 2000; Gray & Fu,
2001; 2004; Gray et al., 2006). Essentially, as the cost of accessing information from
an interface is reduced, selection is observed to favour interactioh-intensive
perceptual-motor strategies. In contrast, as the cost of accessing information from an
interface increases, memory-intensive strategies are used more often so as to reduce
the overall time to complete the task. This effect has been shown reliably during low-
level routine VCR programming (Gray & Fu, 2001; 2004) and copying behaviour (Fu
& Gray, 2000; Gray et al., 2006), but has yet to be extended to more complex task
domains such as problem solving (cf. Pfeiffer, 2004). It is worth noting at this point
that although much emphasis within this thesis will be placed upon understanding the
adaptive use of memory as a function of small changes to information accessibility,
comparably less attention will be paid to the mechanistic properties underlying human
memory. This is not an oversight of the thesis, but reflects the desire to study human
use of memory as a response to the statistical properties of the task environment
(Anderson & Milson, 1989). The experimental tasks used herein will all be supported
by external representations, thus significant attempts will be made to assess the extent
to which internal working memory (Baddeley, 1986) is used during task performance
to support/replace/supplement externalised information. Related to the issues
examined within this thesis are previous demonstrations of failures of working

memory in familiar tasks where information was readily available. For example,
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Morton (1967) found that despite many years experience using a letter-based
telephone dial, when tested, individuals could not recall accurately the location of
letters on the dial. Nickerson and Adams (1979) found similarly poor performance
when individuals were asked to remember the detailed appearance of a US penny.
These findings demonstrate that even when information is readily available in the
world, we do not always process it sufficiently to allow for accurate recollection of
detail. While the coins may reflect a failure of attentional processes, this would not
have been the case for the phone dialling, nor will it be a potential explanation of the

performance observed in this thesis.

LS. Focus of thesis
Given that very small changes to the accessibility of information provided within an
external display have previously been found to have surprisingly large consequences
for the use of perception, action and memory during low-level routine tasks (Gray &
Fu, 2004; Gray et al., 2006), it is postulated that a new line of research is required to
investigate the possible consequences of increasing information accessibility upon
human behaviour and performance in more complex task domains. It is anticipated
that further investigation of this topic will demonstrate that simply increasing
information accessibility within an interface will not always be of benefit. A
potentially more promising approach to display design will be examined whereby the
artefacts of the interface are designed so as to exploit the adaptive nature of human
cognition and orient behaviour towards desired microstrategies, and away from
others.

Specifically it is hypothesised that one side effect of increasing the accessibility

of information provided within an interface may be over-reliance upon display-based
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interaction-intensive strategies, and under-reliance upon internally-based memory-
intensive strategies. Indeed, similar arguments can be found within the training
literature. For example, learning of information and procedures has previously been
found to improve as a function of difficulties encountered during training in a number
of domains (e.g., VCR programming - Duggan & Payne, 2001; aircraft landing -
Lintern, 1980; text comprehension - McNamara, Kintsch, Songer, & Kintsch, 1996,
motor learning - Schmidt & Bjork, 1992; problem solving - Sweller, 1988).

The experiments reported within this thesis are distributed between three
thematically aligned experimental chapters. The first of which (Chapter 2) contains
three experiments assessing the effectiveness of information fusion technologies
currently in development at supporting operator performance both during and after
simulated flight missions. In particular, consequences of information fusion in
affecting the availability of information provided within the external display were
evaluated with respect to operator performance. An examination of how increasing
the availability of information within an interface would affect memory for visual-
spatial information was conducted.

In an attempt to address more directly, and extend Gray and colleague’s soft
constraints hypothesis (Gray & Fu, 2004; Gray et al., 2006) to the domain of problem
solving, Chapter 3 examined the effect of small manipulations to the cost of accessing
information from an external display on human interactive behaviour. Three
experiments evaluated the extent to which least-effort tradeoffs observed during
routine copying would extend to a transformation problem solving task. Eye-tracking
data were collected in order to make fine-grained inferences concerning the
distribution of cognition internally and externally (Norman, 1993). Furthermore, the

collection of verbal protocol data (Ericsson & Simon, 1993) allowed for inferences to
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be made regarding the effect of different access costs upon the selection between
different planning strategies (Davies, 2003). The final three experiments found within
Chapter 4 investigated whether small differences associated with the cost of accessing
goal-state information would affect rate of learning and transfer during repeated
solution of an eight-puzzle-like problem solving task. Chapter 5 closes with a general
summary of the effects of increasing the accessibility of information provided within
an external display upon human behaviour. Methodological issues and future

directions for research are also discussed.
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Chapter 2
EMPIRICAL SERIES 1

Designing information fusion for the encoding of visual-spatial

information

2.1. Introduction

The aim of Chapter 2 was to provide a case study examining the use of fusion to
increase the availability of information provided within a simulated cockpit display.
Operators of modern aircraft cockpits have access to an unprecedented volume of
information, originating from a variety of on- and off- board sensors. Thus,
information fusion techniques are used ever more frequently in an attempt to increase
the accessibility of information provided within the task environment. In doing so, it
is possible that the operator’s task of information extraction and assimilation is made
easier and more effortless (e.g., Vicente, Moray, Lee, Rasmussen, Jones, Brock, &
Djemil, 1996).

Despite a wealth of knowledge indicating that human behaviour is adaptive and
sensitive to the constraints of the environment they find themselves in (reviewed in
Chapter 1), investigation of possible cost-benefit tradeoffs and boundary conditions
associated with the use of fusion has been largely neglected. Chapter 2 aimed to
assess the possibility that performance on certain task criteria may be degraded by
increased information availability. Based upon work demonstrating that internal
memory is used less often as function of information being made more available

within the interface (e.g., Gray & Fu, 2004), it is argued that the manner in which
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information is presented within a fused environment may have negative consequences

for the encoding of visual-spatial information.

2.1.1. Memory as an evaluation of display design

The general philosophy during assessment of display design is not to evaluate a
display based upon the extent to which it promotes the internalisation of information
presented within the external display, but rather, to focus upon the effectiveness of the
display in supporting the operator during information extraction and decision making.
It is argued here, however, that assessment of memory may be particularly important
during the evaluation of display manipulations that intend to increase the ease with
which information can be extracted from the interface. Given that increasing the ease
with which information can be accessed will reduce the cognitive processing required
on behalf of the operator, it seems logical that an unwanted side effect may be
problematic retention of such information.

Limited work that has investigated the value of using memory as a methodology
for evaluating display effectiveness (e.g., Vicente, 1992), has generally proposed that
the use of memory to evaluate display effectiveness is better suited to analyses of
semantically meaningful variables, as opposed to detailed visual information
(Sperling, 1960). One study that has directly compared the use of visual and memory
methods for the evaluation of display design found interesting differences according
to the methodology used (Bennett, Payne, Calcaterra, & Nittoli, 2000). Results from
the visual methodology suggested that integrated displays were effective in supporting
tasks that required both low- and high-level properties. However, results obtained
using the memory methodology differed: although the integrated display supported

performance for tasks requiring the retention of higher-order properties, this was not
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the case for tasks requiring the retention of low-level data. Memory for visual-spatial
information thus appears a valid measure of display effectiveness (provided the
information to be retained in memory has some semantic property), and may reveal
inadequacies with fused displays at supporting the retention of externalised low-level
information.

What follows is a brief review of relevant psychological literature suggesting
that reducing the cognitive processing required to extract information from a fused
environment may have negative consequences for the encoding of such information.
Firstly, work is cited highlighting the importance of display design in promoting
active engagement (on behalf of the operator) in processes that make use of memory
and inference making (e.g., Gray, Simms, Fu, & Schoelles, 2006; McNamara,
Kintsch, Songer, & Kintsch, 1996). Processes such as memory and inference making
contribute to the development of a robust internal representation of the task
environment, and can thus be seen as ‘transfer-appropriate processing’ (Morris,
Bransford, & Franks, 1977) when memory for visual-spatial information is important.
Secondly, a proposal is made that the use of information fusion will, in some
situations, reduce the extent to which operators of complex systems engage in such

transfer-appropriate processing.

2.1.2. Reduced encoding of highly accessible externally represented information
Experimental research has shown that even very small changes to the design of an
interface can significantly affect the extent to which internal memory is deployed
during interactive behaviour. For example, by increasing the cost of accessing
information from a simple eye movement to a head movement, Ballard, Hayhoe and

Pelz (1995) induced a shift in participants’ behaviour from a largely display-based
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strategy to one more reliant upon working memory. Work continuing in this theme
has indicated that the lower the cost associated with accessing information from a
display. the less likely participants are to employ memory-intensive strategies during
routine interactive behaviour (Fu & Gray, 2000; Gray & Fu, 2004). If information is
readily available in-the-world, a shift is observed from memory-intensive strategies to
more display-based ones, often referred to as perceptual-motor strategies (Gray et al.,
2006), where the display is used as an external memory source (O’Regan, 1992). It
follows then, that the use of internal memory by operators of complex systems may
decrease as the task of accessing and integrating information from the task
environment is made easier via information fusion. A reduction in the use of memory
during information extraction from a fused display is likely to have negative
consequences for the retention of visually presented information. Indeed, the
frequency with which different memory traces are called upon is integral to many
theories of declarative memory (e.g., Anderson & Milson, 1989).

In their discussion of the adaptive nature of memory, Anderson and colleagues
(Anderson, Fincham, & Douglass, 1999; Anderson & Milson, 1989; Anderson &
Schooler, 1991) have argued that activation of a memory trace is, at least in part,
determined by retrieval practice. They propose that the human memory system has the
form it does so as to make more available memories that are used more often in the
past (the practice effect). It has also been suggested that memory’s most apparent
deficit, forgetting, may in fact be an adaptive response to the need to focus on
currently available information (Anderson & Milson, 1989; Bjork & Bjork, 1992).
Functional decay theory proposes that when a task requires memory to be updated
frequently, decay must occur to prevent interference with later memories (Altmann &

Gray, 2002; Venturino, 1997). It is quite probable, therefore, that a reduction in the
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use of memory during information extraction (as a result of increased information
accessibility) will have negative consequences for the internal encoding and retention
of externally represented information. In contrast, the more frequent use of memory
required when information is less accessible externally, may result in the development
of a more robust internal representation of the task space.

There is also a wealth of knowledge suggesting that relevant internal processing
improves subsequent task performance relative to a passive reliance upon equivalent
information provided within the environment (e.g., Duggan & Payne 2001;
McNamara et al., 1996, Palmiter, Elkerton, & Bagget, 1991). The idea that the
encoding of information can be improved via relevant processing can be dated back to
the seminal ‘levels of processing framework’ developed by Craik and Lockhart
(1972). Also, the inserted questions literature (e.g., Glover, 1989) and the text
comprehension literature (e.g., McNamara, et al., 1996) have demonstrated that
prompting participants to make task-related inferences whilst reading text can aid the
comprehension and retention of text. Using the everyday task of programming a VCR,
Duggan and Payne (2001) improved participants’ retention of instructional
information by prompting them to adopt a chunked instruction-following procedure
(reliant upon memory). By reading and then performing several steps (in temporal
order) of the programming cycle at a time (compared to one step at a time),
participants were engaged in more internal processing during the training phase and
consequently outperformed the ‘one step at a time’ group at test.

Engaging individuals in task-relevant inference making and memory-intensive
strategies during task performance can be seen as an example of what Morris et al
(1977) coined ‘transfer-appropriate processing’. In essence, transfer-appropriate

processing theory states that matching the cognitive demands experienced during
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learning with those at retrieval gives rise to better retention than mismatched learning
and retrieval conditions. For example, if information is not permanently available
during a task, or is presented in a random/variable fashion, the participant will receive
practice during the task of forgetting and subsequently retrieving this information.
Consequently, retrieval mechanisms will have been practised and therefore available
at test. Relatedly, it is not always the case that a manipulation that maximises
performance during the task will also benefit the retention of task-related information
over time. In fact, manipulations that degrade the ease of acquisition during the task
can often support the long-term retention of this information (Schmidt & Bjork,
1992). Following from ‘cognitive load theory’ (Chandler & Sweller, 1996; Sweller
1988), it has been recognised that so-called ‘germane cognitive load’ (van
Merriénboer, Schuurman, de Croock, & Paas, 2002) can facilitate learning. Therefore
it could be predicted that, within the limits of total available cognitive capacity,
increased processing load associated with the extraction of information presented
within an external display will facilitate the encoding and therefore retention of
visual-spatial information.

Based upon the assumption that reducing the cost of accessing information
within an interface will reduce the use of memory-intensive strategies during
information seeking (e.g., Gray et al., 2006), and the assumption that relevant internal
processing is required to maintain and update memory during interactive behaviour
(e.g., Anderson & Milson, 1989; McNamara et al., 1996), it is predicted that under
certain circumstances the use of information fusion may lead to impoverished
encoding and poor retention of information presented within an external display. In
order to test this hypothesis, the effectiveness of a fused and unfused cockpit display

will be evaluated in terms of supporting operator performance, both during simulated
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flight missions, and when recalling mission information. A high-fidelity flight
simulator was used in Experiment 2.1 to assess and compare the effectiveness of
fusion technologies currently under development against more traditional unfused
displays. Further studies (Experiments 2.2 and 2.3) were conducted using a low-
fidelity simulation in an attempt to replicate and differentiate, under laboratory
conditions, between competing explanations for the results observed in Experiment

2.1.

2.2. Information Fusion Testbed

Flight missions were used where the goal of the task was to navigate the aircraft
within an area of interest and estimate the position of a number of locations (1, 2, or
3). For all experiments, the area of interest was represented by a 70 x 70 nautical mile
(nm) terrain map. Although participants were never informed of the actual position of
the location(s), dynamic indirect estimates of location position were provided within
the interface in order to guide estimation. Following completion of each flight
mission, participants’ memory for location position(s) was tested. Contained within
every square nm of the terrain map were a number of landmarks. Thus, memory for
location information involved semantic properties and relational information.

During each flight mission a confederate aircraft flew alongside the participant’s
aircraft maintaining a constant separation of 10 nm, enabling information to be shared
between the two platforms. The extent to which this information was fused within the
interface was the focal point of Experiments 2.1 and 2.2, with Experiment 2.3
concentrating on manipulations to the temporal availability of fused information. Both
fused and unfused displays contained radar information indicating direction but not

range of location(s) relative to the participant’s aircraft (see Figure 2.1). The
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representation and availability of dynamic location information projected onto the

terrain map, however, differed according to whether fusion was, or was not present.

e

| /

(a) Fused (b) UnFused

Figure 2.1: Representation of (a) fused and (b) unfused displays.
Note. Screenshots taken from a simulation of the IFT with three locations, omitting maps used. The

intersections of unfused spokes furthest from both aircraft represeni the best estimates of location.

Within the fused display, shared location estimates were displayed onscreen as
small squares (see Figure 2.1a), which were permanently available onscreen
{representing an estimation of both direction and range of location positioning). In the
unfused display, information from the radar display from both the pilot and the
confederate aircraft was presented as individual spokes onscreen (see Figure 2.1b).
Each relevant intersection between corresponding spokes represented an estimation of
both direction and range of location position(s). Consistent with the radar display,
these spokes were available onscreen for two seconds, with an eight second interval
between each display (during which no information was available onscreen). These
dynamic onscreen location estimates were updated throughout each trial and were

dependent upon the relationship between the pilot and confederate aircraft and the

location(s). Participants were informed that the onscreen estimates would never be



100% accurate, would move around, and that they could use this information to guide

their location estimations.

2.3. Experiment 2.1

The Information Fusion Testbed (IFT) located at QinetiQ, Farmborough, was used in
Experiment 2.1 to test the hypothesis that, when compared to a more traditional
unfused display, a fused display would support operator performance during flight
missions, yet lead to impoverished encoding and subsequent retention of location
information. Specifically, it was predicted that the use of fusion to provide operators
with permanently available onscreen information (in the form of small squares) would
lead to over-reliance upon the external display, and a lack of transfer-appropriate
processing. In contrast, the semi-permanent nature of information provided within the
unfused display (in the form of spoke intersections) was predicted to promote the use
of memory and inference making during flight missions, thus improving the encoding

and retention of location information.

2.3.1. Method
Participants Six male pilots between 30 and 50 years of age participated in the study,

each with a minimum of ten years flight experience.

Materials The IFT simulated a high fidelity future jet cockpit including Head-Up
Display, aircraft controls and interactive touchscreen display. Contained within the
touchscreen display was the radar and terrain display. Information provided within the
radar display became active when the participant’s aircraft flew within 55 nm of the
location(s). The nature of information provided within the terrain display depended

upon whether fusion was present or not.
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Design The representation and availability of information provided within the terrain
display was manipulated within-subjects. The fusion algorithm continuously
integrated information from the two aircraft, whilst taking into account previous
estimations in order to provide permanent onscreen location information. The Fused
display became active when both aircraft flew within 55 nm of the location(s), and
location estimates were in the form of small squares (see Figure 2.1). In the UnFused
condition; however, only the sharing of semi-permanent radar information between
the two platforms was possible. As with the radar display, UnFused spokes became
active the moment either of the respective aircraft flew within 55 nm of the
location(s), and location estimates were determined by the relevant intersections
between corresponding spokes. Consistent with the radar display, these spokes were
displayed for two seconds with an eight second interval between each display. The
number of locations (1, 2, or 3) was also manipulated within-subjects to create three
workload conditions. On occasions where more than one location was to be identified,
each of the locations was situated within 10 nm of one another. The starting location
of both aircraft and the actual position of each location varied systematically across
trials. Each participant received two trials from each treatment combination in a

different randomised order.

Procedure Prior to commencement of the twelve experimental trials, two practice
trials were completed to familiarise participants with the task and display formats.
Each trial consisted of one flight mission, retention interval and recall test. The route
flown during each mission was under the control of participants at all times, and
because performance was likely to vary over the duration of flight, measures were

taken at several points to observe both the development of location accuracy over
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time and any interaction with fusion. At distances of 50, 40, 35, 30 and 20 nm from
the location, the prompt ‘RESPOND NOW?’ appeared onscreen at which point
participants were required to touch the screen to record each location estimate.
Onscreen location information was always visible at prompt times in the Fused
condition, but due to the semi-permanent nature of the radar information, was only
visible during 20% of prompts in the UnFused condition. Each flight mission
terminated once a response had been made to the final prompt, and recall of
location(s) was measured five minutes following the completion of each flight
mission. A paper map was given to participants to mark their location estimates.
During the five minutes preceding this memory test, participants were required to
complete a subjective assessment of their performance on the preceding flight. (See

Appendix G for task instructions.)

2.3.2. Results

A number of rules were implemented during the analysis of these data. Firstly, if the
number of responses made by the participant ever exceeded the number of responses
required, the response(s) nearest the actual location(s) was taken. Secondly, any ‘no-
responses’ resulted in missing data points. Two methods were used to measure
participants’ location estimates. Measure 1 matched participants’ location estimate(s)
to the actual location(s) in such a way so as to minimise the total mean distance error.
Measure 2 matched the centre of participants’ location estimate(s) to the centre of the
actual location(s). Minimal differences were observed as a function of these two
measures, and thus, only results obtained via Measure 1 will be reported. Upon
violations of sphericity, Greenhouse-Geisser corrected degrees of freedom are
reported, and non-transformed data are presented in tabular and graphical format

throughout Chapter 2. The effects of fusion and workload on location accuracy during
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flight missions will be reported first, followed by the effects of fusion on the retention

of location information.

Location accuracy For prompts 1 and 2, over 50% of locations were not correctly
identified. Thus, to avoid empty cells only data from prompts 3, 4 and 5 were
analysed. A log transformation was performed on the data in order to correct for
differences in variance between the fusion conditions, and a 3 (Prompt 3/4/5) x 2
(Fused/UnFused) x 3 (Locations 1/2/3) within-subjects ANOVA was computed on the
transformed data. The Fused condition yielded significantly more accurate estimations
than the UnFused condition, F (1, 5) = 47.36, p <.001, MSE = 0.04, and estimation
accuracy was affected by the number of locations, F (2, 10) = 12.20, p <.01, MSE =
0.02. Furthermore, a significant fusion x locations interaction was observed, F (2, 10)
=11.60, p <.001, MSE = 0.04, with simple main effects revealing an advantage for
Fused over UnFused when there were two or three locations (ps <.05), but not when

there was one, F (1, 5) = 0.99, p >.05 (see Table 2.1).

Table 2.1

The Effect of Fusion and Workload on Location Accuracy (Experiment 2.1).

Fused UnFused
Locations Mean Error SD Mean Error SD
1 2.48 2.85 2.57 0.80
2 1.33 0.60 6.95 3.21
3 3.12 2.27 4.99 2.02

Note. Values are given in nautical miles. Mean Error is the difference between the actual and

estimated location.
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No main effect of prompt was observed, F (2, 10) = 0.60, p >.05, MSE = 0.03,
and participants in each of the fusion conditions were equally accurate in identifying
the correct number of locations on each trial, as indicated by identical proportional

means (Fused: Mean = 0.83, SD = 0.21; UnFused: Mean = 0.83, SD = 0.24).

Location retention Delayed location recall was compared against the immediate
location estimations provided at the final prompt in order to examine the retention of
location information following the retention interval. A reciprocal transformation was
performed on the data in order to correct for differences in variance between the
fusion conditions, and a 2 (Fused/UnFused) x 2 (Immediate/Delayed) x 3 (Locations
1/2/3) within-subjects ANOVA was computed on the transformed data. Overall, the
Fused condition yielded significantly more accurate estimates than the UnFused
condition, F (1, 5) = 20.08, p <.01, MSE = 0.05, and accuracy deteriorated during the
retention interval, F (1, 5) = 6.55, p <.05, MSE = 0.10. Importantly, a retention
interval x fusion interaction was found (see Figure 2.2), F (1, 5) = 7.76, p <.05, MSE
= (.07, and simple main effects indicated that only at the final prompt (immediate)
were estimations more accurate in the Fused, compared to the UnFused condition, F
(1, 5) = 20.30, p <.01. No significant difference was observed between Fused and
UnFused at delayed recall, F (1, 5) = 1.22, p >.05. Simple main effects also indicated
that significant deterioration in accuracy occurred in the Fused, F (1, 5)=7.42,p
<.05, but not in the UnFused condition, F (1, 5) = 0.31, p >.05. A separate one way
ANOVA computed on proportional data found no significant differences between the
two fusion conditions in terms of recalling the correct number of locations for each

trial, F (1, 5)=0.17, p >.05, MSE = 0.01.
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Figure 2.2: The effect of fusion and retention interval on location accuracy
(Experiment 2.1).

Note. Mean Error is the difference between actual and estimated location. Eror bars represent +1

standard error.

2.3.3. Discussion

The two main predictions were supported. Firstly, during flight missions participants
were more accurate in identifying location position(s) when fusion was present,
compared to when it was not. Secondly, deterioration of accuracy following the
retention interval was greater in the Fused, compared to the UnFused condition.
Interpretation of the data is based upon the premise that more cognitive processing
was required to extract information from the UnFused, compared to the Fused display.
It is proposed that differences in the cognitive processing associated with extracting
information from the two displays explains both the superiority of the Fused display
at supporting the accurate estimate of locations during flight, and the impoverished
retention of location information derived from the Fused display. It is argued that

differences in the manner by which participants chose to complete the task, rather



than design constraints, explain the differences in memory recall observed between
the Fused and Unfused conditions.

Given the growing body of knowledge suggesting that making information more
accessible within the interface via information fusion can facilitate information
extraction and decision making (e.g., Lintern, Waite, & Talleur, 1999; Vicente et al.,
1996; Woods, 1991), it is not surprising that the permanently available integrated
location information provided within the Fused display led to more accurate location
estimation than the provision of semi-permanent non-integrated location information
provided within the UnFused display. With increasing workload, the Fused display
resulted in superior location accuracy during flight, presumably reflecting the
competing demands for limited resources, a finding consistent with the workload
literature (Wickens, 2002). It is somewhat counterintuitive, however, that by
increasing the availability of information provided within the interface, the Fused
display also yielded a disproportionate rate of forgetting, when compared to the
UnFused display. There are a number of potential explanations for this.

Firstly, the permanent nature of onscreen information provided within the Fused
display may have increased pilots’ reliance upon the interface as an external memory
source (Gray & Fu, 2004; Gray et al., 2006; O’Regan, 1992), and in doing so,
rendered internal processing involving memory and inference making redundant.
Similar arguments can be found within the training literature whereby the provision of
concurrent visual feedback within an external display can act as a temporary crutch to
performance, and subsequently lead to a decrement in retention of skill over time
(e.g., Patrick & Mutlusoy, 1982; Schmidt & Wulf, 1997). Continuous feedback within
a learning environment is often found to be effective during the learning phase

because it guides the individual towards the required responses and reduces errors.
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However, many studies have also found that performance gains during practice are
seldom observed at transfer tests when augmented feedback is withdrawn (see
Stammers & Patrick, 1975). Although the onscreen information provided within the
Fused display provided pilots with guidance information rather than feedback relating
to performance, similar mechanisms are proposed to account for the problematic
retention of Fused information in the current study. Over-reliance upon display
support may be detrimental to retention.

Secondly, the semi-permanent nature of location information provided within
the UnFused display may have encouraged the use of internal memory and inference-
making strategies in order to maintain an understanding of location position(s) during
times when location information was not available onscreen. As previously
emphasised, the use of internal processes such as memory and inference making
during task performance are integral to the effective retention of task-relevant
information (Anderson & Milson, 1989; McNamara et al., 1996; Schmidt & Bjork,
1992).

A further issue concerns the additional cognitive processing necessary to
integrate and distinguish between meaningful and coincidental spoke intersections
provided within the UnFused display. The task of integrating and distinguishing
between meaningful and coincidental intersections will necessarily have oriented pilot
behaviour towards inference making, which may have acted as transfer-appropriate
processing (McNamara et al., 1996; Morris et al., 1977) when considering the
demands of the recall task. Whilst this might contribute to the superiority of the
UnFused display at retention, this may also have handicapped estimates of location

during the flight.
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The limitation of Experiment 2.1 is primarily that it is an applied study and as a
consequence there are potentially confounding differences between the Fused and
UnFused conditions, some of which have already been discussed in the context of
different explanations for the results. There is a lack of representational equivalence
(Larkin & Simon, 1987) between the conditions, although from an applied perspective
this is to some extent inevitable because a fused display for obvious reasons is never
likely to adopt the physical characteristics of a radar display. In addition, there are
small differences in the nature of the algorithms underlying the provision of
information between the two displays. Therefore, the overall goal of Experiment 2.2
was not only to remove these algorithmic differences between the Fused and UnFused
displays, but also to attempt to replicate the main results of Experiment 2.1 under
laboratory conditions using a low-fidelity simulation of the IFT. Experiment 2.3
investigated the importance of the temporal availability of displayed information,
which has been discussed above as a factor that may affect cognitive processing.
Given that the permanence of information in the fused display may have reduced
cognitive processing and thus recall, Experiment 2.3 attempted to mitigate this effect

by varying the temporal availability of fused information.

2.4. Experiment 2.2

Small, but significant discrepancies between the Fused and UnFused displays in
Experiment 2.1 may have led to subtle differences between the conditions with regard
to the accuracy of onscreen information at different points in time. For example, the
algorithm used to produce the onscreen location information provided within the
Fused display in Experiment 2.1 integrated previous information regarding the

positioning of a particular location when updating information pertaining to that
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location. The onscreen estimates provided within the UnFused display, however,
relied completely upon radar information, and consequently did not take into account
previous location information when updating position estimates. There will also have
been slight inherent delays in the onset of onscreen location information in the Fused
condition. This was because the Fused algorithm required both the pilot and
confederate aircraft to be within 55 nm of the location(s) before onscreen estimates
could be made available within the interface. In contrast, as soon as either aircraft in
the UnFused condition flew within 55 nm of the location(s), information in the form
of a single spoke was emitted from that aircraft (regardless of the status of the other
aircraft).

Although the slight time delay and integration of location history information
was inherent to the fusion technology under investigation in Experiment 2.1, it is
important that both are removed in order to ensure the effects observed were
attributable to the cognitive processing required to extract information from the
interface, rather than differences between the fusion conditions in terms of accuracy
of onscreen location information and the point at which such information became
active. Therefore, Experiment 2.2 was conducted under laboratory conditions using a

low-fidelity simulation of the IFT task (IFTsim).

2.4.1. Method
Participants 42 Cardiff University students took part in the study. Each was paid £5

or received course credit for their participation.

Materials [FTsim was written in Visual Basic 6.0 and was presented to participants
via a 12 x 13 inch high-resolution monitor and Pentium IV 2 Ghz PC. Both aircraft

were set to travel at a constant speed (simulating the average speed in the IFT), and
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the participant’s aircraft was guided via left and right arrow keys on the keyboard. On
each occasion an arrow key was pressed, the participant’s aircraft would change its
current heading by 22.5° in the corresponding direction. The confederate aircraft was
always positioned 10 nm west of the participant’s aircraft. The starting location of
both aircraft and the position of the fixed location(s) were varied systematically across
trials.

The same algorithm was used to produce the onscreen location information in
both fusion conditions. The nature of the algorithm meant that onscreen location
information became more accurate as the aircraft grew closer to the actual location(s),
and became active the moment the participant’s aircraft flew within 55 nm of the
actual location(s). Each onscreen estimate was updated in a unique fashion, four times
per flight mission at distances of 50, 40, 30, and 20 nm from the actual location(s).
Participants were prompted in the same manner as Experiment 2.1 to make their
responses, although responses were made via mouse clicks on the screen rather than

touchscreen responses, and only four were required per flight mission.

Design and procedure These were the same as Experiment 2.1, with the exception
that the number of locations was either one or three. At the recall stage of each tnial,
the map was presented on the computer screen and responses were made via mouse
clicks. Each participant received one of four randomised trial orders so as to minimise
the contribution of any idiosyncratic order effects. (See Appendix H for task

instructions.)

2.4.2. Results
Location accuracy A 4 (Prompt 1/2/3/4) x 2 (Fused/UnFused) x 2 (Locations 1/3)

within-subjects ANOVA was computed upon the non-transformed data. As in
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Experiment 2.1, participants in the current experiment revealed more accurate
location estimations when working with the Fused, compared to the UnFused display,
F(1,41)=5.446, p <.05, MSE = 6.08, and when there was one, compared to three
locations to-be-identified, F (1, 41) = 41.02, p <.001, MSE = 4.43. Simple main
effects examining a fusion x prompt interaction, F (3, 123) = 6.10, p <.001, MSE =
17.92, revealed that the only benefit of Fused over UnFused occurred at the final
prompt, F (1, 41) = 35.92, p <.001 (Fused Mean Error = 2.79, SD = 0.94; UnFused
Mean Error = 4.60, SD = 2.61). Simple main effects were also used to explore a
fusion x location interaction, F (1, 41) = 22.10, p <.001, MSE = 7.43, and indicated
that estimates in the UnFused condition became less accurate as the number of
locations increased, F (1, 41) = 40.26, p <.001, whereas the Fused condition was
relatively unaffected by the number of locations to-be-identified, F (1, 41) = 2.70, p

>.05, (see Table 2.2).

Table 2.2

The Effect of Fusion and Workload on Location Accuracy (Experiment 2.2).

Fused UnFused
Locations Mean Error SD Mean Error SD
1 5.82 3.61 5.27 3.30
3 5.87 2.93 7.31 3.33

Note. Values are given in nautical miles. Mean Error is the difference between the actual and

estimated location.

Again, no significant differences were found between the two fusion conditions
in terms of identifying the correct number of locations on each trial, F' (1, 41) = 2.29,

p>.05, MSE = 0.05.
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Location retention A 2 (Fused/UnFused) x 2 (Immediate/Delayed) x 2 (Locations
1/3) within-subjects ANOV A compared accuracy of delayed recall with immediate
accuracy at the final prompt for both fusion conditions. A log transformation was
required to correct for differences in variance between the fusion conditions. As with
Experiment 2.1, the Fused display was found to yield more accurate estimations than
the UnFused, F (1, 41) = 25.06, p <.001, MSE = 0.02, and accuracy deteriorated
during the retention interval, F (1, 41) = 56.48, p <.001, MSE = 0.05. Importantly, a
retention time x fusion interaction was found, £ (1, 41) = 11.80, p <.001, MSE = 0.03,
(see Figure 2.3), and again simple main effects indicated that estimations derived
from the Fused display were superior when immediate estimations were taken at the
final prompt, F (1, 41)=39.26, p <.001, but that there was no difference between the
two fusion conditions at delayed recall, F {1, 41) = 0.03, p >.05. In contrast to

Experiment 2.1, however, a decrement to location accuracy was witnessed as a

function of retention interval for both the Fused and UnFused conditions (ps <.01).
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Figure 2.3. The effect of fusion and retention interval on location accuracy

(Experiment 2.2).
Note. Mean Error is the difference between actual and estimated location. Error bars represent +1

standard error.
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Similar values observed at recall for the two fusion conditions may imply that a
floor effect could be distorting the data. However, further examination in accordance
with criterion proposed by Cohen (1995) suggested this was not the case. The average
recall values for both the Fused and UnFused conditions were sufficiently different to
the average maximum recall error, indicating that performance was not at a floor. In
addition, the considerable difference in the simple effect F values for the effect of
retention interval on location accuracy was over twice that for the Fused condition,
compared to the UnFused condition, suggesting a gréater deterioration over the
retention interval in the Fused condition. This interpretation is confirmed by an
analysis of effect size that indicated a substantially larger effect in the Fused,
compared to the UnFused condition (partial eta squared, 0.54 versus 0.34
respectively).

Again, no significant differences were observed between the two fusion
conditions in terms of recalling the correct number of locations on each trial F (1, 41)

=1.89, p >.05, MSE = 0.07.

2.4.3. Discussion

Manipulation of fusion and workload affected task performance in much the same
way as observed in Experiment 2.1. The Fused display improved location accuracy
relative to the UnFused display during flight missions, again supporting previous
work suggesting that the provision of highly accessible integrated information can
support operator decision making (e.g., Lintern et al., 1999; Vicente et al., 1996;
Woods, 1991). However, unlike Experiment 2.1 where there was no decrement in
UnFused accuracy over the retention interval, in this experiment both Fused and
UnFused information deteriorated. Nevertheless, there appeared to be a greater

decrement in the Fused condition, as indicated by the interaction effect and the
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difference in effect sizes. Location accuracy also reduced as the number of locations
to-be-identified increased from one to three.

Naive participants were used in Experiment 2.2, in contrast to the experienced
pilots in Experiment 2.1. Although previous work (e.g., Mosier, Skitka, Burdick, &
Heers, 1996) has found student and experienced pilot samples to be equally
susceptible to automation bias (over-reliance upon automated information),
participants in the current experiment found the estimation of three locations
particularly difficult when working with an UnFused display. In contrast, the effect of
workload on location accuracy during Experiment 2.1 was approximately equivalent
across fusion conditions, and may reflect pilot expertise associated with
distinguishing between meaningful and coincidental UnFused intersections.

Given the superiority of the Fused display at supporting the accurate estimation
of locations during flight missions, it is striking that this did not translate to better
memory for location positioning following the retention interval. Indeed, the
disproportionate rate of forgetting observed in the Fused condition suggests that there
is scope for improving the retention of fused information by orienting participant
interaction with the Fused display towards the use of internal processes (such as
memory and inference making). From an applied perspective the important goal is to
find a means of mitigating this effect and supporting the retention of fused
information. Interpretations of Experiments 2.1 and 2.2 have suggested that the
decrement in Fused recall may be due to a lack of cognitive processing via an over-
reliance upon the display as an external memory source (O’Regan, 1992). In contrast,
the semi-permanence of information in the UnFused display may have resulted in
memory-intensive processing. This perspective is consistent with Gray and

colleague’s (Fu & Gray, 2000; Gray & Fu, 2004) distinction between external
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display-based versus internal memory-based interaction strategies, and their assertion
that such shifts in strategy are based upon consideration of the temporal availability of
information provided within an external display (Gray et al., 2006). Therefore,
paradoxically, Experiment 2.3 investigated a method for improving the retention of

fused information that involves reducing its availability within the interface.

2.5. Experiment 2.3

Reducing the temporal availability of location information provided within the
interface was explored in the final experiment as a possible method for improving
memory for Fused information in the current task. There are two possible
explanations why this might be effective. Firstly, as discussed previously, when
information is less available within an interface, stronger reliance upon internal
processing is induced, including memory and inference making (Duggan & Payne,
2001; Gray & Fu, 2004; Gray et al., 2006; McNamara et al., 1996; O’Regan, 1992).
Secondly, the on/off-set of visually presented information may lead to attentional
capture, as seen in visual monitoring tasks (Sutcliffe, 1995; Yantis, 1993; Yantis &
Jonides, 1996). The former explanation predicts that the duration with which fused
information is made unavailable will determine its retention, as opposed to the latter
explanation, that predicts improvements will be a function of on/off-set frequency.

In order to evaluate these competing interpretations of any effect of reducing the
availability of fused information, four conditions were employed in Experiment 2.3.
Three conditions in which Fused information was provided in a semi-permanent
fashion within every ten second cycle (on20ff8, on8off2, onloff4) were compared to a
Fused condition in which information was permanently provided within the interface

(on10). If reducing the availability of Fused information does have the desired effect,
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these conditions allow the relative influence of the duration and frequency with which

onscreen information was provided within the Fused display to be investigated.

2.5.1. Method
Participants Eighty Cardiff University students took part in the study. Each was paid

£5 or received course credit for their participation. One participant in the on20ff8
condition was excluded due to obtaining standard deviations in excess of + 3 from the

mean.

Design The temporal availability of onscreen location information was manipulated
between-subjects in order to remove any possible contamination due to carry-over
effects (Poulton, 1982), and workload was again manipulated within-subjects. In
order to improve comparability between location estimates provided within the
different Fused conditions, onscreen location information was also removed during
prompt times regardless of its temporal availability. Table 2.3 provides a schematic
representation of the temporal availability of information provided within the four
Fused conditions. The ‘on20ff8’ Fused condition replicated the temporal availability
of location information provided within the UnFused display (Experiments 2.1 and
2.2). The ‘on80ff2’ condition reversed the temporal cycle of the on20ff8 condition. In
doing so, the duration for which location information was unavailable within the
display was reduced to two seconds, yet the frequency with which Fused information
flashed on/off within each ten second cycle was held constant. The extent to which
attentional factors affected performance within the current task were evaluated with
respect to the ‘onloff4’ condition, during which location information was available
for a total of two seconds (on two separate one second episodes) for every ten second

cycle. The onloff4 condition thus provided participants with onscreen information for
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the same duration as the on20ff8 condition, but reflected an on-/off-set frequency

ratio of 2:1.

Tabie 2.3
A Schematic Representation of the Temporal Avaiiability of Fused Information

(Experiment 2.3).

Condition On-/off-set period

» Time (seconds) —>

These four conditions allow for selected critical comparisons to be made on the
recall data. Firstly, each of the semi-permanent Fused conditions (on2oft8, on8off2,
onloff4) can be compared to the ‘onl(’ condition, in which Fused information was
permanently available onscreen, in order to assess the extent to which reducing the
availability of Fused information improves retention. Secondly, if the relative
importance of duration takes precedence, one would expect the on20ff8 and onloff4
conditions (both of which have a total off duration of 8 seconds in every 10 second
cycle) to yield better retention of location information than the on80ff2 condition
(which has a total off duration of 2 seconds in every 10 second cycle). Finally, if the
relative importance of frequency outweighs that of duration, one would expect the
onloff4 condition (with an on-/off-set frequency of two per 10 second cycle) to yield
better retention of location information than both the on20ff8 and on8off2 conditions

(each with an on-/off-set frequency of one per 10 second cycle).
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Materials and procedure The materials and procedure were identical to those
employed during Experiment 2.2, with the exception that participants experienced six
experimental trials, rather than twelve (three with one location, three with three
locations). In addition, the retention interval was reduced to 1.5 minutes in order to
verify the resilience of the effect with a shorter retention time that may be important

in operational contexts. (See Appendix I for task instructions.)

2.5.2. Results
Location accuracy A 4 (Prompt 1/2/3/4) x 2 (Locations 1/3) x 4 (Temporal

Availability of Fused Information) ANOVA was computed with the first two factors
manipulated within-subjects and the final factor manipulated between-subjects. A
main effect was found for the availability of information, F (3, 75) = 3.30, p <.05,
MSE =9.01 (see Table 2.4), with Bonferroni-corrected post hoc analyses indicating
that only the on80ff2 condition significantly improved location accuracy relative to

the on10 condition (p <.05).

Table 2.4

The Effect of Information Availability on Location Accuracy (Experiment 2.3).

Information Availability Mean Error SD
onl0 6.16 4.04

on2off8 5.56 3.64
on8off2 5.17 3.30
onloff4 5.34 3.97

Note. Values are given in nautical miles. Mean Error is the difference between the actual and

estimated location.
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The presence of a main effect of prompt, F (1.76, 131.99) = 409.47, p <.001,
MSE = 6.44, indicated that participants’ location estimations became more accurate
over time. Although no main effect of locations was found, F (1, 75) = 0.03, p >.05,
MSE = 4.92, simple main effects examining the locations x prompt interaction, F
(1.91, 143.28) = 133.73, p <.001, MSE = 10.15, indicated that accuracy decreased as
the number of locations increased at prompts two, three and four (ps <.01), but

increased at prompt one (p <.001).

Location retention A 2 (Immediate/Delayed) x 2 (Locations 1/3) x 4 (Temporal
Availability of Fused Information) ANOVA was computed upon the immediate and
delayed recall data with the first two factors manipulated within-subjects and the final
factor between-subjects. A reciprocal transformation was required to correct for
differences in variance between the two fusion conditions. Accuracy of estimates
decreased during the retention interval, F (1, 75) = 84.21, p <.001, MSE = 0.10, and
was affected by the temporal availability of onscreen fused information, F (3, 75) =
5.76, p <.001 MSE = 0.14. Again, a retention time x availability of information
interaction was found, F (3, 75) = 3.36, p <.05, MSE = 0.10, (see Figure 2.4).
Although simple main effects pointed to an effect of availability of information
at the final prompt (immediate), F (3, 75) = 5.40, p <.01, but not at delayed recall, F
(3, 75) = 1.76, p >.05, planned comparisons revealed that participants in the on20ff8
and onloff4 conditions exhibited significantly more accurate delayed recollection
when compared to the on10 condition (ps <.05). No differences were observed in
recall between the on8off2 versus on10, the on80ff2 versus on20ft8, or the onloff4

versus on20ff8 comparisons (ps >.05).
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2.5.3. Discussion

Reducing the availability of onscreen information within the Fused display not only
led to increased memorability of location information, but also improved participants’
location accuracy during flight missions. Specifically, the on8off2 semi-permanent
condition improved location accuracy during flight, and the on2off8 and onloft4
semi-permanent conditions improved memory after flight, relative to the permanent
Fused condition.

Although not predicted, it is perhaps not surprising that the on8off2 condition
improved location accuracy during flight missions when compared to the on10
condition. Mosier, Skitka, Heers, and Burdick (1997) pointed out that pilots tend to
use automated cues as a heuristic replacement for information seeking, and tend to

rely upon these cues despite conflict between expected and actual automation
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performance. Perhaps the semi-permanent nature of information provided within the
on8off2 Fused condition minimised over-reliance on the onscreen location estimates
(never 100% accurate), and promoted internal inference making (Glover, 1989;
McNamara et al., 1996). Provided that inference making was accurate, such a strategy
may have allowed participants to formulate more accurate estimations than those
provided within the external display. A possible reason why the on20ff8 and onloff4
semi-permanent conditions (both of which removed onscreen information from eight
seconds of every ten) did not also lead to improvement in location accuracy during
flight may be due to the considerably larger demands placed upon working memory
(Baddeley, 1986). Importantly, however, no decrement in performance during flight
missions was witnessed in these conditions relative to the on10 condition, in which
Fused information was permanently provided within the external display.

Support was found for the prediction that reducing the temporal availability of
information provided within the external display would improve the encoding of
fused information. Location recall was found to be superior in both of the semi-
permanent Fused conditions that removed onscreen information for eight seconds of
every ten second cycle (on20ff8, onloff4), when compared to the Fused condition
where onscreen information was permanently available within the interface (on10).
However, an exception was that when information was removed for only two seconds
of every ten second cycle (on80ff2), recall measures did not differ to when
information was continually available throughout each ten second cycle. This
suggests that a threshold value for the unavailability of Fused information may exist
in order to improve retention, even though there is not a significant difference

between the on20ff8 and on80ff2 conditions.
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The next issue concerns the possible explanation for improved recall for semi-
permanent Fused information. The fact that the onloff4 condition did not improve
retention relative to the on20ff8 condition (despite a doubled on-/off-set frequency,
with duration held constant), supports the proposition that attentional capture
(Sutcliffe, 1995; Yantis, 1993; Yantis & Jonides, 1996), at least within the on/off-set
frequencies examined here, is unimportant. However, the improved recall observed in
the on20ff8 and onloff4 conditions (both of which remove information for eight
seconds of every ten second cycle), relative to the on10 condition, strongly suggests
that it is the duration with which Fused information is made temporarily unavailable
that is responsible for improved recall. Hence it is the process of inference making
(McNamara et al., 1996; Palmiter et al., 1991), and the use of memory when
information was unavailable during flight missions (Fu & Gray, 2000; Gray & Fu,
2004; Gray et al., 2006) that improved the encoding of fused information in the
current task (Anderson & Milson, 1989; Anderson & Schooler, 1991; Duggan &
Payne, 2001; Schmidt & Bjork, 1992).

Again, it is emphasised that the improved encoding of Fused information
observed as a function of reducing the temporal availability of information provided
within the external display did not lead to an associated decrement in location
accuracy during flight performance. In addition, the lack of an interaction between
location and temporal availability of Fused information during flight performance
suggests that each of the Fused conditions was affected in much the same way by

changes in workload.
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2.6. General discussion
Evidence is provided supporting the concern outlined in the introduction that, under
certain circumstances, the provision of highly accessible information within a Fused
interface may lead to impoverished encoding and problematic retention of visual-
spatial information. Experiments 2.1 and 2.2 indicated that the provision of
permanently available integrated information in the Fused display improved location
accuracy during flight missions, supporting much work conducted within the field of
cognitive engineering (Bennett & Flach, 1992; Lintern et al., 1999; Vicente, 2002;
Wickens & Carswell, 1995; Woods, 1991). However, the retention of location
information derived from the Fused environment deteriorated disproportionately when
compared to the UnFused condition (in which onscreen information was not
integrated and only provided for two seconds of every ten second cycle). Experiment
2.3 demonstrated that memory for fused information within the current task could be
improved by reducing operator reliance upon the interface as an external memory
source (Gray et al., 2006; O’Regan, 1992), and encouraging transfer-appropriate
processing (Morris et al., 1979), such as inference making (McNamara et al., 1996;
Palmiter et al., 1991) and the use of internal memory (Anderson & Milson, 1989).
Essentially, Chapter 2 demonstrates that a sensitive balance exists between
reducing an operator’s cognitive workload by making the required information rﬁore
accessible (Kirsh, 2000), and ensuring that extraction of information is not made so
effortless that information is promptly forgotten. The deployment of internal memory
during information seeking reduces as information becomes more accessible within
the interface (Ballard et al., 1995; Fu & Grgy, 2000; Gray & Fu, 2004; Gray et al.,
2006), which can have negative consequences for the activation of memory traces in

the future (Anderson, Fincham, & Douglass, 1999; Schmidt & Bjork, 1992). The
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current series of experiments provides a topical, perhaps counterintuitive example,
whereby actually reducing the availability of Fused information provided within the
external display improves subsequent performance. It is not suggested that the Fused
display imposed constraints meaning that participants would never be able to
remember visually presented information, but rather, the Fused display encouraged
reliance upon the interface as an external memory source, and thus did not encourage
the internal processing required for effective retention of information. It should be
noted that the superior retention of information observed in the UnFused condition
occurred within an incidental, as opposed to intentional learning task (Postman,
1964). It remains an empirical question whether it would also be found with

intentional learning, but this is perhaps unlikely.

2.6.1. Task constraints

Task performance criteria will dictate whether memory encoding is beneficial. Some
may argue that efficacious encoding and retention of information provided within task
environments such as the one chosen for the current set of studies is not necessary.
Such displays are designed so as to allow the operator instant access to the
information needed, thus memory often becomes redundant. However, humans will
always be required to monitor, supervise, adjust, and maintain augmented displays
(see Bainbridge, 1987) which on occasion will fail. Indeed, Reising and Sanderson
(2004) have highlighted the consequences of instrument failure within a display
influenced by Ecological Interface Design and stated that “the more an arrangement
of parts adds information beyond that in the parts alone — the more devastating the

impact of a faulty sensor might be” (p. 317).
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It is anticipated that display manipulations designed to promote the development
of a robust internal representation of the information presented externally will be
easier in some situations than others. For example, memory for locations assessed in
the current set of studies will have had semantic and relational properties with regard
to landmarks situated within the terrain map (of which there were many). The mental
organisation of such information has previously been shown to be influenced by the
manner in which a map is learnt (Curiel & Radvansky, 1998), and long-term working
memory for visual representations of natural scenes is surprisingly robust and long-
standing (Hollingworth, 2005). Whether reducing operator reliance upon an interface
representing detailed physical information would have similar effects to those
observed in Experiment 2.3 is yet to be seen, but is likely to prove more difficult
(Vicente, 1992).

It is fully acknowledged that the paramount function of any external display is to
provide operators with the information needed, when needed. Indeed, it would be
defeatist to provide the operator with the necessary information for the majority of the
task, only to remove critical information when it is required most. Therefore, much
research is required in order to develop effective methods and guidelines by which
active encoding of highly accessible information can be promoted, without
compromising the presentation of such information in a timely fashion. Adaptive task
allocation (Parasuraman, Mouloua, & Molloy, 1996) may provide a means of
‘refreshing’ an operator’s memory for fused information, and has previously been
used to improve operators’ mental picture of automated processes (Parasuraman,
1993). As has been recognised in the automation literature (Parasuraman, 2000), it is
argued that the use of fusion is not necessarily an ‘all-or-none’ concept. Instead, it is

proposed that the use of fusion be adaptive to differing task demands and work in
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harmony with what we already know about the human information processing system

(Wickens & Hollands, 2000).

2.6.2. Adaptive information fusion

Adaptively deploying fusion capabilities may well lead to improvements in human
performance when compared to the static use of fusion. The use of fusion to provide
operators with highly accessible information within the interface could be based upon
boundary conditions and tradeoffs concerning the effectiveness of fusion under
different conditions, and could be present within the interface more or less depending
upon task criterion such as operator workload. Benefits of such a methodology have
often been cited in the automation literature (e.g., Hilburn, Jorna, Byrne, &
Parasuraman, 1997), particularly when lower-order sensory and psychomotor
functions such as information acquisition have been under investigation (Kaber,
Wright, Prinzel, & Clamann, 2005).

Lintern (1980) provides a good example of the benefits of adaptively providing
supplementary visual cues during a simulated aircraft landing task. When compared to
conditions in which visual cues were either not provided at all, or were presented
continuously during training, transfer of skill was found to be superior when cues
were provided adaptively within the external display. According to Lintern (1980),
participants relied too heavily upon extrinsic visual cues when provided continuously,
and were in need of assistance when they were not provided at all. Although training
is not the focus of the current thesis, it is envisaged that similar methods based upon
evaluations of operator workload (e.g., Gregoriades & Sutcliffe, 2006; Kaber et al.,
2005) and sensitive to limited cognitive resources (Wickens, 2002) may improve the

design of a variety of fused environments. Indeed, it is important that future research
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begins to assess the effect that making display information temporarily unavailable
has on other cognitive resources, such as concurrent attention in multi-tasking
environments. Although workload was examined to some extent in Chapter 2, multi-
tasking was not (Adams, Tenney, & Pew, 1995; Monsell, 2003).

A number of further limitations have to be acknowledged with respect to the
experiments reported in Chapter 2. The balance between investigation of a topic
within an applied context and within controlled laboratory conditions is often
problematic to effect. Experiment 2.1 had the benefit of using highly skilled pilots
(albeit only a few in number) and a high-fidelity flight simulator, whereas
Experiments 2.2 and 2.3 utilised naive students as participants, using a low-fidelity
simulation. Whilst Experiment 2.1 presented a rich and realistic context with
experienced pilots, it was not practically feasible to continue using this expensive
resource in order to disentangle all the potential confounding factors in subsequent
experiments. Consequently, Experiment 2.2 attempted to eliminate some of these
variables, and replicate the results of Experiment 2.1. Although student participants
would not have developed the domain specific encoding structures of experienced
pilots, it is expected that they would have been familiar with information typically
provided within standard maps. Also, the design of Experiment 2.3 was deliberately
not intended to explore the possible contribution of representational equivalence
(Larkin & Simon, 1987) between conditions, but rather, to pursue an important
applied issue of how to improve the retention of fused information, as configured in
our task environment.

The paradoxical assertion that memory for fused information may be improved
by reducing the temporal availability of information provided within the interface is

also somewhat limited to the scenario currently under investigation. In order to
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evaluate the generalisability of this finding, research is required in different settings.
Indeed, it is expected that such a method will suit some scenarios yet not others.
Where the scheduled removal of onscreen information is not appropriate, germane
cognitive load of a different nature may be necessary in order to improve the encoding
and subsequent retention of visual-spatial information (see Paas & Kester, 2006 for a
review). It is anticipated, nevertheless, that the underlying principles discussed
throughout Chapter 2 extend to a variety of task domains, and are worthy of careful

consideration during the design of fused environments of the future.
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CHAPTER 3

EMPIRICAL SERIES 2

Problem solving with information access costs in mind

3.1. Introduction

The previous chapter pointed to potential caveats associated with increasing the
availability of information within the interface. As well as increasing the availability
of displayed information to the operator, technologies such as information fusion also
aim to reduce the cost associated with accessing task-relevant information from the
interface. Therefore, the present chapter will witness a shift in emphasis from that of
the availability of information, to that of the cost of accessing information.

The time, physical and mental effort associated with accessing a particular piece
of information are all examples of what will hereafter be referred to as the information
access cost (IAC). We experience access costs on a regular basis during interaction
with computer-based environments, and IAC can fall within various heterogeneous
categories. For example, when preparing a manuscript using a word processing
package, one may face the task of inputting relevant data within a table. Although the
location of this data may already be known, the accessibility of the data may vary
considerably. On occasion, the corresponding data may be held within a minimised
window, and therefore accessible at a click of a button. On other occasions, the
corresponding spreadsheet may take considerable time, physical and mental effort to
access. The purpose of Chapter 3 is to examine the consequences of changing the cost
associated with accessing information from an interface to human problem solving

behaviour.
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From the perspective of display design, IAC is an important, yet under-
researched issue. Facilities such as ‘drill-down’ (often provided within data-rich fused
environments) allow the operator to access low-level data by drilling into the higher-
level data provided by default within integrated/fused displays (as discussed in
Chapter 1). Although now often a requirement in modern system displays, the process
of drilling down takes time and effort; and as a consequence the corresponding
information has a higher access cost. (For further discussion of the theoretical and
practical consequences of drill-down see Duggan, Banbury, Patrick, Howes, &
Waldron, 2004.)

Associated with the current Chapter’s shift in emphasis away from information
availability towards the cost of accessing information from the interface, will be a
corresponding shift in the unit of analysis from performance measures to behavioural
strategies. As identified in Chapter 1, human behaviour can be characterised as largely
adaptive to one’s task environment (Anderson, 1990), with soft constraints based
upon cost-benefit analysis often biasing the selection between candidate
microstrategies (Gray & Fu, 2004). In order to assess human behaviour with respect
to changes in the accessibility of information within an interface, an interactive
paradigm will be adopted within which the distribution of cognition between the
individual and the task environment can be evaluated (Hutchins, 1995a; Norman,

1993).

3.1.1. Effect of IAC upon strategy selection during routine interactive behaviour
Work by Gray and colleagues (Fu & Gray, 2000; Gray, Simms, Fu, & Schoelles,
2006) has begun to examine the behavioural consequences of changes in IAC during

interactive routine copying behaviour. Using the Blocks World Task (originally
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developed by Ballard, Hayhoe, & Pelz, 1995), a series of studies conducted by Gray

N

et al (2006; Fu & Gray, 2000) have demonstrated that human interactive behaviour is
highly sensitive to small changes in IAC, with as little as one second making an
appreciable difference at the level of strategy selection. Before reviewing such work,
a brief description of the Blocks World Task (BWT) is necessary.

The aim of the BWT is to recreate the pattern of blocks dictated by a Tar

and dragging blocks one at a time from a Resources Window into the Workspace
Window. Throughout the Fu & Gray (2000Q) study, all three windows were covered by
grey boxes, of which only one could be uncovered at a time. The Resources and
Workspace windows could be uncovered by moving the mouse cursor into the

window to-be-opened. Each window was then covered again upon removal of the

Stop Trial \

Figure 3.1: An example of a Blocks World Task start-state in the Low IAC condition.

o

Target Window is top-left, Resourc

Window is top-right.
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The cost of uncovering the Target Window varied between three IAC conditions
(Low-Cost, Control Condition, High-Cost). In the Low-Cost condition, participants
were required to hold down a function key. The Target Window then remained
uncovered until either the function key was released or the mouse cursor entered
either of the other two windows. In the Control condition, the Target Window was
uncovered during times when the mouse cursor resided within the window. This was
also the case in the High-Cost condition, with an additional lock-out time of one
second per uncovering. Once participants were confident that the Target Pattern had
been recreated in the Workspace Window, they were instructed to click the ‘Stop
Trial’ button. If the Target and Workspace patterns matched, participants were taken
to the next trial. If they did not, an error was recorded and participants were required
to correct their mistake(s) before proceeding to the next trial (of which there were
forty in total, each yielding a different Target Pattern).

Fu & Gray (2000) found that when compared to the Low-Cost and Control
conditions, participants in the High-Cost condition uncovered the Target Window less
frequently, yet spent more time with the Target Window uncovered, and copied more
blocks per visit to the Target Window. These differences indicate that as IAC
increased, behaviour shifted away from reliance upon interactive perceptual-motor
strategies, towards reliance upon internal memory. Fu & Gray (2000) interpreted
these findings within the framework of cost-benefit analysis (Anderson, 1990). When
IAC was low, strategy selection was argued to avoid the use of internal memory
because the relative costs of encoding and retrieval (memory is assumed to be
somewhat volatile) are deemed higher than relying upon the display as an external
memory source (O’Regan, 1992). As a consequence, participants in the Low-Cost

condition relied heavily upon the perceptual-motor strategies required to sequentially
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copy one block per uncovering of the Target Window. In contrast, Fu & Gray (2000)
conceptualised higher costs associated with uncovering the Target Window as
prompting rather different outcomes from cost-benefit analysis. Rather than rely upon
the interaction-intensive strategies required to copy one block per uncovering of the
Target Window, Fu & Gray argued that participants in the High-Cost condition chose
to commit to memory a number of blocks per uncovering of the Target Window, and
subsequently copy each of these blocks from memory before returning to the Target
Window to encode another chunk of blocks (Chase & Simon, 1973). The increased
time spent uncovering the Target Window as a function of an increase in IAC was
seen as a consequence of the additional time needed to encode several blocks at a
time, as opposed to one. However, given the increased time cost associated with
accessing the Target Window, this chunking strategy was likely used as a means of
reducing overall time on task.

To be specific, Fu & Gray (2000) reported an increase in the number of blocks
copied per uncovering of the Target Window from below 2 in the Low-Cost condition
to 2.5 in the Control condition and nearly 3.5 in the High-Cost condition. Although
this effect dissipated over the 40 trials, a fine-grained analysis of the copying
strategies used by participants provided further support for increased reliance upon
memory as IAC increased. The most common block copying strategy promoted by
both the Low-Cost and Control conditions included a single visit to the Target
Window, followed by a visit to the Resources Window, and concluded with a visit to
the Workspace Window (required to place the respective block). In contrast, the most
common block copying strategy promoted by the High-Cost condition did not
necessitate a visit to the Target Window, implying that the majority of blocks copied

when the IAC was High were copied from memory.
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It is worth noting that this shift in emphasis upon the use of internal memory as
access costs increased was despite an increase in the number of errors made by
participants in the High-Cost condition, although no differences in time to complete
the task were observed between the IAC conditions. Essentially, the results from Fu &
Gray (2000) indicated that when IAC was High, the cost of uncovering the target
window following each block copied was deemed higher than the cost of encoding
and retrieving up to four chunks of three to four blocks per uncovering (thus reducing
the number of visits to the Target Window).

Similar soft constraints upon the use of interaction-intensive and memory-
intensive strategies contingent upon IAC have also been reported using a simulated
VCR programming task (Gray & Fu, 2001; 2004). During this task, participants were
required to set the VCR to record a number of different programs, each with several
components constituting program information. As the cost associated with accessing
program information increased, participants chose to access such information less
frequently, and as a consequence relied more upon memory during VCR
programming. In addition, the Low-Cost condition was replaced by a new condition
in which all information was permanently visible, and thus eye-tracking data was
required. In this instance, the only cost associated with accessing externally
represented information was the saccadic eye movements needed to bring the required
information to the centre of focus. As expected, such Low access costs promoted the
use of highly interaction-intensive microstrategies (Gray & Fu, 2001; 2004).

Although consequences of variations in IAC have been empirically evaluated
during routine interactive behaviour (Duggan & Payne, 2001; Fu & Gray, 2000; Gray
& Fu, 2001; 2004; Gray et al., 2006), very little work has attempted to extend these

findings to more complex human behaviour. Fu & Gray (2006) have provided the



only attempt to date, investigating information seeking strategies during a map
navigation task. Using a train map, participants were given start and destination
stations and asked to travel from the start to the destination. At each respective
intervening station (of which there were many), there were a number of different route
options available. The speed of these different routes (referred to as tracks hereafter)
varied, as did the cost of accessing speed information for different tracks. The relative
speed of only one track at a time could be viewed, and the cost of each information-
seeking action was operationalised by either a mouse-click (Low IAC), or a mouse-
click plus an additional 1 second lock-out (High IAC). The utility of the information
was also manipulated, but is not relevant to the current discussion.

Despite the fact that Fu & Gray’s (2006) train navigation task was set up so that
more information seeking behaviour would more often than not improve efficiency on
the task, it was found that information-seeking behaviour reduced as IAC increased.
Because substantial exploration of the relative speed of various route options was
required in order to find a fast solution, premature cessation of information seeking
behaviour promoted by higher access costs left major parts of the task space
unexplored, and thus reduced efficiency in terms of travelling time.

The High IAC prompted participants to stabilise at a suboptimal level of
information seeking. Although Fu and Gray (2006) again couched their interpretation
of these results within the rational analysis framework (Anderson, 1990), they also
adapted a Bayesian Satisficing Model to describe how under certain conditions a local
decision rule (such as the decision to rely more upon memory when access costs are
High) can lead to suboptimal global performance. Although Fu and Gray (2006) used
the term ‘problem solving’ as a descriptor for their task, the focus was primarily upon

information seeking behaviour, rather than the complex processes of problem solving.
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Following from the work conducted by Gray and colleagues (e.g., Gray et al.,
2006) exploring the consequences of changes in IAC during routine interactive
behaviour, the primary goal of Chapter 3 was to evaluate the extent to which similar
vanations in IAC affect the selection between candidate microstrategies during more
complex higher-level human cognition, such as problem solving. Will the shifts in
strategy selection contingent upon IAC observed during routine interactive behaviour
(c.g., Gray & Fu, 2004; Gray et al., 2006) extend directly to an externally supported
problem solving task, or will an increase in cognitive demands manifest differential
behavioural responses to changes in IAC? In order to answer such questions, it is
important to begin with an understanding of problem solving within the context of an

external display.

3.1.2. Externally supported adaptive problem solving

Newell and Simon (1972) historically defined problem solving as getting from an
initial problem state to a desired goal state, without knowing exactly what operators
are required to get there. The resources available and structure of the problem will
vary from situation to situation. In order to facilitate comparison between the work of
Gray and colleagues investigating the role of access costs during routine copying
behaviour (e.g., Fu & Gray, 2000; Gray et al., 2006) and the current extension to
problem solving, Chapter 3 will be limited to investigation of well-structured
problems situated within the context of an external display. By definition, the start-
state of a problem, the goal-state, the available operators and the constraints upon

operator selection are known in advance during solution to well-structured problems

(Ormerod, 2005).
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Much problem solving is conducted within the context of an external display
(Payne, 1991), and perhaps Larkin (1989) should be credited with providing the first
comprehensive account of display-based problem solving. The main feature of DiBS
(Display-Based Solver) emphasised that all consequences of problem solving actions
are immediately reflected by a change in display, and most importantly, posited that
in many tasks an external display may act as an important information storage
resource. Zhang (1997) went on to discuss the nature of external representations
during problem solving with respect to what he called ‘representational determinism’.
By this, Zhang meant the form of a representation can determine the information that
can be perceived, what processes can be activated, and what structures can be

discovered from the specific representation.

“The directly perceived information from external representations and

the directly retrieved information from internal representations may

elicit perceptual and cognitive biases, respectively, on the selection of

actions.” (Zhang, 1997, p. 186)

There are obvious parallels to be drawn between what Zhang referred to as
representational determinism and what Gray and colleagues have referred to as soft
constraints (Gray & Fu, 2004). Although perhaps the fundamental mechanism
underlying each differed: Zhang spoke of a central control allocating and switching
attention between internal and external representations, whereas Gray and colleagues
were more specific in their assertion that the selection between internal and external
microstrategies is at least in part determined by a series of least-effort tradeoffs based
upon cost-benefit analysis (Anderson, 1990).

Although the problem solving literature has yet to consider the influence of

information access costs, work examining the problem solving process within the
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constraints of an external display has demonstrated that problems solvers are sensitive
to other costs situated within the task environment. For example, Knowles & Delaney
(2005) have demonstrated lasting reductions in the number of illegal moves made
during the River-Crossing problem following an increase in their cost. Knowles &
Delaney argued that this was primarily due to an increase in cautiousness brought
about by the increased cost associated with making illegal moves. Similarly, O’Hara
& Payne (1998) have demonstrated that a problem solver’s propensity to plan ahead
during solution to the ‘eight-puzzle’ increases in conjunction with the implementation
cost (IC): when the cost of making each move increased from pressing a function key
to typing a string, the number of moves required to complete the task reduced
significantly. Evidence of planfulness came mainly from increased latencies between
each move. Verbal protocol analysis also suggested more planful behaviour as a
function of increased IC.

In a similar vein to Gray and colleagues (e.g., Gray et al., 2006), O’Hara &
Payne (1998) used cost-benefit analysis (Anderson, 1990) as a foundation for
interpretation of their results, suggesting that participants chose to plan more as the IC
increased in order to combat higher costs imposed upon implementing each move.
The authors state that “problem solving search strategies are chosen so as optimize
performance within the constraints of a particular situation” (O’Hara & Payne, 1998,
p. 34). In this instance problem solving efficiency appeared of utmost importance
(time and moves to solution), and increased planfulness associated with increased IC
facilitated such optimisation. O’Hara & Payne (1999) have also extended these
findings showing similar effects associated with an increased cost of using an ‘undo’

function during solution to a slide-jump puzzle and a system lockout delay following
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each move made during solution to both an eight-puzzle and a non-puzzle-like office

administration type task.

3.1.3. Strategy selection based upon IAC during interactive problem solving?
Recent research suggests that problem solvers are often sensitive to costs situated
within the task environment. Therefore, it seems important to investigate how
problem solvers will react to changes in the cost associated with accessing task-
relevant information from the external display. It is easy to envisage an array of
applied problem solving situations within which task-relevant information is not
always readily available to the operator and information may come at a variety of
costs (Gronlund, Dougherty, Durso, Canning, & Mills, 2005). In such situations,
would selection between microstrategies contingent upon changes in IAC highlighted
during routine copying behaviour (Fu & Gray, 2000; Gray et al., 2006) map directly
onto problem solving behaviour?

On the one hand, it may be the case that the least-effort tradeoffs reported during
low-level routine behaviour are so entrenched in the human cognitive system that a
change in task from routine copying to problem solving may make no difference to
the selection between microstrategies. On the other hand, changes to the cognitive
processes required to complete a problem solving task may distort the selection
between microstrategies based upon IAC. For example, least-effort tradeoffs
contingent upon the time costs of IAC may begin to take into consideration the
deployment of other cognitive processes, such as planning (O’Hara & Payne, 1998).
Higher demands upon working memory often present during problem solving may

also moderate the effect of IAC upon the selection between candidate microstrategies.
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Although no study to date has attempted to investigate the extent to which
memory and/or planning are effected by changes in IAC during a problem solving
task, a limited number of studies have suggested that the deployment of internal
memory during problem solving can be seen as an adaptive response to costs situated
within the task environment (e.g., Cary & Carlson, 1999; 2001). For example, Pfeiffer
(2004) compared problem solving performance during solution to a series of Balls and
Boxes problems under two conditions: 1) when information regarding the current-
state in the problem space was permanently available, and 2) when it was only
available upon request. Pfeiffer (2004) found that reliance upon memory during
problem solving tended to increase as a function of a reduction in the availability of
current-state information. When current-state information was not always available,
participants seemed content to make up to nine moves per current-state request.

Unfortunately, however, no data were reported by Pfeiffer regarding the
deployment of planning behaviour. Although it is worth noting that participants were
found to be no worse at completing the Balls and Boxes puzzle when current-state
information was only available upon request, compared to when current-state
information was continuously available within the external display. Adopting a cost-
benefit analysis perspective (Anderson, 1990), one may expect an increase in IAC to
lead to an increase in planful behaviour. O’Hara & Payne (1998) argued that
increased IC experienced during solution to the eight-puzzle (described previously)
resulted in elevated levels of planning due to a shift in the selection between
microstrategies based upon least-effort tradeoffs. Essentially, as the cost of making
each move increased, participants were argued to engage in more planning in order to
combat the cost (by reducing the number of moves and time required to solve the

problem).
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Although it seems plausible that problem solvers may also choose to engage in
planful behaviour in order to combat high information access costs, the well-
established relationship between memory and planning (see Gilhooly, 2004 for a
review) may complicate matters somewhat. For example, Kotovsky, Hayes, & Simon
(1985) found that increasing the load on working memory during solution to the
Tower of Hanoi prevented even minimal planning from occurring. Similarly, Phillips,
Wynn, Gilhooly, Della Salla, & Logie (1999) found reduced levels of planning as
secondary tasks, designed to tax working memory, were introduced whilst participants
attempted to solve versions of the Tower of London task. Phillips et al (1999) went on
to highlight the importance of memory in formulating, retaining, implementing, and
revising plans online. Therefore, the aim of Chapter 3 was to answer two rather
related questions. Firstly, how will small changes in IAC affect the use of internal
memory during an externally represented well-structured problem solving task?
Secondly, how will small changes in IAC affect the deployment of planning during an
externally represented well-structured problem solving task?

Following from work detailing the adaptive nature of memory contingent upon
IAC during routine interactive behaviour (Fu & Gray, 2000; Gray & Fu, 2001; 2004;
Gray et al., 2006) and information availability during problem solving (Pfeiffer,
2004), it is predicted that small increments in IAC will increase reliance upon
memory during problem solving. However, predicting the potential interaction with,
and ramifications for, planning behaviour is less straightforward. The second question
will therefore be explored with no prior predictions and IC will be manipulated in the

first experiment so as to provide a comparison to IAC.
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3.2. Blocks Problem Solving Task
In order to simultaneously evaluate the consequences of changes in IAC upon

memory and planning during problem solving behaviour, the Blocks Problem Solving

D" e =4

met. The rules of the task determine that only one coloured block in the Current-State

A S U

Window can be moved at a time into an aajacem emmy (Whlte) Space.

Stop Trial

Figure 3.2: An example of a Blocks Problem Solving Task start-state in the Low IAC

condition. Goal-State Window is left, Current-State Window is right.

The task is conceptually similar to the BWT (used by Fu & Gray, 2000; Gray et

€ Resources Window

al., 2006), with the exception that blocks are not dragged fro
into the Workspace Window in order t¢ meet the Target Pattern. But rather, are
moved one at a time within the Current-State in order to meet the Goal-State.
Emphasis is thus shifted from routine copying to finding the most efficient move
sequences. Consideration of many alternative routes through the problem space can be
demanding, and the extent to which this is performed internally or externally (Kirsh &

Maglio, 1994) is ultimately up to the discretion of the problem solver. The task



parameters can be seen as a hybrid bringing together the BWT and the eight-puzzle
(Ericsson, 1974a), and thus allow for independent manipulation of both the cost
associated with accessing task-relevant information (IAC) and making each move
(IC). Using the BPST, the effects of the IAC can be observed during problem solving
behaviour, and can be contrasted to behaviour promoted by IC. As already mentioned,
higher ICs are known to increase planfulness during problem solving (O’Hara &
Payne, 1998; 1999). Therefore, analysis of the effect of IC on BPST problem solving
may provide a useful baseline from which to compare the effect of IAC. The demands
placed upon working memory (Baddeley, 1986) by the BPST will likely vary
according to IAC. Higher access costs are expected to lead to stronger reliance upon
working memory during problem solving. Although such demands will not be
measured explicitly, qualitative methods will be used to evaluate the distribution of
memory between the world and the head (Norman, 1993). In a general sense,
completion of the BPST will require, to greater or lesser extent, encoding of the rules
of task engagement, encoding of

the Goal-State configuration of coloured blocks, encoding of move sequences and
relations between problem solving states (schemas).

Each study contained within Chapter 3 used an eye-tracker, whereby the
frequency and duration with which participants’ eyes visited each window were
recorded in an attempt to provide fine grained insight into the strategic distribution of
memory between the world and the head. Measures of the time taken between each
move, and in some cases verbal protocol, were also used as indicators of the planning
strategies conducted. In addition, the number of moves and time required to complete
each problem were used throughout as two key measures of problem solving

proficiency. Although the term ‘move’ could be used to describe both a single block
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movement and a chunked movement of several blocks (Chase & Simon, 1973), use of
the term move in Chapter 3 refers to single bock movements only. This was deemed
the only practical approach in absence of information relating to participants’ sub
goals (Anderson & Lebiére, 1998). Such analysis, although theoretically interesting,
was beyond the scope of the current investigation.

As an overview, Experiment 3.1 manipulated IAC within the BPST described
above in order to examine the extent to which the least-effort tradeoffs highlighted
during routine copying behaviour (Fu & Gray, 2000; Gray et al., 2006) would extend
to a relatively simple problem solving task. As expected, significant effects of IAC
were observed with regards to the use of memory during problem solving. IC was also
manipulated in the same manner as O’Hara & Payne (1998), and striking differences
were found between these two variables. Based upon analyses of these differences,
Experiments 3.2 and 3.3 attempted to further elucidate the role of IAC in determining
the selection between different problem solving and planning strategies with varying

task demands.

3.3. Experiment 3.1

The aim of Experiment 3.1 was to assess the extent to which least-effort tradeoffs
contingent upon changes in IAC observed by Gray et al (2006; Fu & Gray, 2000)
during low-level routine copying behaviour extend to a relatively simple problem
solving task. Of primary importance was provision of an appropriate test of the
primary hypothesis: How will small changes in IAC affect the use of internal memory
during an externally represented well-structured problem solving task? As discussed
previously, participants may adopt a number of strategies to cope with higher access

costs. On the one hand, a higher IAC may prompt them to try to remember bigger
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chunks of the target pattern (Fu & Gray, 2000; Gray et al., 2006), and not worry about
the number of moves made in the problem space. On the other hand, they may try

more planning in the hope that fewer moves are required (O’Hara & Payne, 1998).

3.3.1. Method
Participants Seventy-two Cardiff University undergraduate Psychology students
participated in the study for course credit and were randomly assigned to one of six

conditions.

Apparatus/Materials The experiment was written in Microsoft Visual Basic 6 and
was conducted using a 2 Ghz Pentium IV PC connected to a Tobii 1750 34 x 27 cm
eye-tracker monitor', extended keyboard, and mouse. All eye movements were
recorded at a rate of 15 frames per second, with time-stamp accuracy of +/-3 ms. Due
to rapid fixation switches observed, no limit was set on the duration of a fixation in
order to be classified as a fixation. This avoided the loss of disproportionate rates of
data from the Low IAC conditions when fixation filters were employed. Gaze
estimation was within 1 degree of accuracy, even across large head movements.
Mouse movements and key presses were also recorded and saved.

The Goal- and Current-State Windows were the same size, and ten coloured
blocks and six empty spaces resided within each 4 x 4 grid. No colours were used
twice, and the empty spaces were always white. The rules of the task determined that
coloured blocks could only be moved into adjacent (horizontal or vertical) empty

spaces.

: The Tobii 1750 eye-tracker does not require head mounts.
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Design Both IAC and IC were manipulated between-subjects in order to negate
possible contamination via asymmetric transfer (e.g., Poulton, 1982).

IAC was manipulated on three levels: both windows were permanently
uncovered when IAC was Low. In contrast, both windows were covered by grey
masks when IAC was Medium or High, and could only be uncovered by placing the
mouse cursor over the window to-be-opened. The grey masks then reappeared the
moment the mouse cursor left the respective window. There was an additional 2.5
second lockout associated with uncovering the Goal-State when IAC was High?.

IC was manipulated on two levels: when IC was Low, participants were required
to select the block they wished to move via a left mouse click and then press the
corresponding arrow key on the keyboard depending upon the direction they wished
to move the block. When IC was High, participants were required to select the block
they wished to move via a left mouse click and then type a string

”

“move_left/right/up/down_
Independent manipulation of IAC and IC resulted in six between-subject
treatment conditions: Low IAC/Low IC; Low IAC/High IC; Medium IAC/Low IC;

Medium IAC/High IC; High IAC/Low IC; High IAC/High IC. Based upon data
collected during pilot testing pertaining to the average number of moves required to
solve a number of arbitrarily produced BPST problems, task difficulty was also
manipulated on two levels. Six problems were identified as ‘Easy’ due to all pilot
participants requiring between thirty and forty moves to solve these problems. An

additional six problems were identified as ‘Hard’ due to all solutions during pilot

testing requiring between forty and fifty moves.

2 2.5 seconds was chosen because pilot studies revealed this to be analogous to the increase in time
taken to make each move when IC was high.
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Several dependent measures were taken throughout Experiment 3.1. Firstly, the
frequency with which participants chose to inspect the Goal-State was measured.
Necessarily, data from the Low IAC condition came from the eye-tracker
(consecutive fixations within the Goal-State Window were collapsed and counted as
one). In accordance with Gray & Fu (2001; 2004), data from the Medium and High
IAC conditions came from the Visual Basic program (which measured the frequency
with which the Goal-State Window was uncovered). The eye-tracker also provided
data pertaining to the time participants spent viewing the Goal-State when the IAC
was Low or Medium. However, when IAC was High, eye-tracker data was not used to
measure Goal-State viewing time due to the fact that participants were able to view
the area defined by the eye-tracker analysis software as representing the Goal-State
whilst enduring the 2.5 s lockout’.

The Visual Basic program also measured the time participants chose to uncover
the Goal-State Window in the Medium and High IAC conditions. The eye-tracker was
used to measure the time participants spent viewing the Current-State in all IAC
conditions. The time participants spent looking down at the keyboard when making
moves (more common in High IC conditions) naturally did not contribute to this data,
and thus a precise measure of the time participants spent viewing the Current-State
Window was obtained. In addition, the Visual Basic program recorded the number of
moves made, the time taken to complete each trial, inter-move latencies (likely to
reflect time taken to mentally evaluate the efficiency of different routes through the

problem space), and the frequency with which participants clicked the stop button

3 Despite the fact that the contents of the Goal-State were masked during the 2.5 s lockout, participants
still chose to view the Goal-State area whilst waiting for the lockout to time out because there was
nothing else of use to look at during this time. As it was not possible to instruct the eye-tracker analysis
software not to record eye fixations during these lockout times, data contamination would likely occur
in the High IAC condition if this measure was used.
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when in fact the two patterns did not match (errors). By dividing the number of moves
by the number of Goal-State visits for each trial, an estimate of the number of moves

made per Goal-State inspection was obtained.

Procedure Participants were seated approximately 50 cm away from the eye-tracker
and handed an instruction sheet (see Appendix J). Two practice trials then followed a
16-point eye-tracker calibration. Both practice trials were in the format of the
experimental condition. Different block configurations were used for each of the
twelve experimental trials (see Appendix A), and each participant within each of the

six conditions received one of twelve different randomised orders of trials.

3.3.2. Results

A 3 (IAC Low/Medium/High) x 2 (IC Low/High) between-subjects ANOVA
conducted upon each of the dependent variables revealed quite different results for
IAC and IC (summarised in Tables 3.1 & 3.2 respectively). Only one interaction
between the two independent variables existed, and will be addressed prior to separate
discussion of the IAC and IC, summaries of the correlations between variables, and
any practice effects incurred during completion of the twelve trials. Goal-State
inspection frequency and uncover time data (the latter of which applies only to the
Medium and High IAC conditions) were log transformed in order to attain
homogeneity of variance. In addition, a reciprocal transformation was performed on
the moves per Goal-State inspection data for the same reason. Non-transformed data
are presented in tabular and graphical format throughout Chapter 3. The eye-tracker
failed to record eye fixations for four participants. On such occasions, missing data

points were removed from all analyses (Tabachnick & Fidell, 2001). No effects were
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found for task ditficulty (Easy vs. Hard), and thus the levels of this variable were

collapsed during all analyses and will not be discussed further.

Inter-relationships The only interaction between IAC and IC concerned the

PN

frequency with which participants inspected the Goal-State Window, F (2, 62) =
11.64, p <.061, MSE = 0.02, (see Figure 3.3). Simple main effects indicated that the

effect of LAC was significant at both Low, F (2, 62) = 109.58, p <.001, MSE = 0.02,

and High levels of IC, F (2, 62) = 149.99, p <.001, MSE = 0.02, with Bonferroni-

corrected pairwise comparisons revealing inspection frequencies to decrease as [AC
increased (ps <.001). However, although simpie main effects indicated significantly
more inspections as IC increased at both the Low, F (1, 62) =8.23, p <.01, MSE =

0.02, and Medium levels of IAC, F (1, 62) = 43.49, p <001, MSE = 0.02, no effect of
IC was observed when IAC was High, F (1, 62) =0.52, p >.05, MSE = 0.02. The data

suggest that this is likely to be due to a floor eftect (Cohen, 1995).
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Figure 3.3: The interaction between IAC and IC for number of Goal-State inspections
per trial (Experiment 3.1).

Note. Error bars represent + 1 standard error.
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The effect of IAC Analysis of the IAC x IC interaction reported above indicated that
the frequency with which participants chose to inspect the Goal-State decreased as
IAC increased at both levels of IC, F (2, 62) = 244.67, p <.001, MSE = 0.02, with post
hoc comparisons (Bonferroni-corrected) revealing significant differences between all
IAC conditions (ps <.001). Although the time participants chose to spend viewing the
Goal-State (as measured by the eye-tracker) did not increase from Low to Medium, F
(1, 40) = 0.46, p >.05, MSE = 21.16, the time participants chose to uncover the Goal-
State (as measured by the Visual Basic program) did increase significantly as IAC

rose from Medium to High, F (1, 44) = 4.86, p <.05, MSE = 0.02, (see Table 3.1).

Table 3.1

The Effect of IAC during Solution to a series of BPST problems (Experiment 3.1).

Low IAC Medium IAC High IAC

Measure Mean SD Mean SD  Mean SD
Goal-State inspection frequency  46.65 12.54 21.59 1424 5.64 1.99
Goal-State viewing time (s) 1635 5.09 17.17 8.01 N/A N/A
Goal-State uncover time (s) N/A N/A 18.06 837 21.13 8.74
Current-State viewing time (s) 5598 23.72 66.26 24.84 73.67 25.74

Moves per Goal-State inspection  0.91 0.35 2.53 1.60 827  2.65

Inter-move latency (s) 1.91 0.83 1.99 0.83 2.11 0.92
Errors 0.06 0.11 0.13 0.13  0.21 0.30
Moves-to-completion 38.04 6.05 40.16 582 4216 5.59

Note. Goal-State uncover time excludes lock-out delays incurred via High IAC.
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Increasing IAC not only affected Goal-State inspection strategies, but also had
consequences for the time spent viewing the Current-State, F (2, 62) = 3.56, p <.05,
MSE = 291.08, with Bonferroni-corrected post hoc analyses revealing longer viewing
times in the High than the Low IAC conditions (p <.05). In addition, the number of
problem solving moves made per inspection of the Goal-State was significantly
affected by IAC, F (2, 62) = 149.23, p <.001, MSE = 0.05, with Bonferroni-corrected
post hoc analyses revealing the number of moves made per Goal-State inspection to
rise in accordance with IAC (ps <.001). When IAC was Low, participants generally
chose to interleave a minimum of one visit to the Goal-State per move made in the
Current-State. When the IAC was High, however, participants were prepared to make
up to eight moves in the Current-State per Goal-State inspection.

With regard to measures deemed to reflect planning behaviour and problem
solving proficiency, no differences were observed between IAC conditions with
respect to average inter-move latencies, either when all time spent viewing the Goal-
State was included in the analysis, F (2, 66) = 0.75, p >.05, MSE = 0.32, (see Table
3.1) or when the analysis was limited to the Medium and High IAC conditions and
time spent uncovering the Goal-State was excluded, F (1, 44) = 0.94, p >.05, MSE =
0.32, (Medium IAC: Mean = 1.54, SD = 0.75; High IAC: Mean = 1.59, SD = 0.73).
The number of errors made was affected by IAC, F (2, 66) = 3.58, p <.05, MSE =
0.04, and Bonferroni-corrected post hoc analyses indicated that more errors were
made in the High than the Low IAC condition (p <.05). Trial duration was also
affected by IAC, F (2, 66) = 6.25, p <.01, MSE = 801.07, with Bonferroni-corrected
post hoc analyses revealing longer times in the High than the Low IAC conditions (p
<.01) (Low IAC: Mean = 125.91, SD = 66.79; Medium IAC: Mean = 135.79, SD =

76.06; High IAC: Mean = 154.37, SD = 70.27). Finally, a small, but significant effect
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of IAC was also found for the number of moves required to solve each trial, F (2, 66)
=6.81, p <.01, MSE = 14.89, with Bonferroni-corrected post hoc analyses pointing to
more moves required in the High than the Low IAC conditions (p <.001).

In sum, higher access costs experienced during solution to a series of BPST
problems led to increased reliance upon memory (as evidenced by a reduction in the
frequency with which Goal-State information was inspected and an increase in the
number of moves made per Goal-State inspection), did not affect the key measure of
planning (inter-move latencies), but led to reductions in problem solving proficiency
(as evidenced by increases in trial duration, error frequency, and the number of moves

required to solve each problem).

The effect of IC Increasing the cost associated with making each move invoked
comparatively different strategy selection. Firstly, analysis of the interaction between
IAC and IC Goal-State inspection frequency reported earlier indicated that although
higher IC led to significantly more inspections at the Low, F (1, 62) = 8.23, p <.01,
MSE = 0.02, and Medium levels of IAC, F (1, 62) = 43.49, p <.001, MSE = 0.02, no
effect of IC was observed when IAC was High, F (1, 62) = 0.52, p >.05, MSE = 0.02.

As observed with an increase in IAC, higher implementation costs increased the
time spent viewing the Goal-State (as measured by the eye-tracker), F (1, 40) = 52.47,
p <.001, MSE = 21.16, and the time spent uncovering the Goal-State (as measured by
the Visual Basic program), F (1, 44) = 43.79, p <.001, MSE = 0.02. Also in line with
an increase in IAC were longer Current-State viewing times (as measured by the eye-
tracker) as a function of higher IC, F (1, 62) = 75.31, p <.001, MSE = 291.08.

However, rather than increasing the moves per Goal-State inspection ratio, the High
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IC reduced the number of moves participants were prepared to make per inspection of

the Goal-State, F (1, 62) = 61.95, p <.001, MSE = 0.05, (see Table 3.2).

Table 3.2

The Effect of IC during Solution to a series of BPST problems (Experiment 3.1).

Low IC High IC
Measure Mean SD Mean SD
Goal-State inspection frequency 18.97 15.11 28.25 23.25
Goal-State viewing time (s)* 12.11 3.21 22.42 5.53
Goal-State uncover time (s)** 14.18 3.65 25.01 8.76
Current-State viewing time (s) 48.42 12.78 85.46 21.68
Moves per Goal-State inspection 4.56 3.64 3.55 3.69
Inter-move latency (s) 1.36 0.30 2.65 0.73
Errors 0.18 0.25 0.09 0.14
Moves-to-completion 44.45 5.14 35.79 2.78

Note. Goal-State uncover time excludes lock-out delays incurred via High IAC.
* Excluding data from High IAC condition

** Excluding data from Low IAC condition

In addition, increasing IC had an effect upon the key measure of planning:
significant rises in inter-move latency were observed as a function of IC, both when
all time spent viewing the Goal-State was included, F (1, 66) = 93.83, p <.001, MSE =
0.32, (see Table 3.2) and when analyses were limited to the Medium and High IAC
conditions and the measure of inter-move latency was restricted to time spent working

in the Current-State Window (Low IC: Mean = 1.09, SD = 0.25; High IC: Mean =
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2.03, 8D =0.75), F (1, 44) = 32.83, p <.001, MSE = 0.32. Increasing IC also reduced
the frequency with which errors were made, F (1, 66) = 4.13, p <.05, MSE = 0.04, and
the number of moves required to solve each problem, F (1, 66) = 90.62, p <.001, MSE
= 14.89. As with IAC, trial times increased as a function of IC, F (1, 66) = 369.34, p
<.001, MSE = 801.07, (Low IC: Mean = 74.59, SD = 19.53; High IC: Mean = 202.79,
SD =37.81).

In sum, increasing the cost of making each move from pressing an arrow key to
typing a string decreased reliance upon memory during problem solving (evidenced
by an increase in the frequency with which participants chose to inspect Goal-State
information and a reduction in the number of moves made per Goal-State inspection),
significantly affected the key measure of planning (reliable increases in inter-move
latencies), and improved problem solving proficiency when considering errors and

moves made, but not when considering time-to-solution.

Correlations Because separate univariate ANOV As were performed upon each
dependent variable, it is important to examine how these variables may interrelate.
Therefore, Spearman’s rho correlation was computed on all non-transformed data in
order to assess the potential inter-relationships. Correlations were computed
separately within each of the six between-subject treatment combinations, and also
across the complete data-set. The only significant correlation consistently found
within each of the six treatment combinations and across the entire data-set indicated
that as Goal-State inspection frequencies increased, the number of moves made per
Goal-State visit decreased (-.94, p <.01). Despite similar correlations, this relationship

varied with IAC (as illustrated by Figure 3.4).
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Figure 3.4: A scatter-plot of the relationship between Goal-State inspection frequency

and moves per Goal-State inspection as a function of IAC (Experiment 3.1).

For exampile, the number of moves made per Goal-State inspection varied
substantially in the High IAC condition {on average four to twelve), despite each
participant reliably viewing the Goal-State fewer than ten times per trial. In contrast,
the number of moves per Goal-State inspection remained relatively stable in the Low
IAC conditions (fewer than two), despite substantial variation in Goal-State
inspection frequency.

Other significant correlations across the data-set included those found between
Goal-State inspection frequency and moves-to-solution (-.39, p <.01), moves per
Goal-State inspection and moves-to-sclution (+.51, p <.01), and inter-move latency
and moves-to-solution (-.59, p <.01). These relationships between the aforementioned
variables indicated that frequent inspections of the Goal-State and long latencies

between moves are associated in some way with a reduction in the number of moves

required to solve each BPST problem.




Practice effects Finally, the contribution of any practice effects within the current
experiment were observed as a function of trial and IAC. Due to the manner in which
the eye-tracker was set up, eye fixation data could not be included in the evaluation of
practice effects. Therefore, a 3 (IAC Low/Medium/High) x 2 (IC Low/High) x 12
(Tnal) ANOVA with the first two factors manipulated between-subjects and the final
factor manipulated within-subjects was conducted upon each of the remaining
dependent variables using data gathered from the Visual Basic program. Goal-State
Window uncover frequency and uncover time data were log transformed in order to
attain homogeneity of variance. In addition, a reciprocal transformation was
performed on the moves per Goal-State inspection data for the same reason. Where
violations of sphericity occurred, the Greenhouse-Geisser corrected degrees of
freedom are reported accordingly.

Overall, problem solving proficiency (as measured by moves and time to
solution) was found to improve as a function of practice (ps <.001). In terms of
strategy selection, this meant that the frequency with which participants chose to
inspect the Goal-State reduced in linear fashion as a function of trial, F (1, 44) =
15.15, p <.001, MSE = 0.02, as did the time participants chose to spend uncovering
the Goal-State, F (1, 44) = 10.60, p <.001, MSE = 0.03. However, neither the number
of moves participants chose to make per Goal-State inspection nor inter-move latency
data was affected by practice on task (ps >.05), thus suggesting that the effect of IAC
upon the use of memory was robust and consistent across trials. Finally, the absence
of any interaction between IAC, IC and trial (ps >.05) indicated that the observed

effects of practice were consistent across all conditions.
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3.3.3. Discussion

First and foremost, the results of Experiment 3.1 indicated that the selection between
microstrategies contingent upon changes in IAC previously observed during routine
copying behaviour (Fu & Gray, 2000; Gray et al., 2006) extend to a simple problem
solving task. As the cost of accessing Goal- and Current-State information increased,
so did participants’ propensity to rely upon memory-, rather than interaction-intensive
problem solving search strategies. Secondly, this appears to be despite difficulties
encountered during problem solving in the High IAC condition, and is in contrast to
the more efficient use of interaction-intensive, planful microstrategies promoted by an
increase in IC. Importantly, the effect of IAC upon strategy selection was also
consistent over time, despite improvements in problem solving efficiency resulting
from practice (see Anzai & Simon, 1979; Glaser & Bassok, 1989; Matthews, Davies,
Westerman, & Stammers, 2000 for useful reviews).

The rational analysis framework (Anderson, 1990) has previously been adapted
to explain the tradeoff between interaction- and memory-intensive strategies
contingent upon changes in IAC during routine copying tasks (Fu & Gray, 2000; Gray
et al., 2006) and between planning and acting moderated by changes in IC during
solution to the eight-puzzle (O’Hara & Payne, 1998; 1999). Both IAC and IC were
simultaneously manipulated in the current study, and support was found for the
adaptive use of memory contingent upon changes in IAC, and the adaptive
deployment of planning as a consequence of changes in IC. Surprisingly, very little
interaction between IAC and IC was observed. Overall it was found that as IAC
increased, so did reliance upon internal memory. It is proposed that when access costs
were High, accessing Goal-State information following each move made in the

Current-State Window was considered more costly than using memory (which would
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reduce the number of times Goal-State information needed to be inspected). Similarly,
as the cost of making each move increased, it is argued that the benefit of planning
began to outweigh the cost of acting without planning (thus reducing the number of
moves required to complete each problem).

The shift in task from routine copying to problem solving appears to have had
little, if any, effect upon the adaptive use of memory (Anderson & Milson, 1989;
Anderson & Schooler, 1991), thus providing strong support for the finding that as
IAC increases so does the use of memory- as opposed to display-based interactive
strategies (Fu & Gray, 2000; Gray & Fu, 2001; 2004; Gray et al., 2006). As IAC
increased, participants chose to inspect the Goal-State less frequently and made
considerably more moves in the Current-State per inspection of the Goal-State.
However, the small but significant rise in the number of moves required to solve the
series of BPST problems associated with an increase in IAC indicated that
participants found these problems harder to solve efficiently when access costs were
High.

There are a number of possible reasons why an increase in IAC may have led to
a small rise in moves-to-solution. Firstly, the associated increment in reliance upon
internal memory is naturally more error-prone than reliance upon the external display
(Anderson & Lebiére, 1998). The hard constraints of the task meant that participants
in the Medium and High IAC conditions were unable to view both windows
simultaneously at any point, and thus, error-monitoring will have been considerably
more difficult. Indeed, the frequency with which errors occurred (pressing the stop
button when in fact the two patterns did not match) did increase in conjunction with

an increase in IAC. However, the rise in errors made as IAC increased does not fully
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explain the corresponding rise in moves-to-solution. When error-correction trial data
were removed from the analysis, the increase in moves-to-solution remained.

Secondly, it is possible that an increase in IAC resulted in a rise in the number
of errors made during problem solving (e.g., mistakenly moving a block to the
incorrect position), that were subsequently corrected prior to pressing the Stop Trial
button. However, no measure of the number of ‘corrected errors’ can be provided due
to complications associated with distinguishing between corrected errors and
unblocking moves (movement of a block in the opposing direction to the destination
cell in order to make space for the movement of another block).

A third explanation offered, upon which further efforts will be concentrated,
centre’s upon the possibility that the increase in reliance upon memory (as a function
of IAC) may have made planning difficult. The close-knit relationship between
memory and planning (see Gilhooly, 2004 for a review) suggests that changes in
memory load will often have consequences for planning proficiency. Although in a
related study Pfeiffer (2004) did not find this to be the case, low demands placed upon
working memory may have accounted for this. Work examining problem solving with
higher internal memory load has highlighted substantial difficulties encountered
during planning (e.g., Kotovsky et al., 1985; Phillips et al., 1999). The fact that
participants in the Medium and High IAC conditions of the current experiment were
only able to view one window at a time will have meant that any planning conducted
will necessarily have had to rely upon memory for either the Goal- or the Current-
State (both of which contain 10 coloured blocks and 6 empty spaces). In order to
further explore the relationship between IAC and planning within the current context,
it is first necessary to compare and evaluate the selection between microstrategies

based upon changes in IAC and IC.
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There appear to be two critical differences with regard to the selection between
candidate problem solving search strategies based upon increments in IAC and IC.
Firstly, increasing IAC did not affect inter-move latencies, whereas increasing IC did
(see O’Hara & Payne, 1998; 1999 for similar findings regarding IC). Secondly, rises
in IAC promoted more memory-dependent internal strategies (extending the work of
Gray et al., 2006), whereas the increment in IC encouraged more display-based
problem solving (extending O’Hara & Payne’s, 1998 interpretation of the effects of
IC upon planning behaviour). With regard to planning therefore, it would seem that
small increments to IAC promoted rather different strategies to those induced via
small increments to IC. Davies’s (2003) recent assessment of the planning literature
will be used as a conceptual tool for further instantiating these differences.

According to Davies (2003), human planning during problem solving generally
takes one of two overarching forms; ‘initial’ versus ‘concurrent’. Initial planning is
said to be characterised by mental evaluation of the problem space prior to the
manipulation of any external operators. Concurrent planning, on the other hand, is
defined as ‘on-line’ planning conducted during solution to a problem. Although
Davies’s (2003) original definition of initial planning will be adjusted somewhat for
the purpose of the current investigation (see below), it is crucial to note that the extent
to which planning is memory- or display-based, and the length of inter-move
latencies, are both argued to represent major defining differences between initial and
concurrent planning styles (Davies, 2004).

Essentially, initial planning invokes stronger reliance upon memory and shorter
inter-move latencies, whereas concurrent planning generally elicits longer inter-move
latencies and less reliance upon internal memory. The ability to inspect and re-inspect

externalised information is seen as a prerequisite to concurrent planning, yet the vast
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majority of initial planning is observed to occur largely without the use of external
representations (Davies, 2004).

Concurrent planning is proposed to be characterised by ‘partial-order’
evaluation of problem solving routes (cf. Ratterman, Spector, Grafman, Levin, &
Harward, 2001), whereby the processes of planning and acting are largely interleaved
(Anderson, 1990). When indulging in concurrent planning, we do not plan long
sequences before we perform them, but rather, evaluate our plans as we progress
through the problem space (Atwood & Polson, 1976; Delaney, Ericsson, & Knowles,
2004; Simon & Reed, 1976). Concurrent planning is said to be ‘opportunistic’
(Hayes-Roth & Hayes-Roth, 1979) in the sense that plans can be easily revised in the
face of new information. Based upon this assessment, it appears that the strategies
evoked by an increase in IC (longer inter-move latencies and regular inspection of the
Goal-State between moves) map rather well onto Davies’s (2003) conceptualization
of concurrent planning, thus extending O’Hara & Payne’s (1998) consideration of the
nature of the planning promoted by a rise in IC.

The strategies associated with an increase in IAC, however, appear less aligned
with concurrent planning, and for the following reasons seem more akin to an initial
planning style. As the cost associated with accessing task-relevant information
increased in Experiment 3.1, participants reliably chose to inspect such information
less frequently. Therefore, a concurrent planning strategy would not have been of
benefit. Instead, it is argued that the increase in reliance upon internal memory during
problem solving would more likely promote an initial planning strategy.

Bearing in mind the limited number of times participants in the High IAC
condition seemed prepared to inspect the Goal-State, and the boundaries of visual

short-term memory (Luck & Vogel, 1997), it would seem logical to presume that
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upon each inspection of the Goal-State, participants in High IAC conditions would
engage in some form of initial planning. This may be as rudimentary as committing a
chunk of 3-4 blocks to memory (Chase & Simon, 1973), or as complex and
demanding as formulating a plan based upon memory for the Current-State. Either
way, this process will be entirely internal, will not involve the manipulation of any
external representations, and could therefore be seen as an incidence of initial
planning (unless inspection of the Goal-State was purely motivated in order to
evaluate actions previously made in the Current-State, which could also contribute to
a concurrent planning style).

Although Davies (2003) originally defined initial planning to be limited to
‘total-order’ mental evaluation of the problem space prior to the manipulation of any
external operators (cf. Ratterman et al., 2001), it is argued here that small access costs
situated appropriately within the task environment may promote a series of initial
planning ‘episodes’ or ‘stages’ throughout the problem solving process. As described
above, access costs could be used to ensure that an initial planning episode still be
determined by internal, rather than external, consideration of the problem space.
Indeed, such proposed episodes of initial planning would likely lead to relatively long
followed by relatively short inter-move latencies, and thus would remain aligned with

Davies’s (2003) high-level conceptualisation of initial planning.

3.4. Experiment 3.2

In an attempt to provide a truer representation of the planning styles elicited by small
changes in IAC, the BPST was modified for Experiment 3.2 so as to reduce the
demands placed upon working memory during problem solving in the Medium and

High IAC conditions. To this end, the Current-State Window remained visible at all

-92-



times allowing participants to engage in the formulation of plans whilst
simultaneously viewing both the Current- and the Goal-State Window (thus reducing
demands upon working memory, and therefore the perceived cost of planning).

IAC, however, was still manipulated on the Goal-State, and an in-depth analysis
of the distribution of inter-move latencies aimed to further evaluate the effect of IAC
upon on the nature of planning. Following from the previous discussion, it was
predicted that small increments in IAC would promote an initial planning style (both
prior to the manipulation of any external representations, and throughout the entire
problem solving process), yet discourage concurrent planning. The use of first- as
well as inter-move latencies to inform the assessment of how IAC affected the
selection between initial and concurrent planning styles was based upon previous
exploration of the use of initial and concurrent planning during solution to the Tower
of Hanoi (Davies, 2003). Within this analysis, relatively long first-move latencies
(relative to problem solving task) coupled with a series of subsequent short inter-
move latencies were identified as reflections of initial planning, whereas regular
medium-sized inter-move latencies (and shorter first-move latencies) were argued to
be representative of concurrent planning.

It was also predicted that the experimental manipulation would not affect the
influence of IAC upon the selection between memory- and interaction-intensive
microstrategies, but would encourage planning behaviour in the Medium and High
IAC conditions, and when compared to Experiment 3.1, reduce the number of moves
required to solve each problem in the Medium and High IAC conditions. For analyses
that would benefit from Low IAC data, the Low IAC/Low IC condition from
Experiment 3.1 was included because this condition would not be affected by the

BPST modification currently under investigation.
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3.4.1. Method
Participants Twenty-four Cardiff University undergraduate Psychology students
participated in the study for course credit, and were randomly assigned to either the

Medium or the High IAC condition.

Apparatus/Materials The experimental and recording equipment used were identical
to those employed during Experiment 3.1, with the exception that the Current-State

Window was always visible.

Design & Procedure When IAC was Medium, the Goal-State Window could be
uncovered by placing the mouse cursor over the window. This was also applicable
when IAC was High, with an additional 2.5 second lockout delay. No new Low IAC
data was collected because this condition was not affected by leaving the Current-
State open at all times. To make each move, participants were required to select the
block in the Current-State Window they wished to move via a left mouse click, and
press the corresponding arrow key depending upon the direction they wished to move
the block (equivalent to the Low IC in Experiment 3.1). IC was not manipulated in
Experiment 3.2, but the experimental procedure was identical to that employed during
Experiment 3.1 (see Appendix J for task instructions).

In addition to the dependent variables taken in the previous experiment, the eye-
tracker was also used to measure the frequency with which saccadic eye movements
were made between the two windows during periods when participants chose to cease
making moves and view both windows simultaneously. Given that any time spent
dedicated to memorising the Goal-State pattern would not require saccadic eye

movements back and forth between the Goal- and Current-State, this may provide a
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measure of the extent to which participants chose to engage in planful behaviour
whilst viewing both windows simultaneously (see Goldberg, Stimson, Lewenstein,

Scott, & Wichansky, 2002).

3.4.2. Results & discussion
Firstly, the effect of leaving the Current-State Window open upon the Medium and
High IAC conditions will be evaluated with respect to the hypothesis that it will

encourage planful behaviour and improve problem solving proficiency. Table 3.3

provides a comparison between the problem solving strategies selected when IAC was

manipulated on the Current-State Window (Current-State IAC) to when it was not
(Current-State Open). Secondly, a fine-grained analysis of the distribution of inter-
move latencies will be reported in an attempt to provide quantitative insight into the
time allocated to mental evaluation of the problem space between each move made in
the Medium and High IAC conditions from the current experiment, and the Low

IAC/Low IC condition from the previous experiment.

Evidence for planning In order to ascertain the effect of leaving the Current-State
Window permanently open during solution to a series of BPST problems, a 2 (IAC
Medium/High) x 2 (Current-State IAC/Open) ANOVA was performed upon each of
the dependent variables. Goal-State uncovering time and error data was log
transformed in order to meet assumptions of homogeneity of variance. Neither the
frequency with which participants chose to uncover the Goal-State Window, F (1, 44)
= 0.35, p >.05, MSE = 9.13, or the number of moves made per uncovering, F (1, 44) =
0.54, p >.05, MSE = 4.64, were affected by leaving the Current-State Window open at

all times. Thus, as expected, the distribution of memory according to IAC followed

-

-95.



much the same pattern as reported in Experiment 3.1, and during routine copying

behaviour (Fu & Gray, 2000; Gray et al., 2006).

Table 3.3

The Effect of Current-State Accessibility during Solution to a series of BPST problems

(Experiments 3.1 & 3.2).

Measure

Goal-State
inspection
frequency
Moves per Goal-
State inspection
Goal-State
uncover time (s)
Current-State
viewing time (s)
Time-to-solution

Errors

Moves-to-
solution

Current-State IAC

Current-State Open

Medium IAC
Mean SD
12.60 4.49
3.65 154
11.68 2.35
4753 11.17
68.04 14.92

0.14 0.10
4485 3.92

High IAC

Mean SD
5.72 2.07
8.89 2.34
16.67 2.96
52.00 6.54
91.70  19.60
0.28 0.39
46.59 4.33

Medium IAC
Mean SD
13.33  3.26
331 083
2333  6.29
43.09 8.89
63.74 12.02
0.01 0.03
4192 451

High IAC
Mean SD
4.67 1.21
9.52 3.17
31.39 18.01
49.39 11.17
85.09 17.11
0.10 0.16
41.19 3.92

Note. Goal-State uncover time excludes lock-out delays incurred via High IAC.

Although leaving the Current-State Window open at all times did not affect the

frequency with which participants chose to uncover the Goal-State Window, or the

number of moves made per Goal-State inspection, it did appear to encourage

participants to uncover the Goal-State Window for longer periods of time, F' (1, 44) =

10.03, p <.001, MSE = 0.09. This was true for both the Medium (p <.01) and High (p

<.001) IAC conditions. Although marginally faster solution times were observed

when the Current-State was permanently visible (see Table 3.3), this difference was
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not significant, F (1, 44) = 1.37, p >.05, MSE = 261.09, and participants in
Experiment 3.2 did not compensate for increased Goal-State uncover times by
spending less time viewing the Current-State Window (as measured by the eye-
tracker), £ (1, 44) = 1.01, p >.05, MSE = 140.00. This suggests, again as expected,
that participants took the opportunity to view both windows simultaneously.
Support for the hypothesis that participants would choose to view both window
simultaneously in order to engage in planful behaviour was also obtained by dividing

the number of saccadic eye fixations to the Goal-State per uncovering (see Figure

Number of Saccades to the Goal-State
per Uncovering

=

Note. Error bars represent + 1 standard error.

A separate one-way ANOVA indicated that the increase in the number of
saccades to the Goal-State per uncovering as a function of IAC was indeed
significant, F' (1, 22) = 25.45, p <.001, MSE = 2.17. Furthermore, providing
participants in the Medium and High IAC conditions with the option to view both the

Goal- and the Current-State simultaneously when not making moves also improved
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problem solving proficiency (also as predicted). The number of moves required to
solve the same set of BPST problems was significantly lower when IAC was High in
the current experiment, when compared to the Low IC/High 1AC condition in
Experiment 3.1, F (1, 44) = 10.01, p <.01, MSE = 17.45. A significant reduction was
also observed in the number of errors made in the High IAC condition, F (1, 44) =

5.61, p <.05, MSE = 0.01.

Distribution of inter-move latencies In order to assess the distribution of inter-move
latencies across all three IAC conditions, data from the Low IAC/Low IC condition
from Experiment 3.1 were included in the analyses. Based upon Davies (2003), the
time participants were prepared to spend mentally evaluating the problem space
before making the first move was taken as a measure of initial planning before any
concurrent planning could occur. A separate one-way ANOVA found log transformed
first-move latencies to differ significantly as a function of IAC, F (2, 33) = 16.65, p
<.001, MSE = 0.03, (see Figure 3.6). Importantly, all 2.5 s delays incurred during the
High IAC condition were excluded from this analysis, and Bonferroni-corrected post
hoc analyses revealed significantly longer first-move latencies in the High, when

compared to the Medium and Low IAC conditions (ps <.01).
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First Move Latency (s)

Low IAC Medium 1AC High IAC

Figure 3.6: The effect of IAC on first-move latencies (Experiment 3.2).

Note. Ervor bars represeni + | standard error. Low IAC data taken from Experiment 3.1.

In an attempt to examine the extent to which episodes of initial planning were
promoted by an increase in IAC throughout the remainder of the problem solving
process, all inter-move latencies for every participant during solution to the first trial
were initially determined as falling within a series of 0.25 s time frames, ranging from
=0.25 to >29.75 =30 s. No specific work could be found upon which to govern the
development of inter-move latency time categories that would represent periods of
initial and concurrent planning. Thus, a number of ‘categories of interest” were
generated iteratively until it was possible to represent the natural trends observed
within the current data, consistent with Davies’s (2003) assertions concerning initial
and concurrent planning within inter-move latency data.

According to Davies (2003) initial planning is typically characterised by
relatively long and relatively short inter-move latencies (representing extended mental

evaluation of move sequences, and the time to make pre-planned moves respectively).



As no inter-move latencies were found to be shorter than 0.25 s in duration, the
shortest category used in the current assessment was =0.5 s. Although inter-move
latencies rose as high as 30 s, they were not commonly found to rise above 7 s in
duration. Therefore, the largest time frame category used was >7 =30 s. The vast
majority of inter-move latencies were found to fall between 0.5 and 1 s, and thus a
third time frame category of >0.5 =1 s was used. The remainder of the data included
inter-move latencies with durations between 1 and 7 s. In order to represent the range

of these data, this six second time frame was divided into three 2 s categories (>1 =3,

>3 =5, >5 =7). Figure 3.7 illustrates the data.
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distribution of inter-move latencies during solution to the first BPST

Figure 3.7: Th 1
f]

as a function of 1AC (Experiment 3.2).
Note. First-move latencies were excluded from this analysis. Error bars represent + 1 standard error.

Low IAC data taken from Experiment 3.1.



A 2 {IAC Low/Medium/High) x 6 {Category) ANOVA with the first factor
manipulated between-subjects and the second factor manipulated within-subjects was
performed on the log transformed data. An interaction between 1A
(4.05, 66.84) = 7.58
categories were affected differentially by IAC. Simple main effects indicated that the
effect of IAC was significant at the =0.5, >1 =3, >3 =5, and >7 =30 categories (ps
<.01), but not the >0.5 =1 or >5 =7 categories {ps >.05).

In order to reveal the nature of the differential distribution of inter-move
latencies between the three IAC conditions, Bonferroni-corrected post hoc analyses
were performed upon each of the categories at which IAC was found to have had a
significant effect. Within the =0.5 category, a significantly higher proportion of High
than Low IAC latencies was revealed (p <.01). All differences were significant within
the >1 =3 category (ps <.01), and the order went High>Medium>Low. Within the >3
=5 category, both the Low and the Medium IAC conditions revealed a significantly
higher proportion of latencies than the High (ps <.001). In contrast, the >7 =30

category revealed a significantly higher proportion of High than both Medium and

Low [AC latencies (ps <.001).

more likely to fall within the shortest (<0.5) and longest (>7 =30) categories than the
latencies provided by participants in the Medium and Low IAC conditions. The long
inter-move latencies are interpreted to be indicative of an initial planning episode {cf.
Davies, 2004), and the very short inter-move latencies are thought to represent time

between moves that were largely pre-planned, and thus implemented from memory
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(Phillips, Wynne, McPherson, & Gilhooly, 2001). Compared to the Low and Medium

IAC conditions, the paucity of inter-move latencies obtained from the High IAC

condition falling within the >1 =3 and >3 =5 categories is argued to represent a

It is also worth noting at this point that the two categories within which no
effects of IAC were observed (>0.5 =1, >5 =7), contained the majority and minority

of inter-move latencies respectively. Understanding quite why above 50% of all inter-

w

move latencies fell within the >0.5 =1 category, vet inter-move latencies of >5 =

duration were so rare is somewhat peripheral to the goals of the study, and is thus left

open to speculation. What is important, given the aim of this investigation, is that the
longest and shortest inter-move latencies were both predominantly made up of data

from participants in the High IAC condition, whereas the middle-sized inter-move
latencies were largely made up of data provided by participants in the Low IAC
condition.

In sum. Experiment 3.2 demonstrated that participants in the Medium and High
IAC conditions did make use of the facility to engage in the formulation of plans
whilst viewing both windows simultaneously. This did not affect the manner by

L

which participants chose to use internal memory, but did lead to an improvement in

P
problem solving proficiency during solution to a series of BPST problems. Detailed

quantitative analyses of participants’ inter-move latencies suggested that an increase

<hn

in IAC resulted in problem solving represented by very short and relatively long inter-
move latencies, whereas lower access costs encouraged problem solving characterised

by a variety of medium-sized inter-move latencies. Following Davies’s (2003)

analysis of planning style based upon inter-move latencies, it is argued that the data



collected in Experiment 3.2 provide preliminary evidence that small increases in IAC
promote an initial planning style, yet discourage a concurrent planning style.
However, attention should be paid to two substantial limitations associated with
Experiment 3.2. Firstly, one must always be cautious when making inferences relating
to psychological processes (such as planning) based upon quantitative data such as
inter-move latencies. Although Experiments 3.1 and 3.2 have provided invaluable
insight into the distribution of memory between the head and the world, it is
anticipated that collection of verbal protocol (Ericsson & Simon, 1993) would provide
further important insight into the nature of planning occurring within each of the IAC
conditions. Secondly, due to there being six empty spaces residing within the Current-
State at all times, the complexity of the planning required to complete the series of
BPST problems used in Experiments 3.1 and 3.2 is relatively low when compared to
other tasks used in the literature to uncover the processes underlying human problem
solving and planning (e.g., Tower of Hanoi). Therefore, a final experiment will be
conducted in order firstly to seek qualitative support for the distinction between
concurrent and initial planning proposed to be contingent upon changes in IAC, and
secondly to evaluate the extent to which the results obtained thus far extend to a more
complex problem solving task in which planning is critical for successful solution.
Although there are no strong grounds to predict that the relationship between IAC,
memory and planning will change when more complex problem solving is required, it
seems important to check that the expected longer solution times and more complex
planning do not prompt participants to change their problem solving strategy (e.g.,
memorise the Goal-State prior to problem solving so as reduce demands on working

memory).
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3.5. Experiment 3.3

In an attempt to extend the results gained thus far to a more complex problem solving
task, and to allow for the collection of verbal protocol (Ericsson & Simon, 1993), the
BPST used in Experiment 3.2 was modified for the purposes of Experiment 3.3 in
such a manner so as to mimic the problem solving demands of the much researched
eight-puzzle (see Ericsson, 1974a,b,c). As with the BPST, the eight-puzzle requires
the problem solver to rearrange a configuration of blocks to reach a Goal-State.
However, because there are only eight blocks and one empty space included within
the eight-puzzle, planning is crucial during solution to this task. Prior to discussion of
the development of novel coding categories to differentiate between initial and
concurrent planning during solution to the eight-puzzle-like BPST, a brief discussion

of the costs and benefits of verbal protocol will ensue.

Verbal protocol In order to provide qualitative insight into the nature of planning
contingent upon IAC, verbal protocol will be collected during solution to the eight-
puzzle-like BPST in line with the guidelines developed by Ericsson & Simon (1993)
and more recently Patrick & James (2004). Verbal protocol has been used extensively
as a method of tracing complex cognitive processes during problem solving behaviour
(e.g., Anzai & Simon, 1979; Ericsson, 1975; Fleck & Weisberg, 2004; Hayes-Roth &
Hayes-Roth, 1979; Newell & Simon, 1972; O’Hara & Payne, 1998; Ratterman et al.,
2001). Essentially, the method requires the participant to verbalise their thoughts
concerning the solution to a particular problem, and thus much insight can be gained
regarding the processes underlying behaviour (see Ericsson & Simon, 1993 for an

extensive description of this method).
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Inevitably, some speculation has arisen over the years regarding the potential
impact of verbal protocol methodology upon task performance (e.g., Ahlum-Heath &
Di Vesta, 1986; Berardi-Coletta, Buyer, Dominowski, & Rellinger, 1995; Gagne &
Smith, 1962; McGeorge & Burton, 1989; Schooler, Ohlsson, & Brooks, 1993). The
major focus has been upon whether verbalisation whilst solving a problem changes
problem solving performance. For example, it has been argued that the act of
verbalisation can improve performance on a task by encouraging participants to
evaluate more extensively current and future situations (Berardi-Coletta et al., 1995).
In contrast, Schooler et al (1993) have suggested that on occasion, instructing
participants to ‘think aloud’ during problem solving may lead to verbal
overshadowing. By this, Schooler et al (1993) refer to situations where the processes
involved in solving a problem are not readily verbalisable. If prompted to ‘think
aloud’ under such conditions, the problem solver may focus disproportionate attention
upon the processes easier to verbalise, and performance may be impaired. Also, it is
possible that the protocol obtained may not reflect the best representation of the
processes used to solve the problem. Obtaining verbalisations that best reflect the
underlying cognitive processes is of course of paramount importance.

These concerns, however, have largely been centered upon non-verbal domains
(Schooler et al., 1993). Several controlled experiments more directly evaluating the
impact of ‘thinking aloud’ upon problem solving processes have provided converging
evidence that verbal protocol does not affect the nature of processing underlying task
performance (e.g., Brinkman, 1993; Fleck & Weisberg, 2004; Newell & Simon,
1972). Importantly, Ericsson & Simon (1993) argued that instructing participants to
think aloud will not disrupt participants’ thoughts, so long as only items naturally

attended to by participants are verbalised and it is made explicitly clear to participants
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that they should concentrate on talking to themselves and should not at any point
attempt to explain things to the experimenter.

Recent evaluations of verbal protocol methods have suggested that concurrent
verbal protocol has advantages over retrospective verbal protocol (van Gog, Paas, van
Merriénboer, & Witte, 2005), provided that verbal reports only reflect information
directly used during problem solving that is either stored in short-term memory, or has
an enduring trace in long-term memory (Patrick & James, 2004). Therefore, protocol
will be collected in a concurrent manner, with a large emphasis placed within
Experiment 3.3 upon ensuring participants receive adequate instruction concerning
the think aloud method, with sufficient practice both using standard examples
provided by Ericsson & Simon (1993), and within the context of the eight-puzzle-like
BPST. In addition, all codings of verbal protocol will be conducted in tandem whilst
viewing video recordings of the problem solving process with eye-tracker data

overlaid.

Distinguishing between initial & concurrent planning Several studies have used
protocol analysis to evaluate the effectiveness and nature of initial planning during a
preparation period (e.g., Gilhooly, Phillips, Wynn, Logie, & Della Sala, 1999) and
opportunistic planning during solution to everyday tasks (e.g., Hayes-Roth and
Hayes-Roth, 1979). However, no study to date has attempted to use verbal protocol to
distinguish between the deployment of initial and concurrent planning. Therefore, the
use of verbal protocol analysis to evaluate the extent to which instances of initial and
concurrent planning are used during solution to the eight-puzzle-like BPST will

require a novel approach.
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Ericsson (1975) has provided a useful framework for the analysis of verbal
protocol collected concurrently during solution to the eight-puzzle. In short, Ericsson
deemed the following five headings to adequately capture the different categories of
verbalisations during solution to the eight puzzle: Plans, Intentions, Cognitions,
Evaluations, and Move Descriptions. However, Ericsson provided no means of
distinguishing between initial and concurrent planning styles. Although Ericsson’s
five headings will be used as a foundation for the current verbal protocol analysis, a
number of modifications will be required in order to distinguish between initial and
concurrent planning styles.

According to Davies (2003; 2004), initial and concurrent planning differ in the
sense that initial planning involves strictly mental evaluation of the problem space and
occurs prior to solution, whereas concurrent planning occurs ‘on-line’ during solution
to a problem and thus includes external manipulation of the problem space. As in
Experiment 3.2, the definition of initial planning employed here will differ slightly to
that put forward by Davies (2003; 2004). The use of the term initial planning during
analysis of the verbal protocol will not be limited to planning prior to making any
moves, but will encompass all episodes of internal planning conducted whilst not
making moves. Therefore initial planning will be characterised by segments of
protocol coded as representing planning (Ericsson, 1975) that do not involve the
movement of a single block. In contrast, concurrent planning will be characterised by
segments of protocol coded as representing planning (following the same criteria) that
include the movement of at least one block. This dichotomy between initial and
concurrent planning will also be applied to Ericsson’s (1975) conceptualisation of

intentions (see Section 3.5.1 for precise category definitions).
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Enicsson’s (1975) definition of cognition will also be modified in order to
successfully distinguish between initial and concurrent planning. Concurrent planning
is said to rely more upon display-based interaction-intensive strategies, and thus
perceptually available information should play an important role (Davies, 2004).
Initial planning, on the other hand, is thought to rely more upon memory and thus be
determined less by perceptually available information. For the current analysis,
Ericsson’s (1975) category entitled cognition will be changed to ‘perceptual
description’ and the corresponding definition will be limited to the description of
perceptually available information.

Regular and frequent evaluations of actions are also thought to be important
during concurrent planning (Hayes-Roth & Hayes-Roth, 1979). In order to measure
the extent to which participants evaluated their plans during the current task,
Ericsson’s (1975) rather non-specific category entitled evaluations will be modified so
that by definition it only encompasses evaluations specific to a particular action
(move/plan/intention). In fact, general evaluations regarding task performance not
connected to a previous action will be excluded from this category, and will come
under a new category entitled ‘performance evaluation’. Ericsson’s move description
category was deemed suitable for the current analysis, as extended move descriptions
may be representative of display-based problem solving. The number of moves made
in each semantically related move description will also be recorded as this may reflect

periods of trial and error behaviour.
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3.5.1. Method
Participants Thirty-six Cardiff University undergraduate Psychology students
participated in the study for course credit, and were randomly assigned to one of three

IAC conditions.

Apparatus/Materials The experimental and recording equipment used were
identical to those employed during Experiment 3.2, with the exception that the
number of blocks residing within each window was reduced from sixteen to nine.
Eight of these blocks were coloured, and one was empty (white). The windows
remained the same size as in the two previous experiments. Therefore, the size of each
block was increased proportionally. A wireless microphone was clipped to the item of

clothing located nearest the participant’s mouth in order to record the verbal protocol.

Design The manipulation of IAC on the Goal-State Window, visibility of the Current-
State Window, the visual location of the two windows, and the method of moving
blocks was identical to Experiment 3.2. However, because of the increase in task
complexity, participants were limited to completing six different eight-puzzle-like
BPST problems. In addition to the dependent variables measured in both previous
experiments, the Visual Basic program was modified in order to record the number
palindromic move sequences made, and the number of moves contained within each.
A palindromic move sequence referred to any sequence of moves in which the second
half of the sequence is the mirror image of the first (e.g., Red, Green, Yellow, Yellow,
Green, Red). Such reflective moves sequences are seen in the planning literature as

evidence of backtracking through the problem space (O’Hara & Payne, 1998), and
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thus may represent poor planning. The eye-tracker was also set up so as to allow the

segmentation of eye fixation data by trial.

Categorisation scheme Verbal protocols were collected, transcribed and segregated
into semantically related segments. Each segment was then coded according to the
following category headings.

Initial Planning. The activity of plan development and consequence evaluation
performed whilst not making any moves. Verbal statements considered to be plans
must contain specific information about how the participant is going to attain the
desired state or property. Words such as “if”, “when” and “then” are useful indicators
of verbal statements corresponding to planning activity.

Concurrent Planning. The activity of plan development and consequence
evaluation performed whilst making a minimum of one move. Verbal statements
considered to be plans must contain specific information about how the participant is
going to attain the desired state or property. Words such as “if”, “when” and “then”
are useful indicators of verbal statements corresponding to planning activity.

Initial Intentions. Segments of protocol made whilst the participant was not
making any moves which suggest that the participant was trying to attain a particular
state or property, but without specific indication of how these states or properties are
to be achieved. For example, “I need to get the green into the correct position”.

Concurrent Intentions. Segments of protocol made whilst the participant was in
the process of making a minimum of one move which suggest that the participant was
trying to attain a particular state or property, but without any specific indication of
how these states or properties are to be achieved. For example, “I need to get the

yellow into the correct position”.
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Perceptual description. A description of perceptually available information. For
example, “The green, yellow and red make up the bottom row”. This description must
not be connected to a previous plan or intention, but may act as a catalyst to the next
action taken.

Action evaluation. An evaluation of a previous action. For example, “that
worked”, “I messed that up”, “the green is now in the right place”.

Performance evaluation. A general evaluation of one’s task performance. For
example, “this is really hard”, “I think 1 may be near to finishing”.

Move Description. A description of the move(s) a participant is just about to
make, or is currently making. The description must match the moves recorded at that
time.

Other. If a verbal statement appeared not to fall into either of the above eight

categories, it was coded as ‘other’.

Procedure Participants were first given an instruction sheet explaining the eight-
puzzle-like BPST, and were then given verbal protocol instructions in line with
Ericsson & Simon (1993) in order to familiarise themselves with the process of
thinking aloud (see Appendix K). Participants were instructed that they were to
verbalise every thought, that they were to think aloud constantly, and that they were
not to plan what to say, or try to explain what they were saying. It was emphasised
that the experimenter wanted the participant to act as if they were alone in the room,
speaking to oneself. They were also informed that if they fell silent for long periods of
time, the experimenter would prompt them to think aloud®. In accordance with

Ericsson and Simon (1993), practice was given at thinking aloud by asking

4 The experimenter only prompted participants to verbalise following approximately fifteen seconds of
silence.
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participants to think aloud whilst completing the following sum: 215 + 318. Having
successfully completed the first example, participants were also required to again
think aloud whilst working out how many rooms there were in their home.

Once participants were comfortable with the think aloud process, they were
seated approximately 50 cm away from the eye-tracker and experienced a 16-point
eye-tracker calibration. Following successful calibration, participants were required to
complete a short block movement practice task that required the movement of each of
the blocks in a sequence. This allowed participants in each of the IAC conditions to
familiarise themselves with the method of moving blocks, accessing the Goal-State
(dependent upon IAC), and also thinking aloud whilst moving the blocks. Different
block configurations were used for each of the six experimental trials (see Appendix
B). Each participant within each of the three conditions received one of twelve

different randomised orders of trials.

3.5.2 Results & Discussion

The results for Experiment 3.3 will be split into two sections. Firstly, an overview of
the effect of IAC upon problem solving strategy selection and performance will be
provided in order to evaluate the extent to which problem solving search strategies
and task performance mimicked those observed during previous BPST studies.
Secondly, the results of the verbal protocol analysis will be presented in order to
assess the qualitative impact of IAC upon problem solving and planning in particular.
Only participants who successfully solved all six problems within a 60 minute limit
were included in analyses. This resulted in the rejection of incomplete data from one
participant in the Low IAC condition, five participants in the Medium IAC condition,

and three participants from the High IAC condition. (The experiment ran until twelve
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participants within each IAC condition had completed all six trials within the time

limit.)

Effect of IAC upon performance measures Before analysing the verbal protocol
data, it is important to assess the extent to which behaviour observed during solution
to the eight-puzzle-like BPST problems (see Table 3.4) was in line with that reported
in Experiment 3.2, where an identical task structure was employed but less planning
was required to complete each BPST problem. Therefore, a 3 (IAC
Low/Medium/High) x 6 (Trial) ANOVA with the first factor manipulated between-
subjects and the second factor manipulated within-subjects was conducted upon each
of the dependent variables.

Overall, the effects of IAC upon strategy selection and performance were
largely akin to the results reported in Experiment 3.2. No interactions were found
between IAC and trial, and thus the relative effects of each will be summarised
separately. Time-to-solution, Goal-State inspection frequency, and moves per Goal-
State inspection data all required log transformation in order to attain homogeneity of
variance. Greenhouse-Geisser corrected degrees of freedom are reported for variables
that did not meet assumptions of sphericity.

Strategy selection. With regard to the effects of IAC upon the selection between
memory- and interaction-intensive strategies, main effects of IAC were found for
Goal-State inspection frequency, F (2, 33) = 71.42, p <.001, MSE = 0.20, and moves
per Goal-State inspection, F (2, 33) = 66.78, p <.001, MSE = 0.01. As with previous
experiments, participants again responded to an increase in IAC by choosing to access

the Goal-State Window less frequently, and making considerably more moves per
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Goal-State inspection. Bonferroni-corrected post hoc analyses revealed significant
differences between each of the IAC conditions for both of these measures (ps <.001).

The effect of IAC upon the number of saccadic eye movements between the
Goal- and Current-State when both were visible, F (1, 22) = 26.63, p <.001, MSE =
5.12, again suggests that participants in Experiment 3.3 made use of the facility to
view both windows simultaneously to aid problem solving more as IAC increased.
The fact that the values reported here are higher than those observed in Experiment
3.2 may reflect an increase in the complexity and necessity of planning required to
complete the eight-puzzle-like BPST problems.

Performance measures. In line with the strategy data, performance on the eight-
puzzle-like BPST was also affected by IAC in much the same way as observed using
the technically identical, but less complex BPST in Experiment 3.2. In short, IAC did
not affect, time-to-solution, F (2, 33) = 1.87, p >.05, MSE = 0.18, (Low IAC: Mean =
305.23, SD = 135.89; Medium IAC: Mean = 370.33, SD = 136.79; High 1AC: Mean =
332.41, SD = 111.86), the total number of moves required to solve each of the
problems, F (2, 33) = 1.95, p >.05, MSE = 8880.95, or the number of palindromic
move sequences made, F (2, 33) = 0.51, p >.05, MSE = 214.59 (see Table 3.4).

However, again in line with Experiment 3.2, IAC did affect first-move latencies.
A 3 (IAC Low/Medium/High) x 6 (trial) ANOVA with the first factor manipulated
between-subjects and the second factor manipulated within-subjects revealed IAC to
have a significant impact upon the length of first-move latencies, F' (2, 33) = 10.61, p
<.001, MSE = 64.22. Bonferroni-corrected post hoc analyses again revealed longer
first-move latencies in the High than the Low IAC condition (p <.001), suggesting
that participants may have been engaging in more initial planning prior to movement

of the first block as a function of an increase in IAC (Davies, 2003).
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Table 3.4

The Effect of IAC during Solution to a series of eight-puzzle-like BPST problems

(Experiment 3.3).

Low IAC Medium IAC High IAC
Measure Mean SD Mean SD Mean SD
Goal-State inspection 84.04 3453 4854 21.00 13.00 3.85
frequency
Moves per Goal-State 1.43 0.60 2.78 1.27 8.03 3.65
inspection
Goal-State saccades per N/A N/A 341 1.43 8.17 2.86
uncovering
First-move latency (s) 11.72 7.28 19.75 1190 26.78 17.57
Palindromic sequences 12.92 4.06 16.40 5.96 15.07 6.84
Moves-to-solution 92.81 29.01 10792 3630 10047 46.16

Note. Goal-State uncover time excludes lock-out delays incurred via High IAC.

Furthermore, a 3 (IAC) x 6 (category) ANOVA was computed upon the

remaining log transformed inter-move latency data from the first trial, with the first

factor manipulated between-subjects and the second factor manipulated within-

subjects. The same six time-frame categories were used as those in Experiment 3.2,

with the exception that the longest inter-move latency category had to be extended so

as to accommodate latencies up to 100 s in duration. As in Experiment 3.2, an

interaction between IAC and Category was found, F (3.94, 65.07) = 4.33, p <.01,

MSE = 0.01, indicating that the inter-move latency categories were affected

differentially by IAC (see Figure 3.8).

-115-



50 - : , , o

45 - ‘B Low IAC 4 ||

B Medium IAC
154 (OHighIAC |
35 1

% Distribution

Figure 3.8: The distribution of inter-move latencies during solution to the first eight-
puzzie-like BPST as a function of IAC (Experiment 3.3).

Note. First-move latencies were excluded from this analysis. Error bars represent + 1 standard error.

Simple main effects analyses exploring the IAC x Category interaction revealed
a similar pattern of data to that reported in Experiment 3.2. A higher proportion of
inter-move latencies were found to come from Low than High IAC participants in the
>1 =3 s and >3 =5 s categories (ps <.05), and significantly more =0.5 s inter-move
latencies were found to come from High than Low IAC participants (p <.05).
Although no significant effect of IAC was observed at the longest (>7 =100 s) inter-
move latency category, F (2, 33) = 2.99, p >.05 MSE = 0.01, this non-significant
effect was close to approaching the .05 alpha level (p <.06). Following from Davies’s
(2003) analysis of the initial and concurrent planning inter-move latency data, the

current analyses again provide quantitative support for the assertion that concurrent

planning is more commonplace in the Low IAC condition, whereas initial planning 1s
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promoted by higher access costs (throughout the duration of the problem solving
process). As is the goal of this study, qualitative support for this interpretation will be
provided by the protocol analysis.

Practice effects. Finally, as with Experiment 3.1, practice on task reduced both
the time and the number of moves required to solve each problem (ps <.01). In
contrast to Experiment 3.1, however, practice on task did affect the number of moves
participants were prepared to make per Goal-State inspection, F (3.66, 120.62) =
10.84, p <.001, MSE = 0.01, and the average length of inter-move latencies, F (2.24,
49.34) = 15.02, p <.001, MSE = 0.20. During solution to six successive eight-puzzle-
like BPST problems, participants chose to make more moves per Goal-State
inspection, F (1, 33) =23.32, p <.001, MSE = 0.01, and shorter inter-move latencies,
F (1,33)=26.95, p <.001, MSE = 0.21. This may suggest the development of a
generic encoding scheme for Goal-State information over time, and/or the
development of superior problem solving schemata as a function of practice (see
Chapter 4 for further investigation of this topic with respect to IAC). First-move
latencies were not affected by trial, F (3.00, 98.87) = 0.58, p >.05, MSE = 211.54,
suggesting that any differences in the nature of planning (contingent upon IAC)

prevailed across the six trials.

Effect of IAC on types of verbalisation Given that some participants verbalised
little, and together with some recording failures, it was decided to sample four
participants protocols during the first and final trial from each of the three IAC
conditions (cf. Davies, 2003). An independent blind coder also second coded half of
these transcriptions, and an inter-coder reliability score of 93.77% was obtained as a

simple percentage agreement between the two coders. The proportion of agreement
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after chance had been excluded was 93%, kappa (N = 289) = .93, p <.001, (Cohen,
1960). The two coders discussed each of the resultant discrepancies and subsequently
came to an agreement concerning each.

Although a MANOVA statistical test may have provided particular insight into
the inter-relationships between each of the verbal protocol categories, a number of
moderate positive correlations between categories and relatively small sample sizes
within categories suggested that MANOVA analysis would lack considerable power
(Ramsey, 1982; Tabachnick & Fidell, 2001). Therefore, a series of separate ANOV As
were computed upon log transformed frequency data (required to meet assumptions of
homogeneity of variance), and correlation analysis was used to assess the
interrelationships between categories. A 3 (IAC Low/Medium/High) x 2 (Trial
First/Final) ANOVA was computed upon the frequency data for each of the categories
contained within Table 3.5, with the first factor manipulated between-subjects and the

second factor manipulated within-subjects.
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Table 3.5

The Effect of IAC upon Tvpes of Verbalisation (Experiment 3.3).

Low IAC Medium IAC High IAC
Measure Mean SD Mean SD Mean SD
Initial plan 0.25 0.46 1.25 1.04 1.63 1.85
(0.45) (0.85) (4.79) (3.86) (11.90) (7.96)
Concurrent plan 3.63 2.45 2.00 1.69 0.63 1.06
(15.05) (11.20)0 (9.14) (9.16) (5.74) (8.78)
Initial intention 1.63 1.77 3.88 247 3.25 1.39
(5.69) (5.50) (16.24) (7.71)  (28.17) (10.28)
Concurrent intention 5.75 3.92 3.75 3.54 1.13 0.99
(22.07) (8.85) (1434) (949 (9.76) (10.71)
Perceptual description 1.25 1.28 2.00 1.31 0.50 0.53
(4.43) (4.07) (8.71) (5.14) (5.50) (7.59)
Action evaluation 5.88 4.42 4.88 2.95 3.00 3.21
(20.56) (7.07) (1994) (7.30) (19.13) (16.22)
Performance evaluation 1.25 2.55 1.00 1.69 0.38 0.52
(2.11) (4.07) (3.83) (6.59) (2.64) (4.55)
Move description 7.88 6.29 5.50 5.01 2.75 5.47
(28.66) (13.47) (20.34) (12.08) (10.25) (13.76)
Other 0.50 1.07 0.63 0.74 1.00 1.41
(0.97) (2.20) (2.68) (4.07) (6.92) (11.33)

Note. Values represent mean frequency per trial (with proportional data provided within parentheses).
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Initial and concurrent planning. As hypothesised, IAC significantly affected the
frequency with which verbalisations were coded as belonging to the initial planning
category, F'(2,9) =5.19, p <.05, MSE = 0.03, with Bonferroni-corrected post hoc
analyses revealing significantly more initial planning in the High than the Low IAC
condition (p <.05). In addition, initial planning was significantly more prevalent
during solution to the first trial (Mean = 1.58, SD = 1.62), than the final, (Mean =
0.50, SD =0.67), F (1,9) =9.25, p <.05, MSE = 0.03. However, there was no
interaction between IAC and trial, F (2, 9) = 0.56, p >.05, MSE = 0.02. An example of
an initial plan formed by a participant in the High IAC condition is provided below.
After three minutes of largely unsuccessful problem solving during the first trial, this
particular participant decided to stop making moves in order to assess the situation
and view both the Goal- and the Current-State simultaneously for the sixth time. The
following verbalisation represents the subsequent attempt to rectify the situation via

an episode of initial planning (during which no moves were made):

“Ok, so if I move the blue across, the purple has to go down, and get the
red in the right position, black and pink are wrong, so if I try getting the
red first.”

IAC also affected the frequency with which verbalisations were coded as
representative of concurrent planning, F (2, 9) = 4.77, p <.05, MSE = 0.08. Again as
hypothesised, Bonferroni-corrected post hoc analyses revealed concurrent planning to
be higher in the Low than the High IAC condition (p <.05). No effect of trial was
observed, F (1, 9) = 0.44, p >.05, MSE = 0.07, nor was an interaction found between
IAC and trial, F (2, 9) = 0.34, p >.05, MSE = 0.07. An example of a concurrent plan

formed by a participant in the Low IAC condition is provided below. This section of
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protocol is extracted following just thirty seconds of problem solving on the first trial.
Fast and frequent saccadic eye movements between the Goal- and the Current-State
have dominated problem solving thus far, and during the protocol below five moves

were made representing concurrent planning.

“Move the yellow and the green to put the brown in its place, and the pink over
and the purple up to swap the black and the pink around.”

Initial and concurrent intentions. No significant effect of IAC was observed
upon the frequency with which verbalisations were coded as representing initial
intentions, F (2, 9) = 3.81, p >.05, MSE = 0.06. Similarly, no effect of trial was
witnessed, F (1, 9) = 3.12, p >.05, MSE = 0.04, nor was an interaction found between
IAC and trial, F (2, 9) = 0.07, p >.05, MSE = 0.04. It is important to note that any
intentions contained within a segment of protocol coded as representing a plan were
not also counted as an intention. Only intentions verbalised without an associated plan
were coded as intentions. Therefore, it is possible that different results would have
been observed if examples of intentions imbedded within a plan had also been coded
as an intention. An example of an initial intention not attached to a plan formed by a
participant in the High IAC condition is provided below. This section of protocol
follows two minutes of careful problem solving, whereby the participant inspects the
Goal-State on average once every ten moves (three times thus far in total). Upon
cessation of a set of related moves, the participant simultaneously views the Goal- and

Current-State, evaluates the previous set of moves, and forms the following initial

intention:

“I'll try and get the black and the purple to where they need to be.”
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IAC did, however, influence the frequency with which verbalisations were
coded as reflecting concurrent intentions, F (2, 9) = 5.66, p <.05, MSE = 0.08.
Bonferroni-corrected post hoc comparisons revealed concurrent intentions to be more
common in the Low than the High IAC condition (p <.05). Again, no effect of trial
was observed, F (1, 9) = 1.27, p >.05, MSE = 0.06, nor was an interaction found
between 1AC and trial, F (2, 9) = 1.26, p >.05, MSE = 0.06. An example of a
concurrent intention formed by a participant in the Low IAC condition is provided
below. Joining the participant twenty seconds into the problem solving process for the
final tnal, following frequent saccadic eye movements between the Goal- and the
Current-State and ten moves thus far, the participant makes the following statement

(whilst making a further five moves in tandem):

“I need to, ummm, swap the black round and get the pink down to the bottom.”

Perceptual descriptions and action evaluations. No support was found for the
prediction that perceptual descriptions would be more commonplace when access
costs were Low, F (2,9) = 3.42, p >.05, MSE = 0.05. Again, no effect of trial was
witnessed, F (1, 9) = 0.22, p >.05, MSE = 0.06, nor was an interaction found between
IAC and trial, F (2, 9) = 0.28, p >.05, MSE = 0.06. An example of a perceptual
description formed by a participant in the Medium IAC condition is provided below.
Following seventeen and a half minutes of problem solving on the first trial, the
participant acknowledged that they had reached an impasse. They chose to cease

making moves for ten seconds and simultaneously view the Goal- and the Current-
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State upon uncovering the Goal-State for the two hundredth time. The following

perceptual description was made:

“So, the order goes black, green, yellow, pink.”

Support was found for the hypothesis that frequent interleaving of action
evaluations would be reported in the Low IAC condition (indicative of concurrent
planning), but not the High. A main effect of IAC was observed, F (2,9) =6.18, p
<.05, MSE = 0.03, with Bonferroni-corrected post hoc analyses revealing significantly
more action evaluations in the Low than the High IAC condition (p <.05). No effect
of trial was observed, F (1, 9) = 3.86, p >.05, MSE = 0.11, nor was an interaction
found between IAC and trial, F (2, 9) = 0.40, p >.05, MSE = 0.11. Although the
frequency data provides support for the assertion that verbalisations coded as action
evaluations were more commonplace when problem solving with Low compared to
High IAC, the relatively similar proportional means obtained for each IAC conditions
(see values in parenthesis in Table 3.5) does suggest that this interpretation should be
taken with caution. An example of an action evaluation made by a participant in the
Medium IAC condition is provided below. Having made a series of six moves, one
minute and twenty seconds into the problem solving process of the final trial, the
participant uncovered the Goal-State for the fifteenth time and evaluated the outcome

of the previous set of moves:

“So that’s that bit done.”
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Performance evaluations, move descriptions and other. No difference was
observed between IAC conditions with regards to the frequency with which
participants verbalised segments of protocol were coded as performance evaluations,
F(2,9)=0.25, p >.05, MSE = 0.08, although a reduction was observed as a function
of trial, F (1, 9) = 7.83, p <.05, MSE = 0.04, (First Trial: Mean = 1.58, SD = 2.27;
Final Trial: Mean = 0.17, SD = 0.39). No interaction was observed between IAC and
trial, F (2, 9) = 1.05, p >.05, MSE = 0.04.

IAC significantly affected frequency with which verbalisations were coded as
belonging to the move description category, F (2, 9) = 9.36, p <.01, MSE = 0.06, with
Bonferroni-corrected post hoc analyses revealing a lower number of move
descriptions recorded in the High than both the Low and Medium IAC conditions (ps
<.05). Move descriptions were also found to reduce as a function of trial, F (1,9) =
20.20, p <.001, MSE = 0.07, (First Trial: Mean = 3.75, SD = 1.95; Final Trial: Mean =
2.39, SD = 3.14), but no interaction was observed between IAC and trial, F (2,9) =
0.90, p >.05, MSE = 0.07. A number of alternative explanations could be put forward
for the fact that move descriptions were more commonplace in the Low than the High
IAC condition. Firstly, the increased number of move descriptions observed in the
Low IAC condition may reflect a tendency for participants in this condition to engage
in more display-based problem solving. Alternatively, participants in the Low IAC
condition may have found the eight-puzzle-like BPST harder to solve, and thus
exhibited more trial and error behaviour, and more move descriptions. However, the
lack of an effect of IAC upon moves-to-solution data (see above) suggests that
differences in trial and error behaviour would be unlikely to account for this effect.
The observation that IAC also affected the average number of moves verbalised

within each move description, F (2, 9) = 6.18, p <.05, MSE = 0.05, and that these
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values were significantly higher in the Low than the High IAC condition (p <.05),
gives weight to the possibility that participants in the Low IAC condition were more
comfortable describing the moves they made (as determined by Bonferroni-corrected
post hoc analyses). No effects of IAC, F (2, 9) = 0.43, p >.05, MSE = 0.05, nor trial, F
(1, 9) = 3.85, p >.05, MSE = 0.06, were observed for the number of semantically
related segments of protocol coded as belonging to the ‘other’ category.

Correlations. Pearson’s r correlation analysis was also conducted upon the
transformed frequency data in order to examine the presence of any interrelationships
between each of the verbal protocol categories. Significant interrelationships observed
indicated that the frequency with which concurrent intentions were verbalised
significantly correlated with both move description and action evaluation frequency
during problem solution to the first problem (+.59 and + .65, ps <.05). Correlations
between action evaluation frequency and move description and action evaluation
frequency and performance evaluation were also found during problem solving on the
first trial (+.90, and +.58, ps <.05). During solution to the final trial, a significant
correlation was also found between the number of moves contained within a move
description and the frequency with which move descriptions were verbalised (+.83, p
<.001). Non-significant correlations approaching the .05 alpha level were also found
between the number of moves contained within a move description and both the
frequency of concurrent and initial planning (+.55 and -.57 respectively, ps <.06), and
between initial and concurrent planning themselves (-.56, p <.06).

High & Low IAC protocol examples. Before concluding and summarising the
effects observed in Experiment 3.3, two excerpts of protocol are provided to represent
characteristic differences between Low and High IAC participants over an extended

period of time.
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Table 3.6

An Extract of Low IAC Verbal Protocol (Experiment 3.3).

Time (s) Statement Moves Fixation Category
0.00-0.25 Right then, so erm, right, it’s messy. 0 Both Performance
evaluation
0.27-0.44 If I bring the red one down, and then 3 Both Move
I need to get, if I get the green out description
the way, get the yellow one up.
0.45-0.48 Erm, then get the green into its 2 Current- Concurrent
space. State intention
0.50-0.55 Ah, oh that’s not going to work. 0 Both Action
evaluation
1.00-1.03 move the green one back and move 2 Both Move
the red one description
1.06-1.08 Try and get the red one in its space. 1 Current- Concurrent
State intention
1.09-1.26 Start with the red one. Then if 1 3 Both Concurrent
move the green one down into its planning
space, and if [ try and get the pink
one, ah, er, into its space as well.
1.29-1.30 Erm, brown. 1 Current- Move
State description
1.33-1.35 And then the blue one’s going too 0 Current- Action
far, er. State evaluation
1.40-1.43 I need to swap the blue and the 0 Both Initial
yellow. intention
1.44-1.48 Emm, problem, ah. 0 Both Action
evaluation
1.57-2.03 Emm, ok having a blank, erm. 0 Both Other
2.03-2.15 Ok, so I need to get the yellow one 5 Both Concurrent
down and put that one next to the intention
brown one.
2.18-2.21 Erm, and then try and get the red one 2 Current- Concurrent
down as well. State intention
2.26-2.37 Right, erm, right, erm, problem. 2 Both Action
evaluation
2.38-2.42 Yellow one, right lets try another 0 Both Initial
one intention
2.43-2.45 So brown’s in the right place, purple 0 Both Perceptual
is in the right place. description
2.45-2.56 Get the pink, erm, get the pink in the 2 Both Concurrent
right place. intention
3.00-3.04 Right, that’s not going to work 0 Current- Action
either. State evaluation
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Table 3.6 contains an extract of verbal protocol data from a Low IAC participant
solving their first problem. Typically, the Low IAC participant begins to move blocks
without having first instantiated a plan or intention. The solution process then quickly
begins to involve the formulation of plans, intentions and regular action evaluations.
In particular, the action evaluations illustrated in Table 3.6 appear typical of
opportunistic planning (Hayes-Roth & Hayes-Roth, 1979), in the sense that they often
stop a particular action upon realisation that it is not going to achieve the desired
outcome. Although the particular excerpt provided in Table 3.6 does not include long
episodes of move descriptions (often typical of Low IAC problem solving), the
predominance of concurrent planning and intentions (as opposed to the initial variety),
and the regular interleaving of action evaluations is argued to act as a good
representation of problem solving with Low IAC. This particular participant recorded
one episode of initial planning, six counts of concurrent planning, five initial
intentions and fourteen concurrent intentions. In addition, three perceptual
descriptions, fifteen action evaluations, and fourteen move descriptions were
recorded.

Table 3.7 provides an example of protocol extracted from the verbalisations of a
representative participant in the High IAC condition. In contrast to the Low IAC
extract in Table 3.6, the High IAC protocol includes the formulation of an initial plan
prior to making any moves. The corresponding moves are then made, and
subsequently evaluated with regard to the prior intention. The participant then repeats
this pattern of problem solving several times, and it is argued that this extract provides
the reader with a good example of what is meant by the inclusion of several
‘episodes’ of initial planning. This particular participant went on to record six

episodes of initial planning, no instances of concurrent planning, four initial

-127-



intentions, and one concurrent intention. In addition, one perceptual description was

recorded, along with ten action evaluations, and sixteen move descriptions.

Table 3.7

An Extract of High IAC Verbal Protocol (Experiment 3.3).

Time (s) Semantically-related Statement Moves Fixation Category
0.00-0.29 So, I'm going to move the black 0 Both Initial
across, the brown down and the intention
yellow across to start off with.
0.35-0.54 Hang on a second, oh this is so 0 Both Initial
confusing. Ok so I’m going to get, intention
ok, ok, brown, I'll get brown into the
top corner.
0.54-1.02 Brown goes up, green across, yellow 4 Current- Move
down, brown across. State description
1.05-1.07 That’s got that in the right place. 0 Both Action
evaluation
1.07-1.17 Now I need to get the yellow and the 0 Both Initial plan
green out of there, so I’'m going to
move the yellow.
1.18-1.31 Green up, yellow across, black up, 9 Current- Move
purple right, blue right, pink down, State description
red down, green across, yellow up.
1.32-1.41 Is that the right way round? That’s 0 Both Action
why, the bottom is messed up. evaluation
1.41-1.49 Need to get the pink to the other 0 Both Initial plan
side, move the whole middle ones
around. :
1.50-1.59 Black across, purple up, blue across, 7 Current- Move
pink across, down black, across, State description
purple across again.
2.00-2.02 So pink’s in the right place now. 1 Current- Action
State evaluation

Overall, the verbal protocol analyses supported the main hypothesis that small

increments in IAC would encourage initial planning, yet discourage concurrent

planning. Additional support was also provided for the contention that concurrent

planning would be more common when access costs were Low. It is argued that soft
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constraints, not hard constraints, explain these findings (Gray & Fu, 2004); that is, the
small changes to information accessibility within each of the IAC conditions did not
force participants to select certain problem solving search strategies, but rather,
encouraged the selection of some above others. Although it is thought that the
distribution of memory based upon the conservation of time (Gray et al., 2006)
remains largely responsible for determining the outcome of such least-effort tradeoffs,
Experiment 3.3 demonstrated that different forms of planning can also be promoted
by small changes to the cost associated with accessing task-relevant information

during problem solving.

3.6. General Discussion
The three experiments contained within Chapter 3 set out to explore the manner by
which small changes to the cost associated with accessing information from an
interface could affect the selection between candidate problem solving search
strategies. Firstly, based upon work investigating the adaptive nature of memory as a
function of IAC during routine copying (Fu & Gray, 2000; Gray et al., 2006), it was
anticipated that small changes to IAC would affect the use of memory during problem
solving. Secondly, based upon previous work detailing the adaptive nature of
planning during problem solving (O’Hara & Payne, 1998; 1999), it was hypothesised
that small changes to IAC may also have consequences for planning behaviour.
Support for both assertions was found.

Chapter 3 demonstrated that relatively small increments to the cost associated
with accessing task-relevant information from the interface led to a stronger reliance
upon memory during problem solving, and influenced the selection between initial

and concurrent planning styles (Davies, 2003; 2004). The main results from each
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experiment will be summarised, and conclusions will be set in context with respect to
the information access cost, memory and planning literatures. The applied

consequences for display design will also be discussed.

3.6.1. The adaptive use of memory and planning as a function of IAC during
problem solving

The primary aim of Chapter 3 was to assess the extent to which the selection between
interaction- and memory-intensive strategies based upon changes in IAC previously
observed during routine copying (Fu & Gray, 2000; Gray et al., 2006) would extend
to a problem solving task. To this end, the BPST developed for Experiment 3.1 was
designed so that the task parameters were similar to the BWT, but required more
cognitively demanding interaction. Emphasis was placed upon finding the most
efficient solution through the problem space, rather than simply copying a pattern.
Thus, participants solving the BPST were required to evaluate move sequences for
their costs and benefits, and consider the relations between several different
components of the task space.

The results of all three experiments (3.1 - 3.3) suggest that during solution to a
series of BPST problems, the selection between interaction- and memory-intensive
strategies contingent upon IAC was governed in much the same way as previously
observed during routine copying (Fu & Gray, 2000; Gray et al., 2006). Regardless of
the complexity of planning required to complete each of the three versions of the
BPST employed, small increments in IAC uniformly led to an increase in reliance
upon memory during problem solving. When access costs were Low, participants
were reluctant to make more than two moves per Goal-State inspection. However,

when an additional small mouse movement and 2.5 s delay was associated with
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inspection of the Goal-State, participants chose to make in excess of eight moves per
Goal-State inspection. Thus, further support was derived for Anderson and
colleague’s (Anderson & Milson, 1989; Anderson & Schooler, 1991; 2000)
perspective of the adaptive nature of human memory. Seemingly, small changes to the
design of the interface (the kind likely to be affected by integrated display design and
information fusion) can have surprisingly large consequences for the deployment of
human memory during interactive problem solving behaviour.

Despite the substantial influence of IAC upon the use of memory during
problem solving, small changes to the accessibility of information provided within the
interface generally had little effect upon problem solving proficiency (with the
exception of a small but significant rise in the number of moves required to solve each
BPST in Experiment 3.1 when IAC was High). Provided participants had the option
to simultaneously view the Goal- and the Current-State when not making moves
(Experiments 3.2, 3.3), small manipulations to the cost of accessing the Goal-State
made no difference to the number of moves required to solve each BPST problem
(although time-to-solution did increase as a function of IAC).

These discrepancies between the first and latter experiments in terms of the
effect of IAC upon problem solving proficiency can be accounted for by previous
work from two domains. Firstly, problem solving performance has been observed to
degrade if the demands placed upon working memory are too high (Kotovsky et al.,
1985; Phillips et al., 1999). Secondly, research reviewing the importance of spatial
and temporal congruency within interface design has observed that, if externally
represented information is to be integrated from multiple sources, performance will
improve if the user is able to view all information to-be-integrated with high temporal

and spatial congruency (Wickens & Hollands, 2000).
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The current investigation, however, indicates that as long as problem solvers are
provided with the facility to view all information to-be-integrated when they wish,
small costs associated with performing this action can direct the adaptive nature of
human cognition to encourage the selection of certain microstrategies, yet discourage
the selection of others, without affecting overall problem solving performance. The
application of this finding (and associated limitationé) will be considered in more
detail in Section 3.6.2. Firstly, however, the influence small changes to access cost
can have upon the selection between initial and concurrent planning styles (Davies,
2003; 2004) will be summarised.

In stark contrast to the small but significant rise in the number of moves
required to solve each BPST problem observed as IAC increased in Experiment 3.1,
increasing the cost of making each move (IC) from pressing an arrow key to typing a
string of letters significantly reduced the number of moves required to solve each
BPST problem. Intuitively, it is argued that the positioning of the cost within the task
is likely to explain the opposing effect of IAC and IC upon moves-to-solution. IAC
will, by definition, be experienced only when the problem solver chooses to inspect
the Goal-State. IC, on the other hand, will be experienced every time a participant
chooses to make a move, thus magnifying its potential influence.

When comparing the effects of IAC and IC upon problem solving efficiency, it
is important to note that increments in IAC led to an increase in reliance upon
memory, whereas increments in IC led to a reduction in reliance upon memory during
problem solving. According to Davies (2003; 2004), initial planning is largely
memory-dependent, whereas concurrent planning is largely display-based. One
interpretation of the results of Experiment 3.1, therefore, could be that increments to

IAC promoted an initial planning style, whereas increments to IC encouraged a
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concurrent planning style. Indeed, the observation that inter-move latencies increased
significantly as a function of IC, yet were not affected by IAC, further suggests that
the two costs may induce different forms of planning.

In an attempt to explore the hypothesis that increasing IAC may promote initial,
yet discourage concurrent planning, Experiment 3.2 provided an in-depth quantitative
analysis of participants’ inter-move latencies during solution to a modified BPST,
designed to reduce the perceived cost of planning. Davies (2003) argued that
relatively long and short inter-move latencies represent initial planning, with long
latencies representing mental evaluation of the task space and short latencies
representing pre-planned moves. In contrast, Davies (2003) proposed regular
‘medium-sized’ inter-move latencies to reflect periods of concurrent planning.

In support of the hypothesis that small increments to IAC would promote initial
planning, first-move latencies were found to increase significantly as a function of
IAC (Davies, 2003). Analysis of the distribution of the remainder of inter-move
latencies during solution to the first BPST problem also indicated that the longest and
shortest inter-move latencies (=0.5 s and >7 =30 s respectively) were significantly
more commonplace in the High than the Low IAC condition, whereas medium-sized
inter-move latencies (>1 =5 s) were more common in the Low than the High IAC
condition. It is argued that initial planning is not limited to planning prior to solution,
but that an extension is required to Davies’s (2003) original conceptualisation of
initial planning, acknowledging that initial planning may also take place in ‘episodes’
during solution to a problem.

Further qualitative support was gathered in Experiment 3.3 for the hypothesis
that higher access costs would promote initial planning, whereas lower access costs

would encourage concurrent planning. Using an eight-puzzle-like BPST, concurrent
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verbal protocol (Ericsson & Simon, 1993) was collected and coded according to
modified versions of Ericsson’s (1975) categories. Protocol coded as representing
planning was further subdivided into either an initial category if no moves were made
during the verbalisation, or a concurrent category if a minimum of one move was
made during the verbalisation. Corroborating the analysis of inter-move latencies in
Experiment 3.2, analyses of verbal protocols also revealed initial planning to be more
commonplace when access costs were High, and concurrent planning to be more
commonplace when access costs were Low. The novel coding scheme developed in
Experiment 3.3 for distinguishing between initial and concurrent planning is argued to
be an effective tool. Despite Davies’s (2004) concern that the processes underlying
opportunistic concurrent problem solving may not be as amenable to verbalisation as
more goal-directed behaviour, the novel coding scheme appeared able to capture
periods of initial and concurrent planning.

Overall, the three experiments contained within Chapter 3 have extended work
conducted by Gray and colleagues (Fu & Gray, 2000; Gray et al., 2006, Gray & Fu,
2004) by demonstrating that the effect of IAC upon the selection between candidate
microstrategies is not limited to low-level routine interactive behaviour, but can also
influence adaptive interactive behaviour during problem solving. With regards to the
planning literature, the results from Chapter 3 suggest that Davies’s (2003; 2004)
recent distinction between initial and concurrent planning is a useful one that can be
used effectively to distinguish between two different, yet equally important forms of
planning. It is argued that the novel categories developed for the distinction between
initial and concurrent planning during the coding of verbal protocol collected in
Experiment 3.3 were effective, and could be applied to an array of problem solving

paradigms situated within the context of an external display. It also is argued that
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manipulating IAC in a number of problem solving contexts may prove a useful
methodology for further uncovering the intertwined relationship between planning

and memory.

3.6.2. Application to cognitive engineering

The application of these results to the field of cognitive engineering may provide
display designers with the facility to build soft ‘IAC-based’ constraints into the
interface in order to encourage operators to select certain memory- or display-based
problem solving strategies when required. Compared to principles of simply
increasing the accessibility of information provided within an interface (see Chapter
1), it is argued that the novel approach proposed herein may prove more fruitful when
attempting to circumvent the limited capacity of the cognitive system (Simon, 1981)
in order to reduce information overload (Kirsh, 2000). It is argued that a full
appreciation of the effects of the constraints of display design upon the psychological
processes selected to deal with particular design details is required in order to exploit
the link between interface design and operator behaviour.

Different applied situations will require different methods of interaction with the
interface, and it is proposed here that the intelligent use of IAC may go some way to
orienting behaviour towards the selection of appropriate microstrategies. As
demonstrated in Experiments 3.2 and 3.3, the selection between concurrent and initial
planning styles can be heavily influenced by small changes to IAC. Although very
few differences in terms of problem solving proficiency were observed contingent
upon the selection between these two forms of planning within the current
experiments, other research has begun to assess their costs and benefits in different

situations. For example, Davies (2004) noted that concurrent planning is generally
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seen to reduce load upon working memory, and thus may be useful during times of
high operator workload and task complexity. However, manipulation of the external
display as a means of evaluating the efficiency of various alternatives (Kirsh &
Maglio, 1994; Neth & Payne, 2002) is common during concurrent planning, and thus
mistakes may be more frequent and backtracking through the problem space may be
difficult. Although initial planning clearly imposes high demands upon working
memory, the use of internal memory to evaluate different alternatives (without the
implementation of moves) may lead to more accurate problem solving, particularly
during the solution of easier problems (Davies, 2003).

There are a number of related issues that may impact upon the results reported
herein. For example, the general observation made within Chapter 3 that higher access
costs promote an initial planning style, whereas lower access costs promote a
concurrent planning style, may be affected further by interactions with problem
complexity (Naylor & Briggs, 1963) and particular task demands (Davies, 2003).
Further work is needed to investigate these potentially important moderating factors.
Although the effect of IAC upon the adaptive use of memory appears fairly robust
across routine copying and more complex problem solving tasks, more research is
required to assess under what conditions this may change.

Participant compliance and technical factors severely limited the number of
verbal protocols available for coding, and thus, some caution must be taken when
generalising the results from this relatively small sample to the general population.
Furthermore, it is difficult to predict how the effects observed using students would
generalise to highly trained operators of complex interface display units, such as those
found in the modem aircraft cockpit. How would domain-specific knowledge,

procedural instructions and motivational elements affect the results reported herein?
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Although it would be theoretically interesting to extend the reported
investigation to examine such questions, they are beyond the scope of the current
thesis. As would be a more detailed investigation into the effect of IAC upon more
general approaches to problem solving (Ericsson, 1975; Simon, 1975). Indeed,
exploration into the precise nature of the IAC least-effort tradeoffs (see Gray et al.,
2006 for a time-based account) is also a restriction on scope, but remains an avenue
for future research. Instead, the focus of the next Chapter will be upon the effect of
IAC on facilitating learning during repeated solution of an eight-puzzle-like BPST

problem.
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Chapter 4

EMPIRICAL SERIES 3

Learning solution to the eight-puzzle with varying goal-state accessibility

4.1. Introduction

The manner by which differences in the accessibility of task-relevant information
influence the use of memory and the nature of planning during problem solving (see
Chapter 3) poses the possibility that changes in Information Access Cost (IAC) may
also lead to differential rates of learning under certain conditions. In support of a
number of theories of learning by doing (see Anzai & Simon, 1979; Glaser & Bassok,
1989; Matthews, Davies, Westerman, & Stammers, 2000 for useful reviews), problem
solving efficiency in Experiments 3.1 and 3.3 was seen to improve as a function of
practice. However, Chapter 3 found no interaction between IAC and practice when
participants were required to solve a series of different eight-puzzle-like Blocks
Problem Solving Task (BPST) problems. Chapter 4 will therefore attempt to
investigate the contribution, if any, of IAC to learning during repeated solution of an
eight-puzzle-like BPST problem. As with Chapter 3, participants will not be
instructed to learn during task completion. Therefore, any effects of learning observed

will be incidental by nature (Postman, 1964), and not necessarily intentional.

4.1.1. Accumulative learning of the same problem
Firstly, it is important to formulate reasons why the effect of IAC on learning may
differ between conditions where participants are required to solve a series of different

problems, and conditions where participants are required to solve the same problem
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repeatedly. By definition, the number of identical elements between trials will be
higher (Thorndike, 1903), and the cognitive processes required to solve the same
problem will be more similar (Anderson, 1987), when the same problem is to be
solved repeatedly than when a series of different problems are to be solved.
Therefore, differing learning opportunities would be predicted when a participant is
required to solve the same eight-puzzle-like BPST problem repeatedly, than when a
participant is required to solve a series of different eight-puzzle-like BPST problems.
Importantly, when solving a problem repeatedly there will be greater
opportunity to encode and use context-specific memory representations of earlier
problem solving episodes to inform future problem solving (Atwood & Polson, 1976;
Jeffries, Polson, Razran, & Atwood, 1977; Ross, 1984; 1987; 1989). Participants will
be able to ‘hone in’ upon specific problem solving solutions, and will not need to
develop higher-level general heuristics that would be required when solving a variety
of problems that are similar in their structure, but different in terms of their solution
sequences. Although the use of memory to inform repeated searches of the same
problem space is not well established, familiarity of previous problem solving states
has been found to guide problem solving under such conditions (Payne, Richardson,

& Howes, 2000).

4.1.2. Display-based problem solving & learning

The development of cognitive skill has been characterised in many domains as a
progression from problem solving search to memory-based routine skill (e.g., Card,
Moran, & Newell, 1983; Logan, 1988; Newell, 1990). Indeed, Anderson’s (1982;
1987) conceptualisation of ‘compilation’, argued to be integral to skill acquisition, is

defined as movement away from the interpretive application of declarative knowledge
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towards specific procedures that directly apply such knowledge from memory. Such
accounts of learning during problem solving are consistent with theories of situated
cognition (e.g., Brown, Collins, & Duguid, 1989) that emphasise the use of contextual
cues to learning. Importantly, the extent to which move sequences are evaluated
externally (Kirsh & Maglio, 1994) versus internally (O’Hara & Payne, 1998) has been
found to partially determine the efficiency with which such learning mechanisms may
operate during solution to an eight-puzzle problem (see Sweller, 1988 for a review
within the ‘cognitive load’ framework).

Display-based problem solving can often be used as an effective substitute for
internally derived problem solving (see Chapter 3), and can offer certain advantages
over memory-based methods that are typically more error-prone (Larkin, 1989).
However, some work in the field of human-computer interaction has indicated that
even expert users of display-based tasks cannot necessarily recall how to perform
routine activities when assessed without consultation of the interface (Mayes, Draper,
McGregor, & Oatley, 1988; Payne, 1991). Display-based strategies often rely heavily
upon context-dependent recognition during interaction with the interface, and this
under certain situations, can limit the encoding and learning observed during problem
solving (see Chapter 2 for a similar discussion with regard to ‘transfer-appropriate
processing’ — Morris, Bransford, & Franks, 1977).

Here, the suggestion is made that lower access costs may limit learning during
repeated solution to an eight-puzzle-like BPST problem due to over-reliance on the
display as an external memory source (O’Regan, 1992). Higher access costs
experienced during repeated solution of an eight-puzzle-like BPST problem, on the
other hand, may facilitate learning due to a stronger reliance upon memory during

problem solving.
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4.1.3. IAC as ‘germane cognitive load’?

Three variants of cognitive load have been argued to influence general learning during
problem solving (for recent reviews see Ginns, 2006; van Merriénboer, Schuurman,
de Croock, & Paas, 2002). Firstly, the term ‘intrinsic cognitive load’ has been used to
describe the inherent complexity or element interactivity of a task, given an
individual’s prior knowledge relating to that task (Sweller & Chandler, 1994).
Secondly, ‘extrinsic cognitive load” has been used to describe the resources spent
completing a task that are not related to schema development. Finally, and of most
relevance to the current discussion, is the recent conceptualisation of ‘germane
cognitive load’ (van Merriénboer et al, 2002) — a term used to represent mental effort
beneficial to learning that can be affected by the task design and structure. Perhaps
small increments in IAC could be used as a method for introducing germane cognitive
load for learning to problem solve, due to their effects upon promoting the regular use
of memory during problem solving?

As discussed previously, a number of studies have emphasised the benefits of
using memory to learning during problem solving (e.g., Chase & Simon, 1973; De
Groot, 1966; Delaney, Ericsson, & Knowles, 2004; Payne et al., 2000; Ross, 1987),
and concern has been raised in the literature that over-reliance upon display-based
strategies may mask the mechanisms required for learning during problem solving
(Sweller, 1988).

A good example of how over-reliance upon display-based methods during
problem solving can impair learning is provided by Sweller & Levine (1982). Over a
series of experiments, they demonstrated that providing problem solvers with more
specific information pertaining to the goal-state paradoxically reduced the amount of

exploratory learning exhibited during solution of both maze- and numerical-

-141-



transformation problems (to be solved only once). The provision of highly specific
goal-state information, Sweller and Levine (1982) argued, focused participants’
attention on minimising differences between the current- and the goal-state (a
problem solving strategy commonly referred to as ‘means-end analysis’). This in turn,
reduced awareness of other relations between problem states and the use of memory,
both of which are required for effective learning. Strikingly, when specific goal-state
information was not provided (e.g., participants were simply given a start-state and
instructed to find the exit of a maze, rather than given a start- and goal-state and
instructed to find an appropriate route), the use of what Sweller & Levine (1982)
called ‘history-cued strategies’ promoted learning. History-cued strategies, by
definition, require the problem solver to consider memory for previous experiences
when attempting to solve problems. Thus, a stronger reliance upon internal processes,
such as memory, was found to improve the exploratory learning of maze problems.
This effect was exacerbated when problem solving was visually supported, and has
subsequently received endorsement within other problem solving domains (Sweller,
Mawer, & Ward, 1983; Vollmeyer, Burns, & Holyoak, 1996).

Parallels are proposed between Sweller & Levine’s (1982) consideration of
goal-state specificity, and the current investigation of goal-state accessibility. In
Chapter 3, participants solving both simple and complex BPST problems were found
to rely more upon interaction-intensive display-based strategies during problem
solving when access costs were Low. In contrast, when access costs were High,
participants were found to rely less upon the display as an external memory source
(O’Regan, 1992), and more upon internal memory during problem solving. Perhaps
such additional emphasis upon memory when access costs are High will act as

germane cognitive load, and improve learning of specific actions taken (Payne et al.,
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2000) and problem solving mechanisms and schemata used (Sweller, 1988; Sweller &
Levine, 1982). Additional reliance upon memory during problem solving is likely to
expedite the internalisation (and therefore automation) of problem solving activities,
and facilitate learning of the problem (Cooper & Sweller, 1987).

Finally, the manner by which changes in IAC affect the selection between
display- and memory-based planning (see Chapter 3) may also have consequences for
what has been termed ‘reflection’ during problem solving. By imposing a keystroke
limit on interactions during a visually presented programming task, Trudel & Payne
(1995) successfully improved exploratory learning, when compared to learning with
no key-stroke limit. Participants were given twenty minutes to explore the functions
of a simulated digital watch, and when interaction with the digital watch was limited,
participants were found to learn more, as evidenced by better performance at test
(upon which they were required to perform a number of programming functions).
Trudel and Payne (1995) argued that by imposing a limit on the number of keystrokes
that could be used to explore the watch functions, each interaction with the device
became more valuable, and thereby encouraged users to pay more attention to and
think more carefully about each operation, thus enhancing learning.

A similar argument is put forward here with regard to the potential effects of
IAC upon learning during repeated solution to an eight-puzzle-like BPST. As the cost
of accessing the goal-state increases, it is predicted that participants will again choose
to inspect the goal-state less frequently and make more problem solving moves per
goal-state inspection. It is predicted that such additional emphasis upon internal
problem solving strategies both during the process of mentally evaluating plans and

during move execution will improve learning of the specific methods/schemata

required to solve an eight-puzzle-like BPST problem.
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As with Chapter 3, all studies contained within Chapter 4 will also assess the
effect of IAC upon strategy selection, and any effects of IAC observed upon learning
will be discussed within the context of Davies’s (2003; 2004) conceptualisation of
memory-based and display-based problem solving and planning; during which there
has been no mention of the affordances provided by each in terms of learning.
Experiment 4.1a initially examined the potential contribution of IAC to rate of
learning during repeated solution of an eight-puzzle-like BPST problem. Experiment
4.1b extended this investigation to assess the effect of IAC upon transfer to a
previously unseen eight-puzzle-like BPST problem. Finally, Experiment 4.2
concludes with an examination of the effects of small access costs experienced during
problem solving on retrospective and prospective memory for task-critical

information.

4.2. Eight-puzzle-like BPST

For all experiments, the eight-puzzle-like BPST used in Experiment 3.3 was adapted
for the purpose of Chapter 4 (see Figure 4.1 for a screenshot & Section 3.2 for a
description of this task). In order to assess the possibility that higher access costs are
more conducive than lower access costs to learning during repeated solution to an
eight-puzzle-like BPST problem, IAC was manipulated in the same way as in
Experiments 3.2 and 3.3. Both windows were permanently uncovered when IAC was
Low. In contrast, the Goal-State Window was covered by a grey mask when IAC was
Medium or High, and could only be uncovered by placing the mouse cursor over the
window. The grey mask then reappeared the moment the mouse cursor left the Goal-
State window. There was also an additional 2.5 second lockout associated with

uncovering the Target Window when IAC was High.
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Stop Trial

Figure 4.1: An example of an eight-puzzle-like BPST start-state in the Low IAC

condition. Goal-State Window is left, Current-State Window is right (Experiment

4.1a).
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via a left mouse click and then pressing the corresponding arrow key depending on
the direction of the desired movement. Rather than solving six different BPST
problems one after the other (Chapter 3), all participants in Chapter 4 were required to
solve the same eight-puzzie-like BPST problem repeatedly ten times. If IAC is found
to operate in the same way as observed in Chapter 3, memory requirements of the task

will again rise in conjunction with an increase in IAC. Learning on this task using

U‘l

1.1

working memory (Baddeley, 1986) will require participants to encode the Goal-State
configuration of coloured blocks and/or a sequence of moves-to-solution and/or an
appreciation of problem relations {schema) in order to reach solution. Two different

problems were also used in all experiments in order to minimise the possibility of

observing idiosyncratic effects due to particular surface characteristics.



4.3. Experiment 4.1a

The aim of Experiment 4.1a was to assess the contribution (if any) of the cost of
accessing Goal-State information to the rate of learning during repeated solution of an
eight-puzzle-like BPST problem. Based upon the findings of Chapter 3, no
differences were expected in terms of solution efficiency at trial one. However, it was
anticipated that due to mechanisms outlined in the introduction to Chapter 4, learning
of the solution may be facilitated by higher access costs. Higher access costs were
predicted to facilitate learning via stronger reliance on memory (e.g., Sweller, 1988;
Sweller & Levine, 1982), and thus, additional benefits of an increase in IAC are
expected to manifest as a function of practice.

Two main questions are of interest here. Firstly, how will the number of moves
and time required to solve each trial be affected by IAC? Any benefits in problem
solving proficiency in either of the IAC conditions would be reflected by reduced
moves and/or time required for each solution. Secondly, how will Goal-State
inspection frequency and time change within each IAC condition as participants
become more practiced at the task? On the one hand, it could be argued that having
successfully solved the same problem nine times previously, participants in all IAC
conditions would have learned the Goal-State, and thus would no longer need to
spend time inspecting such information on the final trial. However, the presence of
more display-based problem solving apparent when access costs are Low (Chapter 3)
may mean that learning of the Goal-State will take longer, when compared to problem
solving with higher access costs, and thus regular inspections may still be necessary in
the Low IAC condition during the final trial.

In order to explore the latter hypothesis, an eye-tracker was used throughout

Experiment 4.1a in order to assess the extent to which memory- and display-based
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strategies were adopted during repeated solution to an eight-puzzle-like BPST
problem. This will allow novel conclusions to be drawn with respect to the effect of
IAC upon access strategies within a paradigm where considerable learning is

expected.

4.3.1. Method
Participants Thirty-six Cardiff University undergraduate Psychology students
participated in the study for course credit, and were randomly assigned to one of six

conditions.

Apparatus/Materials The experiment was written in Microsoft Visual Basic 6 and
was conducted using a 2 Ghz Pentium IV PC connected to a Tobii 1750 34 x 27 cm
eye-tracker monitor, extended keyboard and mouse. All eye movements were
recorded at a rate of 15 frames per second, with time-stamp accuracy of +/-3 ms. Due
to rapid fixation switches observed, no limit was set on the time a fixation must last in
order to be classified as a fixation. Gaze estimation was within 1 degree of accuracy,
even across large head movements. Mouse movements and key presses were also
recorded and saved. The Goal- and Current-State Windows were the same size and
each contained nine blocks residing within a 3 x 3 grid. Eight coloured blocks and one
empty space resided within each window. No colours were used twice, and the empty
space was white. The rules of the task determined that only one adjacent (horizontally

or vertically) coloured block could be moved into the empty space at a time.

Design IAC and problem type were manipulated between-subjects in order to negate

possible contamination via asymmetric transfer (Poulton, 1982). Independent
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manipulation of IAC and problem type resulted in six between-subject treatment
conditions: Low IAC/problem A; Low IAC/problem B; Medium IAC/problem A;
Medium IAC/ problem B; High IAC/problem A; High IAC/problem B. Problems A
and B could both be solved in a minimum of 17 moves and shared the same Goal-
State (see Appendix C). However, different solution paths were required in order to
solve the two problems (due to different Start-States). The use of two different
problems was purely a design issue to ensure that idiosyncratic effects were not
reported associated only with a particular problem.

A number of dependent measures were taken throughout the experiment. Firstly,
the frequency with which participants’ chose to inspect the Goal-State was measured.
Necessarily, data from the Low IAC condition came from the eye-tracker
(consecutive fixations within the Goal-State window were collapsed and counted as
one). In accordance with Gray & Fu (2001; 2004), data from the Medium and High
IAC conditions came from the Visual Basic program (which measured the frequency
with which the Goal-State Window was uncovered).

The eye-tracker also provided data pertaining to the time participants spent
viewing the Goal-State when the IAC was Low or Medium. However, when IAC was
High, eye-tracker data were not used to measure Goal-State viewing time due to the
fact that participants were able to view the area defined within the eye-tracker
analysis software as representing the Goal-State whilst enduring the 2.5 s lockout”’.
The Visual Basic program was therefore used to provide a measure of the time

participants spent uncovering the Goal-State Window in the Medium and High IAC

conditions.

’ Despite the fact that the contents of the Goal-State were masked during the 2.5 s lockout, participants
still chose to view the Goal-State area whilst waiting for the lockout to time out because there was
nothing else of use to look at during this time. As it was not possible to instruct the eye-tracker analysis
software not to record eye fixations during these lockout times, data contamination would likely occur
in the High IAC condition if this measure was used.
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In addition, the Visual Basic program recorded the number of moves made (total
and palindromic), the time taken to complete each trial and first-move latencies. As in
Chapter 3 (see Section 3.2), use of the term ‘move’ herein refers to single bock
movements only. By dividing the number of moves by the number of Goal-State visits
for each trial, an estimate of the number of moves made per Goal-State inspection was

obtained.

Procedure Participants were seated approximately 50 cm away from the eye-tracker
and handed an instruction sheet (see Appendix L). Following successful eye-tracking
calibration, participants were required to complete a short block movement task that
required the movement of each of the blocks in a sequence. This allowed participants
in each of the IAC conditions to familiarise themselves with the method of moving
blocks and inspecting the Goal-State. Each participant was then required to solve the

same problem (A or B) ten times.

4.3.2. Results

A 3 (IAC Low/Medium/High) x 10 (Trial) ANOVA was computed for each of the
dependent variables, with the first factor manipulated between-subjects, and the final
factor manipulated within-subjects. Four participants’ data were removed from all
analyses due to obtaining scores in excess of + 3 standard deviations from the mean.
The eye-tracker failed to record eye fixations for three participants. On such
occasions, missing data were excluded during analyses (Tabachnick & Fidell, 2001).
Log transformations were required in order to obtain homogeneity of variance for the
following variables: Time-to-solution, Goal-State inspection frequency and

viewing/uncovering time. Where assumptions of sphericity were not met,
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Greenhouse-Geisser corrected degrees of freedom are reported. The effects of IAC
and trial (along with any interactions) will be presented for each dependent variable in

turn. Only minimal effects of problem type were observed, and thus this variable was
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3.44, p <.05, MSE = 3923.28. However, of more importance to the current
investigation was the potential effect of IAC upon learning across trials. In order to
explore this, trend analyses were performed on the simple effects of trial in each of
the IAC conditions. This revealed significant linear effects of trial in the Medium and
High IAC conditions (ps <.01), but not in the Low (p >.05), suggesting better learning
as IAC increased. No main effects of IAC, F (2, 28) = 0.42, p >.05, MSE = 1109.60,
were observed. Although the average moves-to-solution data seem rather high at trial
ten (given that the problem can be solved in a minimum of 17 moves), the Low IAC
data are very comparable to that reported by O’Hara & Payne (1998). Large variation
in the number of moves required to solve each problem meant that although a small
number of participants did manage to solve the eight-puzzle-like BPST in the
minimum number of moves, those that didn’t (and these were sometimes way off)
brought the average up considerably.

In terms of the effects of IAC and trial upon the number of palindromic move
sequences, a similar pattern of results was observed to those presented above for the
total number of moves. The only main effect was that of trial, ' (4.70, 136.25) = 5.15,
p <.001, MSE = 147.05, and the only interaction found was for trial x IAC, F (9.40,
136.25) = 2.08, p <.05, MSE = 147.05. Simple main effects found a non-significant
effect of IAC at trial six that began to approach the .05 alpha level, F (2, 29) =3.13,p
<.06, MSE = 57.06, and simple main effects of trial were found only in the High and
Low IAC conditions (ps <.05). Again, however, when assessing learning within each
IAC condition, significant linear effects of trial were observed in the Medium and

High IAC conditions, (ps <.05), but not the Low (p >.05).
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Time-to-solution Solution times were reliably affected by trial, F (4.88, 141.36) =

36.41, p <001, MSE = 0.13, and a significant trial x IAC interaction (see Figure 4.3)

was again observed, F (9.75, 141.36) = 2.59, p <.01, MSE = 0.13. Simple main effects

revealed an effect of IAC at tnal one only, F (2, 29) = 5.69, p <.01, and Bonferroni-

(p <.01). Simple main effect analyses also revealed a significant effect of trial within
each IAC condition (ps <.01), and further polynomial inspection revealed significant
linear effects of trial within all IAC conditions (ps <.001). Removing data pertaining

to time spent uncovering the Goal-State window in the High 1AC condition made

o

virtually no difference to the analyses reported above, and no further main effects

were observed.
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Figure 4.3: The interaction between trial and IAC for time-to-solution (Experiment
4.1a).
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Goal-State inspection frequency The number of Goal-State inspections for all IAC
conditions was affected by both trial, F (4.12, 111.15) = 56.21, p <.001, MSE = 0.17,
and IAC, F (2, 27) = 21.84, p <.001, MSE = 0.76. Inspection frequency reduced in a
linear fashion as a function of trial (see Table 4.1), F (1, 27) = 133.85, p <.001, MSE

= 0.15, and Bonferroni-corrected pairwise comparisons revealed significant
differences between all IAC conditions (ps <.05), with Goal-State inspection
frequencies reducing as a function of an increase in IAC (Low IAC: Mean = 37.63,
SD = 37.76; Medium IAC: Mean = 12.88, SD = 17.38; High IAC: Mean = 4.97, SD =
7.45). No IAC x trial interaction was observed, F (8.23, 111.15) = 0.62, p >.05, MSE
= 0.10, and the effect of IAC was apparent at every trial (ps <.05). It is interesting to
note that by trial ten, participants in the High IAC condition chose to inspect the Goal-
State very rarely (1.18 times on average), whereas participants in the Low IAC

condition still felt it necessary to inspect the Goal-State on average 21.44 times during

solution to the final problem.

Table 4.1

The Effect of Trial on Goal-State Inspection Frequency (Experiment 4.1a).

Trial 1 2 3 4 5 6 7 8 9 10

Mean 4540 27.30 2130 16.20 14.53 16.07 1090 690 740 8.07

SD 39.73 32.11 24.16 20.54 17.81 3632 1481 8.42 13.22 23.13

Goal-State inspection time The time participants spent viewing the Goal-State in the
Low and Medium IAC conditions (as measured by the eye-tracker) was also
significantly affected by trial, 7 (3.16, 53.65) = 36.34, p <.001, MSE = 0.17, with

_ values reducing in a linear fashion as a function of practice, F (1,17)=75.47,p
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<.001, MSE = 0.24. No effect of IAC, F (1, 17) = 0.13, p >.05, MSE = 0.84, or an IAC
x trial interaction was observed, F (3.16, 53.65) = 0.33, p >.05, MSE =0.17.

The time spent uncovering the Goal-State in the Medium and High IAC
conditions (as measured by the Visual Basic program) was affected in much the same
manner by trial, F'(2.55, 48.45) = 57.31, p <.001, MSE = 0.30, with values again
reducing in a linear fashion, F (1, 19) = 111.17, p <.001, MSE = 0.37. As with Goal-
State viewing time, no main effect of IAC, F (1, 19) = 0.29, p >.05, MSE = 2.21, nor
any reliable interaction between IAC and trial was observed, F (2.55,48.45)=1.47,p

>.05, MSE = 0.30.

First-move latency The time participants chose to spend considering their first move
was significantly affected by trial, F (3.29, 95.37) = 19.48, p <.001, MSE = 86.69, and
these values reduced in a linear fashion, F (1, 29) = 45.90, p <.001, MSE =109.77.
Confirming results reported in Chapter 3, IAC also affected the time participants
spent considering their first move, F (2, 29) = 4.20, p <.05, MSE = 391.71, with
Bonferroni-corrected post hoc analyses revealing significantly longer first-move
latencies in the High, compared to the Low IAC condition (p <.05).

Simple main effects exploring a significant trial x IAC interaction (see Figure
4.4), F (6.58, 95.37) = 3.64, p <.001, MSE = 86.69, found reliable effects of IAC
during the first four trials only (ps <.05), with Bonferroni-corrected pairwise
comparisons revealing significantly longer latencies in the High than the Low IAC
condition at each of these trials (ps <.05). Furthermore, a simple main effect of trial
upon first-move latencies was observed in the High IAC condition, F (9, 21) =7.38, p
<.001, but not the Low or Medium (ps >.05). Additional trend examination of the

simple effects of trial upon each IAC condition revealed linear effects of trial within
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the Medium and High IAC conditions (ps <.001), but not the Low (p >.05). Removing

delays incurred via uncovering the Goal-State when the IAC was High (during which
time no information could be viewed) made only minimal difference to the results

reported above.
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Figure 4.4: The interaction between IAC and trial for first-move latency data
(Experiment 4.1a).

Note. Error bars represent + | standard error.

4.3.3. Discussion
Corroborating the results observed in Chapter 3, and extending previous work

& Fu, 2004;

e

examining information access strategies during routine behaviour (Gra
Gray et al., 2006) to a learning domain, small rises in IAC were found to increase
reliance upon memory during problem solving. A significant reduction in the

frequency with which participants chose to inspect the Goal-State was observed as a
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consequence of an increase in IAC, and this was evident at every trial. Measures of
the time spent considering the first move suggested that changes in IAC affected the
selection between initial memory-based and concurrent display-based planning styles
(Davies, 2003; 2004) during early trials in much the same way as observed in
Experiments 3.2 and 3.3. Experiment 4.1a also found some support for the assertion
that stronger reliance upon memory during problem solving (moderated by IAC)
would facilitate incidental learning (Delaney et al., 2004; O’Hara & Payne, 1998;
Sweller, 1988; Sweller & Levine, 1982).

For example, the number of moves required to reach solution reduced in a linear
fashion in the High and Medium IAC conditions, but not the Low IAC condition;
suggesting expedited learning as IAC increased. Also, participants in the High IAC
condition only felt it necessary to inspect the Goal-State once or twice during solution
to the final trial, suggesting that substantial learning of the Goal-State, the solution
sequence, or both, had taken place during the ten trials. In contrast, participants in the
Low IAC condition still appeared to be relying upon the interface as an external
memory source (O’Regan, 1992) during solution to the final trial (exhibiting twenty
plus inspections on average), despite having successfully solved the same problem
nine times previously. This may suggest a persistent reliance upon display-based
strategies (Sweller, 1988) during all ten trials when access costs are low, with the
transition to more memory-based problem solving largely masked (Card, Moran, &
Newell, 1983; Logan, 1988; Newell, 1990).

Improved learning observed as a function of small increments to IAC is not
overly surprising, given that an increase in IAC encouraged participants to use
memory more during problem solving. However, limitations to the results observed in

Experiment 4.1a include the observation that only at trial six were benefits of higher
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access costs observed for moves-to-solution, and at no point did higher access costs
lead to a reduced time-to-solution. A further experiment was therefore deemed
necessary in order to seek more tangible evidence for the role of access costs in

promoting learning during repeated solution of an eight-puzzle-like BPST problem.

4.4. Experiment 4.1b

A more explicit attempt will feature in Experiment 4.1b to examine the proposal made
above that Low access costs mask the mechanisms required for effective learning
during repeated problem solving by encouraging persistent reliance upon display-
based strategies, whereas small increments to the cost of accessing the Goal-State
facilitate learning by promoting more memory-dependent problem solving strategies.
In order to test this assertion further, a novel measure of transfer will be appended to
the previous experiment in order to ascertain the extent to which small increments in
IAC can be used to facilitate transfer to a previously unseen, but similar eight-puzzle-

like BPST problem (different Goal- and Start-State).

Transfer of learning between problems Previous work examining transfer of
learning between problems has often found poor performance, even when problems
are highly related (Cooper & Sweller, 1987). It has been recognised that some
solution methods may be effective for supporting solution to a specific problem, but
may not support ‘abstraction of knowledge’ pertaining to the structure of the problem
- which is required for effective transfer to novel but related problems (Sweller,
1988). Predictions are made here that higher access costs may facilitate transfer to a
novel but similar problem, due to improved internalisation of the operators and

strategy required to solve an eight-puzzle-like BPST. As will become evident, the
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effect of IAC upon the use of memory during problem solving is central to this
hypothesis.

When access costs were Low in the previous experiment, regular inspections to
the Goal-State were still made during solution to the final trial (in excess of twenty
inspections). One interpretation of this finding is that problem solving remained
largely display-based, with little internalisation of the Goal-State, the move sequences
required to solve the problem, or both. Another related interpretation of this finding is
that problem solving remained governed to some extent by comparisons between the
Goal- and Current-State during the entire practice phase, when compared to the High
IAC condition (in which only 1.18 inspections to the Goal-State were observed during
solution to the final trial - Experiment 4.1a).

Relevant research conducted by Vollmeyer et al (1996) suggested that although
reliance upon the Goal-State during problem solving can provide sufficient support
for solution to the goal in question, negative consequences may arise when the
problem solver is required to transfer knowledge to a similar but different problem
from the same family. Using a complex dynamic ‘biology-lab’ task, Vollmeyer et al
(1996, Experiment 2) were able to demonstrate similar rates of learning between two
conditions on an initial task, one where participants were instructed to work towards
the goal to be tested during an exploratory period, and the other where participants
were not told to work towards a particular goal during the exploratory period.
However, when faced with a novel but similar biology-lab problem, performance was
significantly less error-prone when exploratory learning had not been largely dictated
by minimising the differences between the Current- and the Goal-State.

The current experiment aimed to assess the extent to which IAC may play a

similar role in determining the transfer of knowledge from the repeated solution of
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one eight-puzzle-like BPST problem to another. Based upon the finding reported in
Experiment 4.1a that problem solving remained dictated by regular inspections of the
Goal-State when IAC was Low, it is predicted that poor transfer to a novel problem
may be observed in this condition. In contrast, better transfer is predicted in the High
IAC condition, because of the more regular use of memory during problem solving

and fewer inspections of the Goal-State observed during the practice phase.

4.4.1. Method

Participants & Materials Thirty-six Cardiff University undergraduate students
participated in the study in return for course credit, and were randomly assigned to
one of six conditions. All materials and apparatus were identical to those used in
Experiment 4.1a, with the exception that no eye-tracker was employed as the focus
was upon problem solving proficiency and transfer. The novel BPST could be solved
in a minimum of 17 moves, and to ensure that any transfer of knowledge from the
‘practice problem’ to the ‘novel problem’ was not specific to the surface
characteristics of the practice problem, previously unseen Start- and Goal-States were

used (see Appendix C).

Design & Procedure All manipulations and experimental procedure during the
practice phase were identical to those employed in Experiment 4.1a (see Appendix L
for task instructions). Upon successful completion of trial ten, a text box informed
participants that they were now to solve another, previously unseen problem. Solution
to this problem commenced when the ‘Start button’ was pressed. All participants in

all practice IAC conditions received the same novel problem with a Low IAC
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interface in order to improve comparability of transfer between conditions (O’Hara &

Payne, 1998).

4.4.2. Results

Firstly, analyses examining the effect of IAC on strategy selection and learning during
the practice phase will be presented. Secondly, an evaluation of transfer during
solution to the novel eight-puzzle-like BPST problem will be reported as a function of
IAC. Two participants’ data were removed from all analyses due to obtaining scores
in excess of + 3 standard deviations from the mean. Again, problem type had only
minimal effects upon the results, and thus this variable was collapsed during all

analyses.

Practice phase The results concerning strategy selection largely corresponded with
the data reported in the previous experiment. However, some important differences
between the two experiments were observed with regard to the effect of IAC upon
learning during the practice phase. A 3 (IAC Low/Medium/High) x 10 (Trial)
ANOVA was computed for each of the dependent variables with the first factor
manipulated between-subjects, and the final factor manipulated within-subjects. Log
transformations were required in order to obtain homogeneity of variance for the
following variables: Time and Moves to solution, and Goal-State uncover frequency
and time. Where assumptions of sphericity were not met, Greenhouse-Geisser
corrected degrees of freedom are reported. Data regarding strategy selection will be
presented first, followed by analyses examining problem solving proficiency. Because
no eye-tracker was used in Experiment 4.1b, some of the strategy selection analyses

were necessarily conducted without Low IAC data.
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Strategy selection. As with Experiment 4.1a, Goal-State uncover frequencies
were found to reduce in a linear fashion as a function of trial, F (1, 20) = 294.99, )4
<.001, MSE = 0.65, and as IAC increased from Medium to High, F (1, 20) = 12.29, p
<.001, MSE = 0.83. Again, participants in the High IAC condition chose to inspect the
Goal-State very infrequently on the final trial (Medium IAC: Mean = 4.70, SD = 4.55;
High IAC: Mean = 0.42, SD = 0.93), suggesting considerable learning of the Goal-
State in this condition. Goal-State uncover time also reduced in a linear fashion as a
function of trial, F (1, 20) = 280.43, p <.001, MSE = 0.17, but was again unaffected
by IAC, F (1, 20) = 3.90, p >.05, MSE = 1.84.

The time taken considering the first move again reduced in a linear fashion as a
function of trial, F (1, 31) = 39.18, p <.001, MSE = 93.48. A significant interaction
between trial and IAC was also found, F (8.34, 129.36) = 2.91, p <.001, MSE = 79.17,
with simple main effect analyses revealing an effect of IAC at trial one, F (2, 31) =
4.95, p <.05, MSE = 77.63, and Bonferroni-corrected post hoc analyses pointing to
significantly longer first-move latencies in the High compared to both the Low and
Medium IAC conditions (ps <.05), supporting the previous finding that initial
planning was more extensive when IAC was High during the first trials. Some
evidence of improved learning in the higher IAC conditions came from the replicated
finding that first-move latencies were again found to reduce in a linear fashion as a
function of trial in the Medium, F (1, 31) = 11.07, p <.001, MSE = 93.31, and High
IAC conditions, F (1, 31) = 41.28, p <.001, MSE = 93.31 but not in the Low, F (1, 31)
=1.28, p >.05, MSE = 93.31. Excluding delays incurred upon uncovering the Goal-
State in the High IAC condition (during which no information was visible) made no

discernable difference to the results reported above.

-161-



Learning. Although IAC appeared to affect strategy selection in much the same
manner as the previous experiment, and some evidence of improved learning as IAC
increased was found with respect to the first-move latency data, the problem solving
proficiency analyses do not fully support some of the conciusions made with regard to

moves- and time-to-solution.
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Figure 4.5: The effect of trial and IAC on moves-to-solution (Experiment 4.1b).

Note. Error bars represent = 1 standard error.

Despite linear reductions in the number of moves (total and palindromic) and
the time required to solve each problem as a function of trial (ps <.001), no trial x
IAC interactions were found for total/palindromic moves or time-to-solution (ps
>.05). This suggests that the effects of IAC upon learning reported in Experiment 4.1a
need to be taken with some caution. It is worth noting, however, that the Low 1AC

condition again exhibited considerable variance with regard to moves and time-to-
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solution at trials six and eight (see Figure 4.5), indicating that some participants in this
condition were still encountering greater problems during the solution process than

participants in the higher IAC conditions.

Transfer effects All participants solved the novel problem with a Low IAC interface,
but the effect of IAC in place during the practice phase was explored with respect to
problem solving proficiency during solution to the novel problem (see Table 42). A
one-way ANOVA (IAC Low/Medium/High) was computed for time- and moves-to-
solution and first-move latencies, with time-to-solution data being log transformed in

order to meet assumptions of homogeneity.

Table 4.2
The Effect of IAC on Problem Solving Proficiency during Solution to a Novel Low

IAC eight-puzzle-like BPST problem (Experiment 4.1b).

Low IAC Medium IAC High IAC

Measure Mean SD Mean SD Mean SD
Time-to-completion (s) 214.71 169.56 139.19 92.13 10942 61.44
Moves-to-completion 152.17 102.13 92,60 6324 61.83 29.83
Palindromic move 25.83 20.91 13.60 11.91 9.42 4.83

sequences

First-move latencies (s) 13.51 9.41 10.91 6.66 14.89 8.01

Although no main effect of IAC was observed for the time required to solve the
- novel problem (despite a 100% reduction in time-to-solution), F'(2, 28) = 1.74, p
>.05, MSE = 0.09, evidence of improved transfer when access costs were High was

E,
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found when examining moves-to-solution data, F (2, 28) = 4.46, p <.05, MSE =
3650.66. Post hoc analyses (Bonferroni-corrected) revealed significantly fewer moves
were required to solve the novel problem in the High IAC condition, when compared
to the Low (p <.05). In addition, a main effect of IAC upon palindromic moves was
observed, F (1, 28) = 3.90, p <.05, MSE = 222.12, with Bonferroni-corrected post hoc
analyses revealing significantly fewer reflected move sequences in the High,
compared to the Low IAC condition (p <.05). No effect of IAC was found for first-
move latencies obtained during solution to the novel problem, F (2, 28) = 0.62, p

>.05, MSE = 70.60.

4.4.3. Discussion
First and foremost, it is theoretically interesting to note that despite the observation
that access cost manipulations in place during the practice phase manifested relatively
small effects upon problem solving proficiency during repeated solution to the same
eight-puzzle-like BPST problem, higher access costs in place during practice were
found to significantly facilitate the transfer of problem solving knowledge from one
eight-puzzle-like BPST problem to another. Secondly, although the effects of IAC on
problem solving during the practice phase revealed a largely similar pattern of results
to those observed in Experiment 4.1a, the fact that very few interactions between IAC
and trial were observed suggests that some of the conclusions drawn from Experiment
4.1a with regard to the influence of IAC upon learning should be taken with caution
and require further examination.

It is proposed that over-reliance upon display-based strategies may be
responsible for the problematic transfer of knowledge from one eight-puzzle-like

BPST problem to another when IAC was Low (Sweller, 1988; Sweller & Levine,
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1982), and regular use of memory during problem solving was responsible for the
improved transfer effect when IAC was High. In particular, it is argued that by
persisting to interleave regular inspections of the Goal-State between moves made in
the Current-State, problem solvers in the Low IAC condition failed to learn the
structure of the problem as a whole, which would be required for effective transfer to
novel but similar problems (Vollmeyer et al., 1996).

In both Experiments 4.1a and 4.1b, the very low values exhibited by participants
in the High IAC condition for Goal-State inspection frequency during solution to the
final trial suggested that much of the information required to solve the eight-puzzle-
like BPST problem had been internalised by participants in these conditions, and
would thus have been available for transfer. In particular, it is argued that higher
access costs led to the abstraction and internalisation of general problem solving
methods used to solve the eight-puzzle (Gick & Holyoak, 1987). Had higher access
costs simply resulted in better internalisation of the specific methods required to solve
the particular problem experienced during the practice phase, no general transfer
would have been observed when faced with a similar but different problem (Singley
& Anderson, 1989). The transfer test could therefore be seen as a means of
differentiating between specific and general transfer.

The lack of differences between IAC conditions in terms of first-move latencies
during solution to the novel problem suggested that the advantages of higher access
costs observed at transfer were likely due to knowledge learned during the practice
period, rather than differences in the selection between initial and concurrent problem
solving strategies during solution to the novel problem. However, more attention
needs to be paid to exploring the precise strategies used to solve the novel problem.

Nevertheless, it is important to note the novelty and applied appeal of the current
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finding that small increments to IAC can be seeded within interface design to improve
transfer between similar, but different problems. This is in contrast to limited and
rather unreliable benefits to transfer observed when problem solvers are given explicit
hints to encourage transfer (see Patrick, 1992 for a review).

A simplistic reading of the transfer-appropriate processing literature (e.g.,
Mormis et al., 1977) could be argued to posit that practice in the Low IAC condition
should have led to better transfer of knowledge to the novel problem, because the test
conditions were more similar to practice. However, rather than emphasising the
importance of congruency between the two test conditions, Experiment 4.1b found
support for the importance of congruency between the type of processing encouraged
by the structure of the interface and the type of processing required by the testing
situation. Such a finding can be accommodated by various extensions of the transfer-
appropriate processing framework, such as the ‘materials-appropriate processing’
model (McDaniel & Einstein, 1989), and Anderson’s (1987) well documented

perspective on transfer:

“There will be positive transfer between skills to the extent that the two

skills involve the same productions.” (Anderson, 1987, p. 197)

The failure of Experiment 4.1b to replicate the differential rates of learning
during the practice phase as a function of IAC questions to what degree IAC affects
problem solving performance during repeated solution of an eight-puzzle-like BPST
problem. In order to explore this further, a final experiment sought to investigate the
extent to which IAC affects criteria other than problem solving efficiency. Following
from recent work conducted examining memory for goals (see Altmann & Trafton,

2002 for a review), memory for problem solving information was assessed at various

-166-



points during the repeated solution process. It was anticipated that persistent reliance
upon display-based strategies in the Low IAC condition may result in inferior
memory for problem solving information (e.g., goals), when compared to the
memory-intensive microstrategies employed by participants in the High IAC

condition.

4.5. Experiment 4.2

The ability to decompose a complex problem into subgoals has long been seen as a
cornerstone of human cognition (e.g., Miller, Galanter, & Pribram, 1960; Newell &
Simon, 1972). The mental representation of a goal to achieve some specific state of
the world must often be suspended and resumed at a later date (particularly when
hierarchical problem solving is required). Traditionally, a last-in, first-out ‘popping’
mechanism has been instantiated, whereby memory for goals is seen as perfect (e.g.,
Anderson & Lebiére, 1998). Recent research, however, has eschewed the assumption
made by prominent theories of problem solving that memories for goals have a

specialised status (see Altmann & Trafton, 2002 for a more detailed discussion of this

debate).

Strengthening memory for goals Converging evidence now strongly suggests that
memories for goals are equally vulnerable to the cognitive constraints that shape
declarative memory in general (Altmann & Trafton, 1999; 2002; Anderson &
Douglas, 2001; Hodgetts & Jones, 2006; Morgan, 2005). The activation of goals has
been noted as an important determining factor during the solution of tasks such as the
Tower of Hanoi (Altmann & Trafton, 1999), and in their ‘goal activation model’,

Altmann & Trafton (2002) predict that memory for goals is subject to interference,
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and the amount of strengthening a goal receives determines whether or not it will be
sampled during a retrieval cycle, or whether it will decay in memory. Of particular

relevance is the following statement provided by Altmann & Trafton (2002):

“For planning to succeed, each intermediate state (goal) must be
immediately and reliably available to the cognitive system, which has to
Jorm that state into its successor by means of task-related cognitive
operations. The strengthening process is what makes the state
immediately and reliably available, by making that state more active
than its competitors”. (p. 47)

Although Altmann & Trafton (2002) limit their discussion on the strengthening
of goals to the frequency with which a goal has been sampled (throughout a lifetime)
and the duration of the goal’s lifetime since it was first processed, there is reason to
predict that changes in the cost associated with accessing Goal-State information may
have consequences for the activation of such information. For example, higher costs
associated with accessing Goal-State information have been shown to increase
reliance upon memory for said information during routine copying (e.g., Gray,
Simms, Fu, & Schoelles, 2006) and problem solving (see Chapter 3). Higher access
costs may prompt rehearsal effects in goal memory (Anderson & Douglass, 2001),
and theories of ‘transfer-appropriate processing’ (Morris et al., 1977) would predict
that the use of memory during completion of a task will improve memory for that
information at test. Indeed, Anderson & Milson (1989) argued that the organisation of
human memory reflects the statistical properties of the environment we find ourselves
in so as to make more available memories of information used more often by the
memory system.

In light of evidence gathered here that problem solvers working with High

access costs internalise information more often (Experiments 3.1 - 3.3, 4.1a & 4.1b),
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the primary aim of Experiment 4.2 was to explore the possibility that memory for
goals can be improved by strategy changes induced by small increments in IAC. To
this end, participants were again required to solve an eight-puzzle-like BPST problem
repeatedly, but were interrupted at various points, and in a similar vein to Delaney et
al (2004, Experiment 3), retrospective memory for Goal-State information was then
assessed.

Based upon differences observed between IAC conditions in Experiments 4.1a
and 4.1b for Goal-State inspection frequency, it was anticipated that differences
would be observed between IAC conditions with regard to memory for Goal-State
information. Following from the transfer-appropriate processing framework (Morris
et al., 1977), it was predicted that the use of memory-intensive strategies during
problem solving when access costs are High will lead to superior memory for Goal-
State information, compared to display-based problem solving when access costs are
Low.

As acutely demonstrated by Payne (1991), it is surprising how little is actually
committed to memory when interactive behaviour is largely display-based. For
example, when asked questions relating to the effects of several commands used
every day in word processing tasks, even experienced users were unable to recall
much information without the context of the display in front of them. Thus, it is quite
plausible that largely display-based problem solving witnessed in Low IAC conditions
in Experiments 4.1a and 4.1b may leave knowledge of Goal-State information
fragmented, even after several successful solutions to the same problem. In addition to
memory for Goal-State information, Experiment 4.2 also aimed to measure
retrospective memory for Current-State information following interruption. Predicting

the effect of IAC upon memory for Current-State information, however, is less
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straight forward. Although higher access costs have been shown to lead to stronger
reliance upon memory for Goal-State information during solution to the current task,
this does not necessarily hold true for Current-State information. At no point during
the problem solving process are participants in any IAC condition required to rely
upon memory for Current-State information for more than the duration of a small
saccadic eye movement. Based upon this argument, it is difficult to predict differences
in memory for Current-State information as a consequence of small manipulations to
IAC. However, it is possible that by virtue of manipulating the external display in
order to evaluate move sequences (Kirsh & Maglio, 1994; Neth & Payne, 2002),
memory for the Current-State configuration may be found to be problematic when
access costs are Low and concurrent planning is more commonplace (Davies, 2003;
2004). In contrast, the mental evaluation of different move sequences during initial
planning (more evident in High IAC conditions) may improve memory for Current-
State information (O’Hara & Payne, 1998).

The final measurement taken following interruption was that of prospective
memory (e.g., Brandimonte, Einstein, & McDaniel, 1996; Einstein & McDaniel,
2005) for plans instantiated during problem solving. Participants were asked to recall
any information they could pertaining to suspended plans. Again, if participants in the
Low IAC condition persisted with display-based problem solving during solution to
all ten trials, it would be predicted that memory for plans would be inferior, when
compared to that exhibited by participants in the High IAC condition, where planning
has previously been found to be largely maintained mentally (Experiment 3.3).

An important subsidiary goal of this study was to use an interference paradigm
in an attempt to identify and differentiate the nature of encoding between IAC

conditions (see Delaney et al., 2004, Experiment 4 for similar methodology). In order
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to do this, two different interference tasks were experienced upon interruption (prior
to the aforementioned memory tests) in an attempt to provide insight into the relative
importance of memory for Goal-State and planning information (see Section 4.5.1 for
more details). By definition, the ‘pattern recollection task’ required participants to use
their memory to complete the task, but no planning was required. Although there were
common features between the two tasks, the ‘move sequence task’ did not necessitate
the use of memory, but did require participants to engage in planful behaviour.

Based upon the work of Delaney et al (2004), it was predicted that both
interference tasks would result in retroactive interference with regard to memory for
problem solving information. However, if greater internalisation of Goal-State and/or
planning information was responsible for the improved learning in previous
experiments when access costs were higher, one would expect higher recall values in
the High than the Low IAC condition. Moreover, it was proposed that any interactions
between interference task and IAC would reflect differences in the organisation of

memory between conditions.

4.5.1. Method
Participants & Materials Seventy-two Cardiff University undergraduate students
participated in the study for either course credit or £5, and were randomly assigned to

one of twelve conditions. Identical materials were used as described in Experiments

4.1a and 4.1b.
Design & Procedure IAC was manipulated in the same manner as previous

experiments. Problem type was again manipulated between-subjects in order to avoid

reporting idiosyncratic effects concerned with one particular problem. Different Goal-
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and Start-States were set for each problem (see Appendix D), yet problems A and B
could both be solved in a minimum of 17 moves. The scheduling of interruptions to
problem solving activity was designed to minimise anticipation on behalf of the
participant. All participants were interrupted during solution to trials two, five and
nine, and the onset of each interruption occurred as soon as four coloured blocks were
placed in the correct positions. This performance criterion was designed to be
approximately equivalent for all participants (see Section 4.5.2), and was deemed
more suitable than interrupting participants after a pre-defined number of moves
made, or time on task. Interfering task content was manipulated between-subjects,
with participants receiving either a different pattern recollection task at each of the
three interruptions or a different move sequence task at each of the three interruptions.
The order in which participants received these three tasks (pattern recognition or
move sequence) was counterbalanced using a Latin Square design.

When interrupted with one of the three ‘pattern recollection’ tasks, a 3 x 3
configuration of eight coloured blocks and one empty space was presented for five
seconds with the instruction to “memorise this pattern”. The block configuration
subsequently disappeared and was replaced by a 3 x 3 grid of empty blocks and the
instruction “recreate the pattern from memory using the coloured blocks below”. This
was achieved by clicking and dragging coloured blocks from a resources pile below
within a time limit of twenty-five seconds. The configuration of coloured blocks
making up the pattern differed for each of the three pattern recollection tasks (see
Appendix E). When interrupted with one of the ‘move-sequence’ tasks, a 3 x 3
configuration of eight coloured blocks and one empty space appeared, and again the
configuration of these colours differed for each of the three tasks (see Appendix F).

On-screen instructions differed according to which of the three move sequence tasks
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was active. As with the pattern recollection task, total time on the planning task was
limited to thirty seconds.

Upon completion of each interference task, participants were assessed on their
memory for the Goal-State, the Current-State and any plans they intended to
implement prior to the interruption. The order in which these three memory tests were
administered was also counterbalanced using a Latin Square design. Assessment of
Goal- and Current-State information required participants to use a resource of
coloured blocks located at the bottom of the screen to fill an empty Goal- or Current-
State grid. Memory for plans was evaluated by prompting participants to enter a text
description of any plan(s) they intended to implement prior to the interruption. For
each of these assessments, a time limit of one minute was imposed. Having been
assessed on each of the three memory tests, the experimental program then returned to
the problem solving task. However, participants were not required to complete the
trial they were interrupted on. Instead, the next trial was presented afresh. (See

Appendix M for task instructions.)

4.5.2. Results

The results for Experiment 4.2 will be presented in two sections. Firstly, the effects of
IAC and interference task will be assessed with regard to post-interruption memory
for Goal-State, Current-State and planning information. Contributions of IAC to the
number of moves and time taken to reach the criterion of interruption onset, and
performance on each interference task will also be evaluated. Secondly, the problem
solving search strategies used by participants during non-interrupted trials for each of
the IAC conditions will be summarised. The manipulation of problem type again had

minimal effect, and this variable was thus collapsed during all analyses. Three

-173-



participants’ data were removed from all analyses due to obtaining scores * 3
standard deviations from the mean, and where the assumption of sphericity was not
met, Greenhouse-Geisser corrected degrees of freedom are reported. For seven
participants, the Visual Basic program failed to record appropriately the time spent
uncovering the Goal-State on interrupted trials. On such occasions, missing data were

excluded during all analyses.

Effect of IAC on recall A 3 (IAC) x 2 (interfering task) x 3 (interrupted trial 2, 5, 9)
ANOVA was computed on memory for Goal-State, Current-State and planning data,
with the first two factors manipulated between-subjects, and the final factor
manipulated within-subjects. In terms of memory for the Goal-State configuration,
IAC significantly affected recall, F (2, 59) = 3.86, p <.05, MSE = 7.10, (see Table 4.3)
with planned comparisons revealing significantly higher rates of recall in the Medium

and High IAC conditions than the Low (ps <.05).

Table 4.3

The Effect of IAC on Memory for Goal-State Information (Experiment 4.2).

Low IAC Medium IAC High IAC
Mean SD Mean SD Mean SD
(Max.=9) 6.33 2.95 7.50 2.33 7.37 2.44

Goal-State memory was also affected by trial, F'(1.73, 102.22) =22.29, p <.001,
MSE = 5.93, with linear improvements revealed as a function of practice, F (1, 59) =
32.24, p <.001, MSE = 5.87. However, no effects of interference task were found, ¥
(1,59) = 1.31, p >.05, MSE = 7.10, and no variables interacted. Memory for Current-

State information also improved in a linear fashion as a function of trial, F (1, 62) =
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12.95, p <.001, MSE = 3.48, and an additional significant interaction between IAC

and trial was observed, F (4, 124) = 2.79, p <.05, MSE = 3.01, (see Figure 4.6).

6 - S S =
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n

Current-State Recall (max. = 9)

Figure 4.6: The interaction between IAC and trial for Current-State recall
(Experiment 4.2).

Note. Error bars represent + 1 standard error.

Simpie main effects revealed the only effect of IAC to occur at trial nine, F (2,
62) = 3.92, p <.05, MSE = 4.78, with Bonferroni-corrected post hoc analyses
indicating a significant benefit of High IAC over Medium (p <.05), and a non-
significant benefit of High over Low that began to approach the .05 alpha level (p
<,06). In addition, only in the High IAC condition did Current-State memory improve
as a function of trial, F (2, 61) = 9.44, p <.001. No effects of interfering task, F (1, 62)
=0.31, p >.05, MSE = 6.07, nor any further interactions were observed.

With regard to memory for planning data, ANOVA was computed on the

number of plans recalled by participants at each interruption. Responses were given a

score of zero when participants stated they either ‘had no plans’, ‘could not remember



their plans’, or the information provided was ‘too vague’ to determine what blocks
were to be moved (e.g., “I intended to move each block into its correct position”).
Each accurately recollected plan was given a score of one, and the maximum number
of plans recalled during a single response was seven. Responses were sometimes as
detailed as ‘move the red up, the yellow left and the green down’ (score of 3), and
sometimes as general as ‘rotate the black round to the left’ (score of 1). A significant
effect of IAC was observed, F (2, 63) = 5.95, p <.01, MSE = 3.57, (see Table 4.4)
with Bonferroni-corrected post hoc analyses revealing significantly higher recall
values in the High than both the Low and Medium IAC conditions (ps <.05). A
significant effect of trial was also observed, F (2, 126) = 12.27, p <.001, MSE = 1.19,
with trend analyses revealing significant linear improvements over time, F (1, 63) =
24.42, p <.001, MSE = 1.19. No effect of interference task was found, F (1, 63) =

0.98, p >.05, MSE = 3.57, nor were any interactions observed (ps >.05).

Table 4.4

The Effect of IAC on the Number of Plans Recalled (Experiment 4.2).

Low IAC Medium IAC High IAC
Mean SD Mean SD Mean SD
1.18 1.26 1.97 1.55 2.23 1.46

Effect of IAC on interruption onset & performance In order to ensure that the
memory results reported above were not contaminated by differential effects of IAC
on the number of moves required for participants to reach the interruption onset
criteria, time on task, or time spent viewing the Goal-State prior to interruption onset,

several 3 (IAC Low/Medium/High) x 3 (interrupted trial 2, 5, 9) ANOVAs were
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computed for these dependent variables. The first factor was manipulated between-
subjects, and the final factor was manipulated within-subjects. For the purpose of
parsimony, it is simply reported that no effects of IAC were observed for any of the
above measures (ps >.05). The number of moves and time required to reach
interruption onset generally reduced as a function of practice (ps <.05).

A number of 3 (IAC Low/Medium/High) x 3 (interrupted trial 2, 5, 9) ANOVAs
were also computed on scores obtained by participants during the interference tasks in
order to ensure that participants in each IAC condition were equally capable of
completing the tasks. A score was recorded for each pattern recollection task
depending upon the number of blocks placed in the correct position (maximum of
nine). A score was also recorded for each move sequence task depending upon
whether none, one or two of the objectives were achieved (maximum of two). No
effects of IAC or trial were observed with regard to the number of blocks correctly
placed during the pattern recollection task or the number of objectives achieved

during the move sequence task (ps >.05).

Effect of IAC on problem solving strategy A number of 3 (IAC Low/Medium/High)
x 7 (non-interrupted trial 1, 3, 4, 6, 7, 8, 10) ANOVAs were computed on problem
solving strategy data in order to ensure that the effects of IAC upon recall were a
consequence of the influence of IAC upon the selection between memory- and
display-based strategies (as detailed in Experiments - 3.1 - 3.3, 4.1a & 4.1b). The first
factor was manipulated between-subjects, and the second factor was manipulated
within-subjects. Goal-State inspection frequency and uncover time data were log

transformed in order to control for differences in variance between conditions.
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As in previous experiments, IAC significantly affected the frequency with which
participants chose to inspect the Goal-State, F (2, 66) = 77.47, p <.001, MSE = 0.40,
with Bonferroni-corrected post hoc analyses revealing fewer inspections in the High
than the Medium and Low IAC conditions, and in the Medium than the Low IAC
condition (ps <.001). The effect of IAC was apparent at every non-interrupted trial (ps
<.001), and Goal-State inspection frequency reduced in a linear fashion as a function
of trial, F (1, 66) = 242.14, p <.001, MSE = 0.17.

Goal-State viewing (as measured by the eye-tracker) and uncover time (as
measured by the Visual Basic program) were also affected in much the same way as
reported in Experiments 4.1a and 4.1b, as was the first-move latency data, suggesting
that the selection between initial and concurrent forms of planning was affected by
IAC in much the same way as detailed previously. Both time and moves-to-solution
reduced in a linear fashion as a function of trial (ps <.001), but neither was affected by

IAC (ps >.05), either via main or interaction effects.

4.5.3. Discussion

Support was found for the primary hypothesis that an increase in IAC would improve
memory for Goal-State information. In addition, small increments to IAC were found
to improve memory for Current-State information when assessed at trial nine, and the
number of plans that could be recalled. Importantly, these effects were not
complicated by differences between IAC conditions with regard to time, moves or
Goal-State viewing time prior to interruption onset. No effect of IAC was observed
for performance during either of the interference tasks, suggesting that all participants

were applying similar effort within each thirty second interference task.
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These results are argued to represent a further extension to Gray and colleagues’
work on the role played by IAC during interactive behaviour. Not only has the current
thesis demonstrated that the effects of IAC upon the selection between microstrategies
originally observed during simple routine copying and programming tasks (Fu &
Gray, 2000; Gray & Fu, 2001; 2004; Gray et al., 2006) extend to more complex
problem solving behaviour (Experiments 3.1 - 3.3, 4.1a & 4.1b of the current thesis),
but small changes to IAC have now also been found to impact upon memory for task-
relevant information. It is proposed that regular use of memory during problem
solving when access costs were High accounted for the strengthening of Goal-State
memory observed in the High IAC conditions in Experiment 4.2 (Anderson, Fincham,
& Douglass, 1999; Anderson & Milson, 1989), and can be seen as a form of transfer-
appropriate processing (Morris et al., 1977) or germane cognitive load (van
Merriénboer et al., 2002) when such information is later to be recalled. It is important
to acknowledge that the effect of IAC upon the recollection of problem solving
information is unlikely to be a result of hard constraints imposed by design
characteristics, but rather, soft constraints biasing stronger reliance upon memory
during problem solving in the High IAC condition. Although participants were
informed that they would be interrupted at various points and memory for the primary
task would be assessed, it is not known whether motivating participants to remember
more could have achieved the same benefits as the High IAC condition.

The replicated observation that participants in the Low IAC condition persisted
to interleave regular inspections of the Goal-State with problem solving moves during
solution to trial ten may explain the inferior memory for Current-State information
observed at trial nine when access costs were Low. Participants in the High IAC

condition appeared content solving the final trial with attention focussed firmly on
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making moves in the Current-State window (largely without reference to the Goal-
State). Not having to divide attention between the Goal- and Current-State may
account for the superior Current-State memory observed in the High IAC condition at
trial nine (see Baddeley, Lewis, Eldridge, & Thomson, 1984; Craik, Govoni, Naveh-
Benjamin, & Anderson, 1996 for useful reviews on the effects of divided attention on
recall).

Higher access costs also improved participant recollection of plans. This result,
therefore, suggests that IAC may also be used as a design characteristic to improve
prospective memory for plans and goals (Altmann & Trafton, 2002; Brandimonte et
al., 1996; Einstein & McDaniel, 2005), as well as retrospective memory for problem
states (Delaney et al., 2004).

The observation that no effects of interfering task were observed on Goal- or
Current-State memory means that few inferences can be made with regard to the
particular encoding strategies for the different IAC conditions. The pattern-
recollection and move-sequence task appeared to have equal affect on IAC conditions.
However, the lack of a control interruption condition meant that it was not possible to
determine whether, and if so, how disruptive the interference tasks were to memory
for problem solving information. Inclusion of a control interruption condition where
participants were interrupted using the same performance criteria, but assessed on
their memory for Goal- and Current-State information immediately (without
interference task), may have provided a comparable baseline measure for memory for
Goal- and Current-State information. This would have allowed evaluation of how
disruptive the interference tasks were, and would have also provided insight into

immediate working memory for visually presented information.
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Overall, the problem solving strategies adopted by participants in response to
different access costs were in line with previous experiments reported within Chapter
4 and work conducted by Gray and colleagues (Gray & Fu, 2004; Gray et al., 2006).
Despite the fact that problem solving was interrupted mid-way through trials two, five
and nine, participants in the current study again demonstrated stronger reliance upon
memory as a function of increased IAC, and more display-based problem solving
when access costs were Low. This may represent tentative evidence that the effects of
IAC extend to interruption-prone environments. Further discussion of this prospect as

an area of future research can be found in Chapter 5.

4.6. General Discussion

Experiments 4.1a, 4.1b and 4.2 provide support for the hypothesis that small
increments in IAC can be used to facilitate learning during repeated problem solving.
As observed in Chapter 3, participants working with lower access costs
(operationalised by a saccadic eye movement) persisted with the use of display-based
strategies, whereas higher costs associated with accessing Goal-State information
(additional mouse movement and 2.5 second delay) promoted stronger reliance upon
memory during problem solving. With regard to learning during repeated solution of
an eight-puzzle-like BPST problem, higher access costs led to partial improvements in
problem solving efficiency (Experiments 4.1a), better transfer between similar
problems (Experiment 4.1b), and improved memory for Goal-State, Current-State and
planning information when assessed at various points during the problem solving
process (Experiment 4.2). Each of these novel findings will be discussed in turn and

then evaluated with respect to the hypotheses developed within the introduction.
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4.6.1. IAC as a marker of expedited learning

Generally speaking, improvements in problem solving efficiency during repeated
solution of the same eight-puzzle-like BPST problem were seen in each of the IAC
conditions, supporting Anzai & Simon’s (1979) theory of learning by doing.
However, in Experiment 4.1a learning across the ten trials was observed to be more
reliable with higher access costs, thus providing support for the assertion that learning
during problem solving may be improved when memory is used more often (Sweller,
1988; Sweller & Levine, 1982). This conclusion, however, must be taken with some
caution as this result was not statistically replicated in Experiment 4.1b. Further
experimentation is required to assess the validity of the effect of IAC upon learﬂing
observed in Experiment 4.1a.

Higher access costs were also found to facilitate transfer from one eight-puzzle-
like BPST problem to another. Parallels can be drawn between this finding, and that
of Vollmeyer et al (1996), whereby reductions in the extent to which problem solving
was directed by regular comparisons between the Goal- and the Current-State
improved transfer to a novel problem. An increase in the cost associated with
accessing Goal-State information (Experiment 4.1b) increased the extent to which
participants mentally evaluated moves to be made (rather than using the display to
evaluate moves to be made), and thus improved learning during problem solving.
Unlike the problem encountered by O’Hara & Payne (1998) when interpreting the
effects of increased implementation cost on improved transfer, the effect of IAC on
transfer was not complicated by differences in the time spent attempting to solve the
eight-puzzle-like BPST problem during practice.

Unfortunately, no measures were taken of the strategies used to solve the novel

problem in Experiment 4.1b. All participants solved the novel problem with a Low
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IAC interface and no eye-tracker data was collected. Therefore, no inferences can be
made with respect to the influence of IAC upon the selection between memory- and
display-based strategies during solution to the novel problem. For example, it is not
known to what extent the memory-intensive microstrategies adopted by participants
working with High access costs during the practice phase transferred to solution of the
novel Low IAC problem. However, first-move latency data did suggest that no
differences during solution to the novel problem between IAC conditions were
apparent in terms of Davies’s (2003) original conceptualisation of initial planning.

In terms of the transfer literature, the results of Experiment 4.1b appear
generally in line with Sweller and colleague’s assertion that internal processes that
make use of memory during problem solving are required for effective transfer
between problems (Sweller, 1988; Sweller & Levine, 1982). Although at first glance
the frequency with which comparisons are made between the Goal- and Current-State
in the Low IAC condition appear suggestive of weak problem solving methods such
as means-end analysis (Anderson, 1982; 1987), it is difficult to make inferences with
regard to the use of such strategies without further experimentation. However, it can
be concluded that frequently interleaving inspections of the Goal-State between
moves during problem solving can inhibit learning in situations such as the one used
here.

Increasing the cost of inspecting the Goal-State also improved memory for
Goal-State, Current-State and planning information. When assessed following
interruption, Goal-State memory was found to be superior, and the number of plans
recalled improved significantly. In addition, Current-State information was found to
be superior when access costs were High at trial nine. Such results are in line with

theories of transfer- and materials-appropriate processing (McDaniel & Einstein,
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1989; Morris et al., 1977), because the use of memory during problem solving was
more commonplace when access costs were High. In a general sense, Chapter 4 also
provides support for the recent acceptance that memory for goals is not perfect
(Anderson & Lebiére, 1998), and is instead vulnerable to the general constraints of”
human memory (Anderson & Douglas, 2001; Hodgetts & Jones, 2006). Some support
is provided for Altmann & Trafton’s (2002) goal activation model, and in particular

the assertion that memory for goals can be strengthened by increased processing.

4.6.2. Further issues

More attention needs to be paid to uncovering the reasons why small increments in
IAC facilitated transfer of problem solving to a novel eight-puzzle-like BPST in
Experiment 4.1b (following repeated solution of a similar problem from the same
family), but did not facilitate transfer between similar, but different eight-puzzle-like
BPST problems in Experiment 3.3. Most likely, it is envisaged that superior transfer
was observed in Experiment 4.1b because of the increased opportunity to learn the
common methods used to solve the eight-puzzle (Ericsson, 1974a) when solving the
same problem repeatedly. Solving a series of similar eight-puzzle-like BPST
problems with different surface characteristics may have prevented effective learning
of the general method used to solve the eight-puzzle. These studies should be taken as
an initial investigation into the potential use of small access costs to improve learning
and transfer during problem solving. A more detailed analysis of the problem solving
strategies used to solve the eight-puzzle-like BPST would provide useful insight into
the potential impact of IAC upon the use of weak problem solving methods such as

means-end analysis (Anderson, 1987). Further research is required in this area.
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Likewise, it seems important that future research considers the potential
moderating factor of motivation. Since memory has, on occasion, been found to
depend upon motivational factors (see Nilsson, 1987), a useful avenue of research
may seek to explore the possibility that the High IAC effects could have been
achieved by simply instructing participants that by committing the Goal-State to
memory they would not have to keep referring to it, and would thus find the task
easier. Although it is possible that such instructions would have prompted participants
in the Low IAC condition to use memory more often, and thus negated the need for a
High IAC manipulation, it is important to note that a major benefit of using IAC to
promote the use of memory is that this non-deliberate selection (see Gray & Fu, 2004)
is induced by interface design, and is not dependent upon extrinsic factors such as
instructions (that can be forgotten). With regard to the effect of IAC upon recollection
of problem solving information (Experiment 4.2), it is also important to note that, as
in Chapter 2, participants were instructed that their memory for elements of the
primary task would be assessed at various stages (see Appendix M). Finally, the
results reported in Chapter 4 regarding the effect of IAC upon memory for problem
solving information are limited in the sense that no measure of memory for past
solutions was taken. Previous work has found memory for past solutions to be poor
when assessed in tasks such as the Tower of Hanoi (Karat, 1982), Missionaries and
Cannibals (Reed, Emnst, & Banerji, 1974) and Water Jars (Delaney et al., 2004). It
would be theoretically interesting to explore the possibility that small increments to
IAC may also be used to improve memory for past solutions of a problem.

In summary, increasing the cost associated with accessing information from the
interface may provide a means of improving learning and memory of problem solving

information (see also the findings reported in Chapter 2), and transfer from one
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problem solving task to another. Indeed, the use of memory to chunk large problem
states is often cited as responsible for expert performance in a number of domains,
including chess (Chase & Simon, 1973; De Groot, 1966). A new line of research may
wish to address the possibility that access costs seeded appropriately into interface
design could be used as a means of ameliorating the often negative effects of task
interruption (e.g., Edwards & Gronlund 1998; Einstein, McDaniel, Williford, Pagan,
& Dismukes, 2003). The development of a more elaborate internal representation of
the problem space due to higher access costs may go some way to facilitating
recovery from interruption. A discussion of this concept as a line of further research

can be found in Chapter 5.
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Chapter 5

GENERAL DISCUSSION

5.1. Aims of the thesis

In response to the deluge of information currently available to operators of complex
systems, such as those found in the modern aircraft cockpit, much applied attention
has been focussed upon developing methods of increasing the accessibility of
information provided within the interface (see Bennett & Flach, 1992; Vicente, 2002;
Wickens & Hollands, 2000 for useful reviews). However, the topic has not received
commensurate attention within relevant fields such as cognitive and psychological
science, where recent work suggests that increasing the accessibility of information
provided within the interface may lead to excessive reliance upon the display as .an
external memory source (Gray & Fu, 2004; Gray, Simms, Fu, & Schoelles, 2006).
The present thesis, therefore, endeavoured to redress this issue, demonstrating that
unwanted side effects can occur with design methods used to increase the accessibility

of information provided with the interface.

5.2. Summary of key findings

First and foremost, the current thesis demonstrates that externally supported human
behaviour is highly sensitive to small changes associated with the accessibility of
information provided within the interface. Secondly, a number of unwanted side
effects associated with increasing the accessibility of information provided within an

interface have been observed (concerning memory, planning and learning). Prior to
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discussion of the relevant contributions to psychological theory and applied practice,

each of the key findings will be summarised in turn.

5.2.1. Improved memory for fused information with reduced availability of onscreen
information

One of the major concerns outlined in Chapter 1 associated with the use of integrated
display design and information fusion more generally, was that human operator
behaviour may become overly characterised by reliance upon the display as an
external memory source (Gray & Fu, 2004; Gray et al., 2006; O’Regan, 1992;
Parasuraman & Riley, 1997). One potential negative consequence of this might be
problematic retention of visual-spatial information. The thrree experiments contained
within Chapter 2 provided empirical support for this assertion.

Experiments 2.1 and 2.2 demonstrated that fusion of information improved
pilots’ ability to use onscreen information to estimate the position of a number of
locations during simulated flight missions, relative to the provision of unfused
information. Thus, much work demonstrating the benefits of integrated display design
was supported (e.g., Vicente, Moray, Lee, Rasmussen, Jones, Brock, & Djemil, 1996;
Woods, 1991). More interesting, in terms of the goals of the current thesis however,
was the finding that the fused display also yielded a disproportionate rate of

forgetting, when compared to the unfused display.

In an attempt to uncover the processes responsible for this effect and improve
the retention of visual-spatial information when working with a fused display,
Experiment 2.3 manipulated the temporal availability of fused information provided
onscreen during flight missions. Perhaps counter intuitively, reducing the availability

of onscreen information improved memory for fused information tested ninety
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seconds following each flight mission. Importantly, this was not at the expense of
disadvantages experienced during flight missions and is likely to be due to stronger
reliance upon internal processes (such as memory and inference making) during flight
missions. In fact, reduced availability also had the unexpected benefit of improving

location accuracy during flight performance.

5.2.2. The deployment of memory & planning during problem solving as effected by
the cost of accessing information

A more detailed analysis of the effects of small changes to the cost of accessing
information from an interface during problem solving is reported in Chapter 3, where
three experiments examined the selection between microstrategies during solution to
several different Blocks Problem Solving Task (BPST) problems. In particular, the
use of memory and planning as a function of small changes to the cost of accessing
goal-state information was examined using both quantitative (e.g., inter-move
latencies, time and moves to solution) and qualitative measures (eye-tracking and
verbal protocol data).

Experiments 3.1 and 3.2 found small changes to information access cost (IAC)
to have large consequences for the deployment of memory and planning during
problem solving. Essentially, small increments in IAC led to stronger reliance upon
internal, as opposed to external, representations during problem solving, extending
previous work conducted with routine copying (Fu & Gray, 2000; Gray et al., 2006)
and programming tasks (Gray & Fu, 2001; 2004). The results obtained using a
relatively simple BPST were also found to generalise to a more complex eight-puzzle-
like BPST used in Experiment 3.3, and the nature of planful behaviour was observed

to change according to small differences in IAC (Davies, 2003).
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5.2.3. The effect of goal-state accessibility on learning during solution to an eight-
puzzle-like BPST

Based upon work positing that the extent to which problem solving is display- or
memory-based will affect learning (e.g., Sweller, 1988; Sweller & Levine, 1982),
three experiments contained within Chapter 4 found evidence for the hypothesis that
small increments in IAC (in line with those studied in Chapter 3) could facilitate
learning during problem solving. During repeated solution of an eight-puzzle-like
BPST problem, Experiments 4.1a and 4.1b found that participants working with lower
access costs persisted with the use of display-based strategies, whereas higher costs
associated with accessing goal-state information prompted stronger reliance upon
memory during problem solving. Although only partial improvements in problem
solving proficiency were observed during the ten trials (Experiment 4.1a), Experiment
4.1b provided strong support for the hypothesis that higher access costs would
facilitate transfer of learning to a novel but similar problem. Finally, Experiment 4.2
found that higher access costs improved memory for goal-state, current-state and
planning information at various points during repeated solution to an eight-puzzle-like
BPST problem. This effect, it is argued, is a direct consequence of the regular use of

memory during problem solving, as induced by higher access costs.

5.3. Contributions to psychological theory

5.3.1. Soft constraints hypothesis

The experimental chapters contained within this thesis provide much additional
support for the ‘soft constraints hypothesis’ of interactive behaviour (see Gray & Fu,
2004). Gray & Boehm-Davis (2000) demonstrated that changes in the realm of

milliseconds to the design of an interface can manifest substantial consequences for
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the selection between different microstrategies. Following from this, Gray and
colleagues (Gray et al., 2006) have begun to establish the role of soft constraints in
bounding the use of memory during a routine copying task, the Blocks World Task
(BWT), originally developed by Ballard, Hayhoe, & Pelz, (1995). Focus has been
upon changes to information accessibility, and essentially, as the cost associated with
accessing information from the BWT increased, a shift in strategy was observed from
an interaction-intensive reliance upon external representations, to memory-intensive
reliance upon internal representations. Despite this reliable finding during routine
low-level tasks (Ballard et al., 1995; Fu & Gray, 2000; Gray & Fu, 2001; 2004; Gray
etal., 2006), no notable attempt had previously been made to extend this work to the
problem solving domain (cf. Fu & Gray, 2006).

Using an externally supported problem solving task, the BPST, Chapter 3 found
substantial evidence that least-effort tradeoffs concerning the use of memory observed
during routine copying were also evident during problem solving. Small changes to
the cost associated with accessing goal-state information reliably led to substantial
differences between the selection of interaction- and memory-intensive
microstrategies, with higher access costs inducing more memory-dependent problem
solving, and lower access costs encouraging display-based problem solving. The
current research thus adds weight to the adaptive view of human memory (Anderson
& Milson, 1989; Anderson & Schooler, 1991; 2000), and the growing perspective that
studies of human memory need to consider its properties as a reflection upon the
structure of the environment it is used within.

Furthermore, the soft constraints imposed by changes to IAC reported within
Chapter 3 were not found only to bound the use of memory, but also influenced the

selection between planning styles (Davies, 2003). This is discussed at length in
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Section 5.3.2. Chapter 4 also extended the analysis of soft constraints to a learning
environment, whereby participants were required to repeatedly solve the same BPST
problem ten times. The effects of IAC upon the selection between memory- and
display-based problem solving search strategies were not found to be limited to
scenarios within which participants were required to solve a series of different
problems. Rather, very similar consequences were observed within situations where

considerable learming would be expected (see Section 5.3.3).

3.3.2. Initial & concurrent planning

Recent advances within the rational analysis framework (Anderson, 1990) have also
demonstrated that the extent to which individuals engage in planful behaviour can be
based upon cost-benefit considerations of the task structure (e.g., O’Hara & Payne,
1998). However, no attempts previous to the current thesis had been made to elucidate
the role of the task structure in influencing selection between different forms of
planning (with the exception of task complexity — Davies, 2003). Nor had any attempt
been made to evaluate the effect of information accessibility upon planning
behaviour. In a recent synthesis of the planning literature, Davies (2003) made an
important distinction between what he termed ‘initial’ and ‘concurrent’ planning.
Both are seen as important forms of planning, but each make different demands upon
working memory. According to Davies (2004), initial planning occurs prior to the
solution of a problem, and is thus evaluated mentally, whereas concurrent planning
occurs ‘on-line’, with external representations of the task space playing a substantial
role during evaluation of plans. Parallels drawn between the demands of these two

types of planning upon memory and the effect of IAC upon memory during problem
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solving (see Chapter 3) led to the prediction that small changes to information
accessibility may affect the nature of planning deployed.

Quantitative analysis of participants’ inter-move latencies in Experiments 3.2
and 3.3 in line with Davies (2003), and qualitative analysis of concurrent verbal
protocol collected in Experiment 3.3 in line with Ericsson (1975), suggested that
lower access costs encouraged more display-based concurrent planning, whereas
higher access costs promoted more memory-based initial planning. Furthermore, as
detailed in Chapter 3, an extension of Davies’s (2003) original conceptualisation of
initial planning was deemed necessary in order to capture the ‘episodes’ of memory-
based planning observed when access costs were high.

The results reported within Chapter 4 also advance our understanding of initial
and concurrent planning, by providing the first evaluation of the effect of each upon
learning. Support was found for the assumption that learning during problem solving
is, in part, determined by the extent to which problem solving is display/memory-
based (O’Hara & Payne, 1998; Sweller, 1988; Sweller & Levine, 1982). Given that
initial planning is largely memory-based, whereas concurrent planning is
predominantly display-based, it was perhaps not surprising to find that the selection of
an initial planning style (prompted by High access costs) led to more reliable learning
during repeated solution of an eight-puzzle-like BPST problem (Experiment 4.1a),
better transfer of problem solving knowledge from one problem to another
(Experiment 4.1b), and superior memory for problem solving information
(Experiment 4.2). Although a concurrent display-based planning strategy appeared
capable of supporting problem solving when participants were required to solve a
series of different BPST problems (Chapter 3), it provided fewer affordances for

learning during repeated solution of the same eight-puzzle-like BPST problem in

-193-



Chapter 4. This finding is a novel contribution to the planning literature, and may be
of great interest to the applied community where the same probem often needs to be

solved repeatedly (Delaney, Ericsson, & Knowles, 2004).

5.3.3. Performance versus learning

One common theme residing within this thesis is that individuals may attempt to
maximise short-term performance at the expense of longer-term learning. This
potential tradeoff is not unique to the current discussion, and has been explicitly
entrenched within psychological theories such as ‘transfer-appropriate processing’
(Morris, Bransford, & Franks, 1977), ‘cognitive load theory’ (Sweller, 1988), the
transfer literature from Woodworth onwards (e.g., Thorndike & Woodworth, 1901),
and ‘levels of processing’ since the seminal work of Craik & Lockhart (1972).

With regard to transfer-appropriate processing, it has been argued that matching
the cognitive demands experienced during learning with those observed at retrieval
will give rise to better retention of skill than mismatched learning and retrieval
conditions. Thus, if the cognitive demands experienced as a result of maximising
short-term task performance do not match those required for long-term retention, poor
learning will be observed. Relatedly, recent perspectives on cognitive load theory
have stipulated that so-called ‘germane cognitive load’ can facilitate learning (van
Merriénboer, Schuurman, de Croock, & Paas, 2002), provided that the mental effort
directed towards learning does not exceed the available processing capacity (which
may also be affected by ‘intrinsic’ and ‘extraneous’ cognitive load).

Support for the assertion that optimising behaviour to facilitate short-term
performance can, under certain circumstances, decrease long-term learning can be

found in Chapters 2 and 4 of the current thesis. In particular, emphasis is placed upon
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the role of information accessibility as a moderator of this phenomenon. For example,
Experiment 4.1b demonstrated that when information was highly accessible during
externally supported problem solving, participants chose to rely heavily upon external
(rather than internal) representations of the task space (presumably in an attempt to
reduce overall cognitive load and the time required to solve the first few problems).
This persistent reliance upon display-based problem solving was found to mask the
development of generic problem solving schemata necessary for the transfer of
knowledge from one eight-puzzle-like BPST problem to another. Similar over-
reliance upon display-based problem solving also led to decrements in the long-term
retention of problem solving information in Experiment 4.2. The general argument
put forward in this thesis that making information harder to access can improve
memory and learning is more closely aligned to incidental, as opposed to intentional,
theories of learning and memory (see Postman, 1964).

These experiments add to the growing body of knowledge derived from a
number of domains suggesting that relevant internal processing can improve
subsequent task performance relative to passive reliance upon equivalent information
provided within the environment (e.g., Duggan & Payne 2001; Glover, 1989; Lintern,
1980; McNamara, Kintsch, Songer, & Kintsch, 1996; Palmiter, Elkerton, & Bagget,
1991; Schmidt & Wulf, 1997). Indeed, the results summarised above are much
aligned with Schmidt & Bjork’s (1992) important review of the training literature. In
this review, Schmidt & Bjork noted that in both the fields of motor and cognitive skill
training, strategies that facilitated immediate performance would often lead to poor
long-term retention or transfer. Effective training methods were identified as ones that

introduced difficulties to the learner, and allowed for the practice of problems likely

to be faced in transfer situations.
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It is argued that the accessibility of information provided within the interface
can be seen as a moderator of transfer-appropriate processing (Morris et al., 1977) and
germane cognitive load (van Merriénboer et al., 2002). Although previous work has
shown that concurrent feedback can act as a temporary crutch to performance and
lead to subsequent decrement to retention of skill over time (e.g., Lintern, 1980;
Patrick & Mutlusoy, 1982; Schmidt & Wulf, 1997), the experiments contained within
Chapters 2 and 4 of the current thesis are the first to demonstrate the sensitivity that
exists with respect to small changes to the accessibility of information provided
within the interface. Furthermore, they allude to a novel approach in encouraging
transfer of learning, which has historically been dogged by failed attempts and
inconsistent findings (Stammers & Patrick, 1975). Rather than explicitly providing the
problem solver with hints in an attempt to promote transfer of learning, the novel
approach developed herein is able to utilise display design, and information access
costs in particular, to encourage the problem solver to select certain behavioural

microstrategies that are known to facilitate learning and transfer.

5.4. Implications for information fusion & integrated display design
The findings reported herein strongly suggest that more work is required from a
Human Factors perspective when evaluating the effectiveness of integrated display
design and information fusion technologies alike. Indeed, support is derived for the
importance of paying close attention to the affordances provided by different
cognitive artefacts within an operator’s task space (Garbis, 2002), and how these may
orient, and can be used to, support operator behaviour in the best possible way.

At no point during the current thesis is it suggested that we would be better off

without integrated/fused approaches to display design. Indeed, the current findings do
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not take away from the many benefits observed when principles of information
integration are put into practice (Bennett & Flach, 1992; Vicente, 2002; Wickens &
Hollands, 2000). However, when considering the primary goal of increasing the
accessibility of information provided within an interface, the current thesis does
demonstrate that boundary conditions may apply, determining tradeoffs and situations
within which increased accessibility to externalised information can have unwanted

side effects for operator behaviour.

5.4.1. Consequences of ‘mundane’ changes to information accessibility

Complex system interface designers should be aware of the behavioural repercussions
caused by very small, or in Gray & Boehm-Davis’s (2000, p. 322) words “mundane”,
changes to the accessibility of information provided within an external display.
Although most of the effects observed within the current thesis concern changes in
information accessibility within the realms of two (Chapters 3 & 4) and eight seconds
(Chapter 2), it is important to note that smaller manipulations to information
accessibility have also been shown to have significant consequences for participant
behaviour. For example, the frequency with which participants chose to inspect the
goal-state during solution to a number of different BPST problems decreased
significantly as a consequence of an increase in IAC from Low (saccadic eye
movement to the goal-state) to Medium (saccadic eye movement plus mouse
movement to the goal-state). This was true for all experiments contained within
Chapters 3 and 4. Indeed, this had reliable consequences for the number of moves
made per goal-state inspection, and thus can be said to have had a substantial effect
upon the use of memory during problem solving. In addition, the same increase in

IAC from Low to Medium significantly altered the distribution of inter-move
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latencies and the length of first-move latencies (Experiments 3.2 & 3.3) in a manner
suggestive of initial planning strategies (Davies, 2003).

It is envisaged that a more detailed analysis of the consequences of small
changes to information accessibility may further our understanding of the effective
use of integrated display design and information fusion more generally. Although
increasing the ease with which information can be extracted from an interface is often
cited as the primary goal of integrated display design (Bennett & Flach, 1992;
Vicente, 2002; Wickens & Carswell, 2000), it is anticipated that when developing
methods for integrating and fusing information from multiple disparate sources, small
changes to information availability and accessibility will often be overlooked. The
current thesis suggests that complacency over such issues may lead to substantial and
often counterintuitive repercussions for operator behaviour. The findings reported in
the current thesis recommend that when information from different sources needs to
be integrated in order to arrive at a decision, it is important that all information be
accessible with minimum spatial or temporal displacement due to the limited capacity
of working memory (Baddeley, 1986). However, if no boundaries are set upon the
viewing of externally presented information, the current thesis also suggests that
internal processing will be discouraged.

We know that reducing the availability of information provided within a fused
display can actually improve operator performance during or after simulated flight
missions (Experiment 2.3), and increasing the cost associated with accessing task- '
relevant information during problem solving can facilitate learning during problem
solving (Experiments 4.1b and 4.2). Perhaps there are other paradoxical and under-
researched issues surrounding information accessibility and display design? Indeed, it

is worth bearing in mind the many caveats associated with the use of automation (see
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Parasuraman & Riley, 1997 for a review). Recent research in this area has begun to
explore the potential benefits of ‘adaptive automation’ (e.g., Hillburn, Jorna, Byme, &
Parasuraman, 1997, Kaber, Wright, Prinzel, & Clamann, 2005), and this may be a
concept worth exploration in the field of information fusion and integrated display
design (see Section 2.6.3 for a more in-depth discussion of this topic).

Further research needs to consider the possibility that, by encouraging stronger
reliance upon memory during interactive behaviour, higher access costs may have a
deleterious effect on cognitive resources such as concurrent attention and
comprehension (Wickens & Hollands, 2000). There is a need to examine the effect of
IAC on processes other than memory before implementing any delays to display
access in contexts where multi-tasking is relevant. Indeed, it would also seem
important to examine more closely how user experience may be affected by IAC. For
example, one might predict that usability ratings would have been most favourable
when information accessibility was highest in all experiments reported in this thesis
(had participants been questioned in such a way). Before implementing access costs
as a design feature for encouraging the use of memory during interactive behaviour,
research would need to address how this may affect other aspects of user experience.
One would certainly want to avoid potential frustration with the interface brought
about by a perceived display-task mismatch. Figure 3.4 suggests that the use of
memory varied more when IAC was High than Low in Experiment 3.1. Perhaps this is

indicative of negative user experiences with a High access cost interface?

5.5. Limitations and caveats

Before proceeding to future directions and conclusions, a number of further

limitations need to be raised that may impact upon the results reported within this
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thesis. For the purpose of brevity, specific issues concerned only with particular
experiments discussed previously will not be reiterated here. Instead, a general
discussion of important caveats can be found under the headings ‘methodological

issues’ and ‘restrictions of scope’.

5.5.1. Methodological issues

Firstly, although the majority of performance measures used within the current thesis
appear relatively straightforward (e.g., location accuracy, time-on-task, moves-to-
solution), one must always be cautious when generalising from behavioural data to
cognitive processes. Perhaps the most straightforward measure used within the current
thesis was that of location accuracy used in all experiments contained with Chapter 2.
However, how far can one generalise from the measures of recollection reported in
Chapter 2 (and in a similar fashion in Experiment 4.2) to processes of recognition?
Before definitive recommendations can be made regarding the design of fused
environments for the effective retention of visual-spatial information, research must
address the potential influence of external cues within many applied tasks that may
affect recognition memory (see Yonelinas, 2002 for an extensive review of the
distinctions made between recollection and recognition memory).

Potentially more contentious, has been the extensive use of eye-tracking data to
make inferences regarding the use of internal and external memory sources
throughout Chapters 3 and 4, and the use of verbal protocol data to make inferences
regarding planning style within Experiment 3.3. Many of the arguments concerning
the use and misuse of verbal protocol have already been covered in Experiment 3.3,
and thus will not be discussed again. However, it is worth noting that it is not possible

to determine the precise validity of the protocols collected, the extent to which
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obtained given the materials chosen will generalise to other task domains. The first
experimental chapter chose to base all experiments upon the Information Fusion
Testbed (IFT) purely for ecological validity. However, inherent applied constraints
meant that problems of representational equivalence (Larkin & Simon, 1987)
surrounded the first experiment (2.1), and thus had to be removed in subsequent
laboratory-based studies (Experiments 2.2 & 2.3). The BPST was developed for use
in Chapters 3 and 4 in an attempt to effectively measure the consequences of
manipulating IAC within a problem solving context. Without further experimentation,
however, it is impossible to determine the extent to which the results observed using
the BPST extend to more established problem solving tasks such as the Tower of
Hanoi (e.g., Anderson & Douglass, 2001), or everyday problems such as compiling a
manuscript using a typical word processing package with information located at a
number of different sources (O’Hara, Taylor, Newman, & Sellen, 2002). It is
currently not known to what degree, and by what manner, differences in the
accessibility of information provided within the interface may affect other cognitive
activities such as decision making (Payne, Bettman, & Johnson, 1988).

The experiments reported within this thesis have tended to adopt conservative
between-subjects designs whenever possible (with random assignment to conditions)
so as to minimise the influence of carry-over effects and asymmetric transfer
(Poulton, 1982). Although all inferential statistics reported were scrutinised at the .05
alpha level using two-tailed hypotheses, there is always the possibility that pertinent
results may have been overlooked (type II errors) due to a lack of experimental power
(Cohen, 1988). Where planned comparisons were not fully justified, all paired

comparisons were Bonferroni-corrected in order to reduce the chance of making type

I errors.
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5.5.2. Restrictions of scope
Additional restrictions of scope must also be noted. First and foremost, individual
differences associated with completion of the IFT or BPST have not been addressed.
It is quite probable that different participants will have approached these tasks in
different ways, with certain individuals having preconceived preferences for specific
strategies and methods (Davies, 2003; Roberts & Newton, 2001). Rather than
examining individual differences, the current data have been used to develop average
scores for each treatment condition. In addition to the limited analysis of behavioural
data, it must also be noted that the observed effects of IAC have been couched at a
rather general level. That is, contributions of time, physical and mental effort (all of
which can be considered components of the heterogeneous variable IAC) were not
separated. One previous study that has attempted to delineate the components of IAC
(Gray et al., 2006) determined time to be the only important factor. Although not
explicitly stated, time also features as an underlying theme within O’Hara & Payne’s
(1998; 1999) cost-benefit analysis of the implementation cost. The results reported
within the current thesis also accommodate such a proposal, but do not provide
definitive evidence either way. Furthermore, existing models of strategy selection
based upon IAC (e.g., Gray et al., 2006) have thus far failed to acknowledge or
control for the potential costs incurred via switches in attention between disparate
sources of information (e.g., van der Heijden, 1992). Examination of such
contributions may reveal consequences for access strategies based upon the nature of
the material one is switching between.

Although examined to some extent, problem solving complexity was not
manipulated successfully within task due to inherent difficulties in defining

complexity within tasks presenting problem spaces as large as those found in the
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eight-puzzle-like BPST (Naylor & Briggs, 1963). For example, much ‘element
interactivity’ (Ginns, 2006) and a lack of task constraints and structured subgoaling
(Anderson, 1990) during solution to the BPST proved problematic in defining
complexity. Davies (2003) used the more structured Tower of Hanoi (ToH) as a
foundation for his exploration of the benefits of initial and concurrent planning under
different levels of task complexity, and it is argued here that a more structured task,
such as the ToH, would be required to effectively evaluate any interaction between
the effects of IAC upon problem solving efficiency and task complexity.

One particular finding that carries much weight within Chapter 4, but requires
further attention, is the improved transfer of knowledge from one eight-puzzle-like
BPST problem to another when access costs were High following repeated solution to
the same problem. Firstly, a fine-grained analysis of the use of memory and planning
during transfer is required to provide much needed insight into the underlying
mechanisms responsible for this transfer effect (discussed in Section 4.6). Secondly,
further experimentation is needed to answer the question: would the observed effects
of IAC upon transfer generalise to a different problem solving task? O’Hara & Payne
(1998, Experiment 4) addressed this question with regard to manipulation of the
implementation cost (IC). Despite finding that increasing IC during repeated solution
to an eight-puzzle problem improved transfer to another eight-puzzle problem, no
evidence of transfer from one problem solving task to another was obtained.

Finally, the current thesis is not able to comment upon Gray & Boehm-Davis’s
(2000) explicit proposal that individuals acquire rules that govern the selection
between candidate microstrategies during previous experiences, which predicate a
largely automatic process in the future. Assumptions of automaticity (at the neuronal

or subsymbolic level) are also shared by Card, Moran, & Newell (1983), the soft
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constraints hypothesis (Gray & Fu, 2004) and cognitive theories of ACT-R (Anderson
& Lebiére, 1998). Specific measurements of the selection between memory and
planning strategies reported within the current thesis did not attempt to determine
levels of deliberation or automaticity. Likewise, no comments were made on this topic
by O’Hara & Payne (1998) when discussing the effects of the implementation cost on
planning behaviour, or Davies’s (2003; 2004) conceptualisation of the selection

between initial and concurrent planning styles.

5.6. Future directions

In addition to the points of interest noted above, the current thesis also proposes two
major research topics that require further attention; the externalisation of information
to support human behaviour (Section 5.4.1) and the potential use of access costs to

facilitate recovery from task interruption (Section 5.4.2).

5.4.1. Are external representations always helpful?

Research has been conducted in a number of domains detailing the benefits to human
performance of providing an external representation of the task space (e.g., Larkin,
1989; Kotovsky, Hayes, & Simon, 1985; Zhang, 1997; Zhang & Norman, 1994;
Valleé-Tourangeau & Penney, 2005). Indeed, much work has also focussed on
developing methods for increasing the speed with which users can interact with, and
extract information from, such devices (see Bennett & Flach, 1992; Hutchins, Hollan,
& Norman, 1985; Wickens & Hollands, 2000 for useful reviews). However, very little
work has begun to consider the potential caveats associated with the use of external
representations as an aid to performance (cf. van Nimwegan, Oostendorp, &

Tabachneck-Schijf, 2004; 2005). Indeed, within the context of graphical displays,
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Scaife & Rogers (1996) concluded that despite the “intuition” of the value of such
external representations, “we have no well-articulated theory as to how such an
advantage might work™ (p. 200).

Coupled with previously reported decrements to performance associated with
increasing the speed of interaction with an interface (O’Hara & Payne, 1998; 1999;
Golightly, 1996; Svendsen, 1991), the current findings further suggest that the
philosophy of designing an interface so as to speed interactions with, and extract
information from, can be seen as an overly simple one (Payne, Howes, & Reader,
2001). The cognitive resources available for interacting with an interface are not
always used most effectively (Svendsen, 1991). Instead, the allocation of cognitive
resources can be seen as an optimisation to the particular task structure (Anderson,
1990). Therefore, in order to improve performance on a particular task, the solution
will not always be as simple as externalising as much information as possible. Rather,
effective design of human-interface interaction should encourage the use of desired
behavioural strategies and discourage others. If learning of information provided
within an interface is a requirement, behaviour should be directed towards the use of
available mental resources, and less so towards the use of external representations of
the task space. However, if fast interaction is of utmost importance, behaviour should
be directed towards the use of perceptual-motor strategies, and therefore more
externalisation of available information may be useful.

Put simply, there is a growing need for the Human Factors and Ergonomics
communities to appreciate both sides of the coin: external representations of the task
space can provide much support in the form of information, but can also detract from
the development of internal representations of the task space. The application of this

conclusion is not limited to the purposeful design of an interface to encourage certain
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behaviours, but may also prove a useful tool when evaluating the potential
consequences of unavoidable costs to accessing task-relevant information. For
example, when searching for raw data within a highly integrated interface, operators
are often required to ‘drill-down’ into higher-order functional information to retrieve
to physical data (Vicente, 2002). This action, ironically, has its own cost in terms of

access time and effort and will thus require assessment.

5.6.2. The use of access costs to ameliorate the negative effects of task interruption
Reinstating intentions and memory following task interruption can be difficult
(Einstein, McDaniel, Williford, Pagan, & Dismukes, 2003), and limited research has
begun to examine methods by which task and interface design can support
interruption tolerance (e.g., Oulasvirta & Saariluoma, 2006). Given the finding that
small increments in IAC can facilitate the development of a robust internal
representation of the task space (Experiments 4.1b & 4.2), one might argue that an
obvious application of this effect would be to seed access costs appropriately within
interface design in an attempt to temper the often negative effects of task interruption.
The use of access costs to facilitate the development of memory skills during
interface interaction may provide some resilience to the negative effects of
interruption (Edwards & Gronlund, 1998). Indeed, when interrupted at various points
during repeated solution to an eight-puzzle-like BPST problem, Experiment 4.2 found
participants working with higher access costs (within the primary task) to demonstrate
superior memory for goal-state, current-state and planning information. Improved
memory for goals and ‘position-in-task’ is likely to facilitate recovery from
interruption in some form or another (e.g., faster r¢sumption times — Trafton,

Altmann, Brock, & Mintz, 2003; fewer procedural errors — Bymne, & Bovair, 1997).
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The major advantage associated with the use of access costs to aid recovery
from interruption would be that the structure of the interface would encourage the
general development of a robust internal representation of the task space, and thus, the
operator would be equipped to deal with interruptions more effectively when no time
was available for preparation (Trafton et al., 2003) or negotiation of interruption onset
(McFarlane, 2002), and the use of exogenous cues was not practical (McDaniel,
Einstein, Graham, & Rall, 2004). In fact, there are currently mixed opinions regarding
the effectiveness of each of these more established methods for combating task
interruption (Morgan, 2005).

Contrary to the above suggestion that interruption tolerance may be supported
by harnessing the interface so as to encourage the use of memory-based strategies,
Larkin (1989) has posited the opposite: that one major advantage of display-based
strategies may be supporting recovery from interruption. Although Larkin provided
no empirical evidence for this assertion, she argued that the cues contained within an
external display can direct the user towards the required behaviour following
interruption. Task interruption is often likely to affect an individual’s internal
representation of a task, but will rarely affect the external representation of a task. It is
clear that future work intending to disentangle the use of memory- and display-based
strategies to ameliorate the negative effects of interruption will require careful
consideration and intelligent experimental design. The first step, however, may be to
replicate and extend the results reported in Experiment 4.2.

No control interruption condition was used in Experiment 4.2, and thus it is not
possible to infer how ‘immediate’ memory would have compared to the obtained
measures of ‘delayed’ memory. Interference type had no effect upon memory for

goal- or current-state information. However, both interference tasks were highly
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similar to the primary BPST, and thus further investigation of similarity of
interruption, complexity of interruption and length of interruption would likely
provide further insight into the processes responsible for improved memory for task-
relevant information in the High IAC condition (Hodgetts & Jones, 2006). In addition,
future experiments should return participants to the primary task following
interruption and gather measures of resumption lag, procedural errors and prospective
memory (Altmann & Trafton, 2002; Brandimonte, Einstein, & McDaniel, 1996;
Einstein & McDaniel, 2005).

An equally worthy future direction would be to investigate the extent to which
the effects of IAC observed during routine copying (Fu & Gray, 2000; Gray et al.,
2006), programming tasks (Gray & Fu, 2001; 2004) and problem solving (Chapters 3
& 4 of the current thesis) extend to analogous, yet ‘interruption-prone’ environments.
Would the selection between microstrategies be affected, for example, by the
frequency with which one is interrupted during task performance? As frequency
increases, one might expect to see adaptation (Anderson, 1990). For example, regular
interruptions may invoke more internalisation on behalf of operators working with
lower access costs in the hope that more robust internal representations of the task
space may facilitate recovery from interruption.

Frequent interruptions experienced by operators working with higher access
costs may prompt the strategic decision to internalise less, if users felt relying upon
information provided within the external display was a better method of tolerating
frequent interruption. Although not designed to answer such questions, Experiment
4.2 provides preliminary tentative evidence that the effects of IAC observed during
Experiment 4.1a (interruption-free) extend to an analogous, yet interruption prone,

problem solving environment. However, it is anticipated that larger manipulations of
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interruption frequency (Monk, 2004) will be required in order to discover the extent to
which the selection between memory- and display-based strategies contingent upon
IAC is affected by task interruption and multi-tasking (Adams, Tenney, & Pew, 1995;
Monsell, 2003).

It is envisaged that a variety of other methods may exist by which tweaks to the
design of an interface could discourage over-reliance upon the display as an external
memory source (O’Regan, 1992) and facilitate the development of a robust internal
representation of the task space. Manipulations of information accessibility have been
the current focus (Experiment 2.3, 4.2). However, intuition suggests that previously
discussed manipulations to the implementation cost (O’Hara & Payne, 1998; 1999)
may also lead to improved memory for task-relevant information. As of yet, this has

not received empirical assessment.

5.7. Conclusions

The current thesis provides the first detailed analysis of the effects of increasing the
accessibility of information provided within an interface upon memory, planning and
learning. Much support is derived for the ‘soft constraints hypothesis’ of interactive
behaviour (Gray & Fu, 2004; Gray et al., 2006), within which small changes to the
cost of accessing information lead to surprisingly large consequences for the selection
between different behavioural strategies. The current thesis found the use of memory
and planning to be influenced by variations upon IAC within the realms of
milliseconds (Gray & Boehm-Davis, 2000). Without contesting the many established
benefits of integrated display design and information fusion more generally (see

Bennett & Flach, 1992; Vicente, 2002; Wickens & Hollands, 2000 for useful
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reviews), a number of negative side effects are detailed associated with increasing the
accessibility of information provided within an interface.

At first glance, many of the findings appear counterintuitive. However, theories
of ‘transfer-appropriate processing’ (Morris et al., 1977) and ‘germane cognitive load’
(van Merriénboer et al., 2002) are proposed to account for the results. It is argued that
when information is highly accessible within an interface, over-reliance upon the
display as an external memory source (O’Regan, 1992) may mask the development of
a robust internal representation of the task space. Advances are made to our
understanding of the adaptive use of memory (Anderson, 1990; Anderson & Milson,
1989; Anderson & Schooler, 1991) and planning during problem solving (Davies,
2003; O’Hara & Payne, 1998). Least-effort tradeoffs determining reliance upon
internal and external representations of the task space contingent upon small changes
in IAC, previously reported with a routine copying task (Fu & Gray, 2000), have been
extended to a similar but more complex problem solving task (Chapter 3).

Overall it is argued that designers of complex system displays must exercise
more caution when manipulating the accessibility of information provided within the
interface. In particular, there is a growing need for the Human Factors and
Ergonomics communities to appreciate the perceived tradeoff between the use of
external representations to provide the operator with highly accessible information,
and the associated risk in terms of the problematic development of internal
representations of the task space. Importantly, the reported findings have been
observed during both static (Chapters 3 & 4) ?,nd dynamic presentation of visual
information (Chapter 2), thus strengthening the case for careful consideration,
regardless of medium (Chandler, 2004), of the cognitive and behavioural factors

associated with manipulations of information accessibility.
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Appendix A: The twelve different BPST Goal- and Start-States used in Experiments
3132,

1 Goal Start

2 Goal

3 Goal Start

Goal Start

P

Goal Start
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8 Goal Start

9 Goal

Start

Start

-2ek



Appendix B: The six different 17 move eight-puzzle-like BPST Goal- and Start-
States used in Experiment 3.3.

1 Goal Start

(\S]

Goal Start

W

Goal Start

£

Goal Start

Goal Start

W

Goal Start

6
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Appendix C: The two different 17 move BPST Start-States used in Experiments 4.1a
& 4.1b (same Goal-State), and the 17 move Goal- and Start-State for the novel
transfer problem used in Experiment 4.1b.

Goal-State

Start-State A Start-State B

Novel Goal-State Novel Start-State
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Appendix D: The two different 17 move eight-puzzle-like BPST Goal- and Start-
States used in Experiment 4.2.

Goal-State Start-State
Problem A
= H
Goal-State Start-State
Problem B
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Appendix E: The three configurations used in the pattern-recollection interference

task in Experiment 4.2.

1

2

3
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Appendix F: The three Start-States and the objectives to be achieved in the move-
sequence interference task used in Experiment 4.2,

Get the black to the left of the red, and
the green to the left of the black

Get the pink to the left of the red, and
the black to the left of the pink

Get the blue to the left of the green, and
the black to the left of the blue

-242-



Appendix G: Experiment 2.1 Instructions.

You are required to complete a number of different scenarios flown using the
Information Fusion Testbed (IFT). The scenarios are based on a mission against one,
two or three sites within a designated Area of Responsibility (AOR). Your task is to
estimate the location of the sites. The number and location will vary between one, two
or three for each trial. The task is to be undertaken by a pair of aircraft, one flown by
you as the lead pilot and the other flown by our resident 'pilot' as your wingman.
During the trial please refrain from communicating with your wingman. During the
scenarios, your task will change depending on the display under investigation. You
will receive verbal instructions describing each scenario before they begin.

Your main task is to accurately locate the sites in the AOR as quickly and as
accurately as you can. You will be advised of the AOR, as the terrain surrounding the
AOR will appear greyed out. It is essential that you to stay within the designated
AOR, as flying outside of this area will cause the trial to be restarted. You should try
to fly the task at a constant speed of 600 Kts and at 15,000ft.

We advise you to fly a square pattern within the AOR to maximise coverage by the 40
nautical mile radius of the Radar. In addition, when fusion is enabled, see Display 2
below, the IFT tracking accuracy can be enhanced by maintaining a steady and
continuous rate of change of sight-line to the site. It is, therefore, beneficial to avoid
flying directly at any site, be that either a single entity or one of a cluster. You should
try to complete the task with the aim of minimising the amount of time spent
identifying sites. The time taken to identify sites will be recorded as a measure of your
performance as will your accuracy in judgement of location to the ‘actual’ location of
sites.

At regular intervals in distance from sites a ‘RESPOND NOW?’ prompt will appear on
screen. When this happens you are required to respond using the touch screen display
to indicate where you think the sites are located. Please make all responses as quickly
and accurately as possible. When you have entered your responses, please say
‘responses entered’ to acknowledge to the experimenter that you have entered the
location(s). In some cases you may not be able to make a judgement on the location
and therefore, please refrain from touching the screen and let the experimenter know
that there are ‘no responses entered’ Once the trial is complete a ‘TRIAL OVER’

prompt will appear.

Formats

e Display 1

This display, known as the non-fused display, presents information from your Radar.
The radar spokes indicate the direction, but not range, of the location(s). The spokes
will remain on the screen for two seconds. In the non-fused display, there will be a
facility to share information between platforms. However, you must make your
judgement as to the location of the sites by using the information presented by the
radar on the on-screen map. Please note that some spokes may overlap and appear as
one. You should check that the spokes are not overlapping to help you judge the
number of sites you are trying to locate.
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e Display 2

In the fused display, the sharing of information between platforms is possible, as for
Display 1 above but, in this case, an indication of the site location(s) will be depicted
in a track or tracks generated by the IFT. The tracks will appear upon the on-screen
map indicating the estimated location of each and every site. Please note that the
system may not be entirely accurate in its estimates of site locations.

Throughout the trial, the map scale will be kept constant.

Questionnaires

To help us gain an understanding of your situational awareness whilst using the
different displays, you will be asked to complete a Situational Awareness Rating
Technique (SART) questionnaire at the end of each trial. Situational Awareness refers
to your knowledge and understanding of the situation or context associated with your
current task.

SART uses subjective estimates of personal and task dependant factors which affect
task performance and understanding to give a measure of-your situational awareness.

We also want to gain a subjective measure of your workload relating to the tasks. You
will be asked to complete a DRA Workload Scale (DRAWS) questionnaire. The
questions will ask you to rate the demand imposed by different aspects of the task you
have just completed. The demands are related to the reception of information
necessary to do the task, the performance of mental operations on the information,
making a response and the time pressure associated with the task. You are required to
enter your response by moving the bar underneath the statement to a position that you
believe to be indicative of the workload associated with the trial you have just

completed.

Trial running order

At the start of the trial you will be given the opportunity to familiarise yourself with
the task and different data fusion methods under investigation through completing a
set of practice trials. If you have any questions regarding the task, please raise them at
this stage of the trial, as the experimenter will not be able to help you during the main

trial.

Once the practice trials are complete you will start the main experiment. The
experimenter will inform you at the beginning of each scenario which display you
will be given. At the end of each trial, you will be asked to complete the SART and
DRAWS questionnaires. Your responses should only relate to the trial that you have

just completed.

Once you have completed all of the conditions for the trial, you will be given a
debrief by the experimenter and will be asked to fill out a post-test questionnaire. This
will provide you with an opportunity to raise any issues you have during the trials and
provide us with feedback.
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Appendix H: Experiment 2.2 Instructions.

This experiment requires you to complete a number of different trials where you are
required to guide an aircraft over a map and locate where a number of sites are
situated. You must only guide your aircraft within your Area of Responsibility. If you
move out of your Area of Responsibility you will be alerted by a blue pop-up message
in the bottom right hand corner of your display telling you to “Keep within your Area
of Responsibility”. If this happens, simply guide the aircraft back onto the map. In the
real thing there will always be 1 or 3 sites on the map. However, in the 3 practice
trials, examples using 2 sites will be used.

Your task is to estimate the location of the sites and click on the map where you think
they are located using the left mouse button when prompted to do so. You will be
asked to do this 4 times per trial and after the 4th estimation the trial will finish. Each
of the 4 prompts in each trial refer to the location of the same site(s). However, the
location of the site(s) changes from trial to trial. To guide the aircraft, press the left
and right arrow keys on the keyboard. These will move the aircraft a certain degree
left and right over the map each time you press them. There will be 3 practice trials .
for you to get familiar with guiding the aircraft.

Description of main display

There will always be 2 aircraft (represented by green circles) on the screen. You are
guiding the darker green circle (the blue line indicates the direction in which you are
travelling in). The lighter green circle is a confederate aircraft and will always fly
within a close separation to your aircraft. You do not have to guide this aircraft. The
reason for the second aircraft is so that the 2 aircraft can share information in relation
to the whereabouts of the site(s). You can use information from both aircraft to make
your judgements as to where you think the site(s) are located.

In all conditions information regarding the whereabouts of the site(s) from your own
aircraft will be displayed on the Radar Display. This is shown as spokes representing
the direction the site(s) are estimated to be in relation to your aircraft. The Radar
display does not include information from the confederate aircraft.

Fused conditions

In the fused conditions red squares will appear on the map estimating where the 2
aircraft believe the site(s) to be. This information is only available when the 2 aircraft
are within a certain distance to the site(s) and is not always 100% accurate. Although
the red squares give you an estimation of where the 2 aircraft believe the site(s) to be,
it is up to you to use this information how you wish to decide upon the locations of

the site(s).
Non-Fused conditions

In the non-fused conditions spokes will fire from each aircraft on the map in the
direction they each estimate the site(s) to be. This information is only available when
the 2 aircraft are within a certain distance to the site(s) and is not always 100%
accurate. Although the red spokes give you an estimation of where the 2 aircraft
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believe the site(s) to be, it is up to you to use this information how you wish to decide
upon the locations of the site(s).

Response required

The crucial point to remember is that when a red box appears covering both the
aircraft and prompting you to “Click where you think the site(s) are located” you must
do so immediately and then click on the red box to the right of the map that says
“Response Entered” as quickly as possible. Please only click on the map when
prompted to do so and only left click as many times as you think there are site(s). For
example, if you thought there were 3 sites on a given trial and you were prompted to
“Click where you think the site(s) are located” you should then click three times on
the map as close as possible to where you think they were situated at that moment in
time and then click on the “Response Entered” button straight away. This will happen
4 times per trial and needs to be repeated for each trail as accurately and quickly as
possible. It is important to note that you should always be aiming to guide the aircraft
as close as possible to each site. Each trial will finish when you get close enough to
the site(s) on that given trial. You should complete the task with the aim of
minimising the amount of time spent identifying site locations. Each trial is different.
Do not use any information from a previous trial to help locate site(s) in another trial.

Questionnaire and memory test

At the end of each trial a screen will appear telling you to fill out a questionnaire. The
questionnaire is the same for each trial but you must answer each question with regard
to your previous trial only. The questionnaires are provided in paper format. Once you
have completed the questionnaire you must click on the button on the screen to
proceed to the next trial. Before the next trial starts however, a copy of the map that
you were guiding your aircraft over in the previous trial will appear on the screen. On
this map you are required to click (left mouse button) where you think the site(s) were
located in the previous trial. Please only click as many times as you think there where
sites and be as accurate as possible. If you have no idea, just guess. Once you have
made your responses and have clicked on the button to proceed to the next trial a
screen will appear showing the opening display of the next trial. Simply click on the
start button and repeat the same procedure for the following trials.

General points

At the beginning of each trial simply let your aircraft fly north (see compass situated
top right of your display) until information starts to appear on the Radar Display
telling you which direction the site(s) are likely to be in. You can then use this
information to fly towards and locate the site(s). As mentioned earlier, the information
on the Radar Display is taken from your aircraft only. However, once both of the
aircraft get close enough to the site(s) shared information from both aircraft will be
displayed on the map itself either as red squares or red spokes.
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Appendix I: Experiment 2.3 Instructions.

This experiment requires you to complete a number of different trials in which you
are required to guide an aircraft over a map and locate where a number of sites are
situated (always either 1 or 3). You must only guide your aircraft within your Area of
Responsibility. If you move out of your Area of Responsibility you will be alerted by
a blue pop-up message in the bottom right hand corner of your display telling you to
“Keep within your Area of Responsibility”. If this happens, simply guide the aircraft
back onto the map.

Your task is to estimate the location of the sites and click on the map where you think
they are located using the left mouse button when prompted to do so. You will be
asked to do this 4 times per trial and after the 4th estimation the trial will finish. Each
of the 4 prompts in each trial refer to the location of the same site(s). However, the
location of the site(s) changes from trial to trial. To guide the aircraft, press the left
and right arrow keys on the keyboard. These will move the aircraft a certain degree
left and right over the map each time you press them. There will be 2 practice trials
for you to get familiar with guiding the aircraft.

Description of main display

There will always be 2 aircraft (represented by green circles) on the screen. You are
guiding the darker green circle (the blue line indicates the direction in which you are
travelling in). The lighter green circle is a confederate aircraft and will always fly
within a close separation to your aircraft. You do not have to guide this aircraft. The
reason for the second aircraft is so that the 2 aircraft can share information in relation
to the whereabouts of the site(s). You can use information from both aircraft to make
your judgements as to where you think the site(s) are located.

In all conditions information regarding the whereabouts of the site(s) from your own
aircraft only will be displayed on the Radar Display. This is shown as spokes
representing the direction the site(s) are estimated to be in relation to your aircraft.
The Radar display does not include information from the confederate aircraft.

Shared Information Regarding Site Locations

Red squares will appear on the map estimating where the 2 aircraft believe the site(s)
to be. This information is only available when the 2 aircraft are within a certain
distance to the site(s) and is not always 100% accurate. Although the red squares give
you an estimation of where the 2 aircraft believe the site(s) to be, it is up to you to use
this information how you wish to decide upon the locations of the site(s).

Response Required

The crucial point to remember is that when a red box appears covering both the
aircraft and prompting you to “Click where you think the site(s) are located” you must
do so immediately and then click on the red box to the right of the map that says
“Response Entered” as quickly as possible. Please only click on the map when
prompted to do so and only left click as many times as you think there are sites. For
example, if you thought there were 3 sites on a given trial and you were prompted to
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“Click where you think the site(s) are located” you should then click three times on
the map as close as possible to where you think they were situated at that moment in
time and then click on the “Response Entered” button straight away. This will happen
4 times per trial and needs to be repeated for each trail as accurately and quickly as
possible. It is important to note that you should always be aiming to guide the aircraft
as close as possible to each site. Each trial will finish when you get close enough to
the site(s) on that given trial. You should complete the task with the aim of
minimising the amount of time spent identifying site locations. Each trial is different.
Do not use any information from a previous trial to help locate site(s) in another trial.

Questionnaire and memory test

At the end of each trial a screen will appear telling you to fill out a questionnaire. The
questionnaire is the same for each trial but you must answer each question with regard
to your previous trial only. The questionnaires are provided in paper format. As soon
as the button on the screen turns green you must click the button straight away to
proceed to the next trial. If you have not finished the questionnaire by the time the
button turns green do not worry, press the button anyway and put the unfinished
questionnaire to one side. If you finish the questionnaire before the button turns green,
please wait until the button turns green before pressing it! Before the next trial starts,
a copy of the map that you were guiding your aircraft over in the previous trial will
appear on the screen. On this map you are required to click (left mouse button) where
you think the site(s) were located in the previous trial. Please only click as many times
as you think there where sites and be as accurate as possible. If you have no idea, just
guess. Once you have made your responses and have clicked on the button to proceed
to the next trial a screen will appear showing the opening display of the next trial.
Simply click on the start button and repeat the same procedure for the following trials.

General points

At the beginning of each trial simply let your aircraft fly north (see compass situated
top right of your display) until information starts to appear on the Radar Display
telling you which direction the site(s) are likely to be in. You can then use this
information to fly towards and locate the site(s). As mentioned earlier, the information
on the Radar Display is taken from your aircraft only. However, once both of the
aircraft get close enough to the site(s) shared information from both aircraft will be
displayed on the map itself as red squares.
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Appendix J: Experiment 3.1 and 3.2 Instructions.

The object of the task is to move the blocks in the Current-State Window around until
they match the configuration of the blocks in the Goal-State Window.

Rules

Only one move can be made at a time by moving a coloured block into one of the
empty white spaces. The coloured block must be adjacent to an empty white space to
be moved.

Complete trial

Once you think you have matched the two patterns, click on the ‘stop trial’ button at
the bottom of the screen. If the two configurations match, you will be taken to the
next trial. If they do not match, a message will appear telling you ‘incorrect, please try
again’. If this appears, just go back to the task until you get it right.

General points

You will be required to complete a number of different problems. An eye-tracker will
be used for this study.
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Appendix K: Experiment 3.3 Instructions.

The object of the main task is to move the blocks in the Current-State Window around
until they match the configuration of the blocks in the Goal-State Window.

Rules

Only one move can be made at a time by moving a coloured block into the currently
empty white space. The coloured block must be adjacent to the empty white space to
be moved.

Complete trial

Once you think you have matched the two patterns, click on the ‘stop trial’ button at
the bottom of the screen. If the two configurations match, you will be taken to the
next trial. If they do not match, a message will appear telling you ‘incorrect, please try
again’. If this appears, just go back to the task until you get it right.

General points
You will be required to complete a number of different problems. An eye-tracker will

be used for this study.
Verbal protocol

During this study, we are interested in what you think about during the exercises. In
order to do this I would like you to THINK ALOUD as you work on each exercise.
What I mean by think aloud is that I want you to tell me EVERYTHING you are
thinking from the time the exercise starts. I would like you to think aloud
CONSTANTLY. I don’t want you to plan what you say or try to explain to me what
you are saying. Just act as if you were alone in the room speaking to yourself. If you
are silent for any long period of time I will prompt you to think aloud.

Do you understand what I want you to try and do?

Now, we will begin with some think-aloud practice problems. First, I want you to add
these 2 numbers in your head and tell what you are thinking as you get an answer.
Don’t worry about the answer you give me. I just want you to practice telling me what

you are thinking as you try to work out what the result is of adding 215 to 318.

Now I want you to think aloud as you try to work out how many rooms are there in
your house.
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Appendix L: Experiment 4.1a and 4.1b Instructions.

The object of the task is to move the blocks in the Current-State Window around until
they match the configuration of the blocks in the Goal-State Window.

Rules
Only one move can be made at a time by moving a coloured block into the currently

empty white space. The coloured block must be adjacent to the empty white space to
be moved.

Complete trial

Once you think you have matched the two patterns, click on the ‘stop trial’ button at
the bottom of the screen. If the two configurations match, you will be taken to the
next trial. If they do not match, a message will appear telling you ‘incorrect, please try
again’. If this appears, just go back to the task until you get it right.

General points

You will be solving the same problem several times over. An eye-tracker will be used
for this study.
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Appendix M: Experiment 4.2 Instructions.

The object of the primary task is to move the blocks in the Current-State Window
around until they match the configuration of the blocks in the Goal-State Window.
Only one move can be made at a time, by moving a coloured block into the currently
empty white space. The coloured block must be adjacent to the empty white space to
move into it.

Interruption
On occasion, you will be interrupted and taken away from the primary task . . .

Secondary task
Having been interrupted, you will be required to complete a quick secondary task
lasting 30 seconds.

Memory task

After completion of the secondary task, your memory for the primary task pre-
interruption will be assessed. You will be asked to recall the patterns in both the Goal-
and Current-State Windows, and any immediate plans for moves you were going to
make before you were interrupted. Once each of these memory tests have been
conducted, you will be returned to the primary task, but starting the next trial afresh.

General points

You will be solving the same problem several times over. An eye-tracker will be used
for this study.
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