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Thesis Summary

The work in this thesis contributes towards answering a simple, important and

longstanding question: How do people evaluate informal arguments?

In Chapter 1, I review existing approaches to informal argumentation, and suggest
that the Bayesian approach provides the most appropriate way of capturing informal
argument strength. The Bayesian approach assumes that arguments are composed of
claims and evidence. When people evaluate informal arguments, they make a
probabilistic judgment about how convincing it is — that is, how likely the claim is to
be true given the available evidence. The Bayesian approach is normative, because it
makes predictions about how convincing different arguments should be. In Chapter 2,
I examine the Bayesian claim to provide normative guidance for argument evaluation,
and conclude that it provides solid normative principles on which to base an account
of informal argument strength. The remainder of the thesis comprises experimental
work in two distinct but related domains — the evaluation of socio-scientific

arguments, and the evaluation of slippery slope arguments.

Understanding the public response to scientific messages about, for example, climate
change, is becoming increasingly important. In Chapter 3, I report the results of four
experiments (Experiments 1a, 1b, 1¢, & 1d) designed to establish whether there are
any differences in the way that people evaluate arguments about scientific topics as
opposed to non-scientific topics. The data suggest that both scientific and non-
scientific arguments are evaluated in a way that is broadly consistent with the rational
predictions of Bayesian theory. In Chapters 4 and 5, I tackle a longstanding
philosophical puzzle — when, if ever, is it rational to be persuaded by slippery slope
arguments? Using Bayesian decision theory, and by identifying a mechanism on
which evaluation of these arguments may be predicated, I demonstrate when and why

slippery slope arguments are convincing (Experiments 2 — 9).

Finally, in Chapter 6, I conclude that the Bayesian approach provides a valuable
metric for studying the evaluation of informal arguments, and identify some

outstanding questions raised by my research.
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Chapter 1 — Introduction

1.1 Chapter Overview

The work in this thesis contributes towards answering a simple, longstanding, and

important question: How do people evaluate informal arguments?

The purpose of this chapter is to set out how I have attempted to answer this question.
In doing so, I will foreshadow many of the issues that I later discuss in much greater
detail. Because the work contained in this thesis draws on a broad range of literatures,
and diverse empirical phenomena, my main goal will be to briefly describe each
chapter, outline the motivation for the work contained in them and summarise their
main findings. I will also introduce the theoretical framework I have used — the
Bayesian approach to argumentation — in some depth. First, however, I will provide
some context for the research reported in this thesis, outlining why the question of

how people evaluate informal arguments is a longstanding and important one.

1.2 Argumentation

Since antiquity, people have been fascinated by arguments — the tools of reason.

Many hundreds of years have elapsed since Aristotle produced his treatise on
argumentation, De sophisticis elenchis (Aristotle, 350BC), and later, his works on
syllogistic logic. Aristotle’s desire to explicate the rules of rational engagement, and
to formalise standards of validity for deductive and inductive inferences, was a i)roj ect

that many subsequently took it upon themselves to continue. The study of s



argumentation has been central to philosophy ever since. One particular class of
arguments that Aristotle introdl'lced — fallacies — have particularly intrigued
philosophers. Fallacies are typically defined as arguments that .might seem
convincing, but shouldn’t be (see Hamblin, 1970), and are a long-standing puzzle in
the philosophical literature on argumentation. Attempts to explain why classic
argument fallacies such as the ‘argument from ignorance’, or circular arguments are
fallacious have played a central role in developing a theory of argument strength in
general — because in order to have a theory of why some arguments are weak, it is
necessary to have an account of why others are strong (Hahn & Oaksford, 2006a,
2007a; Siegel & Biro, 1997; van Eemeren & Grootendorst, 2004; Walton, 1995).
Indeed, an in-depth analysis of one so-called fallacy — slippery slope arguments — is a

significant part of the empirical work presented in this thesis.

Historically, the only normative tools available for investigating argumentation — and
therefore for distinguishing valid arguments from fallacies — were those of formal
logic. In fact for a long time, formal logic and argumentation were inseparable
(Hamblin, 1970), and arguments were measured by their formal logical validity. Basic
logical rules such as modus ponens provide elementary guidance for assessing the

validity of deductive statements, such that;

If it is raining (A), the pavement will be wet (B).

It is raining (A)
>>

- Therefore the pavement is wet (B).

/



is a valid inference by modus ponens, whereas;

If it is raining (A) the pavement will be wet (B).

The pavement is wet (B)

>>

Therefore it is raining (A)

is the fallacy of affirming the consequent. Examples such as these are ubiquitous in

introductory logic and critical thinking textbooks (Woods, Irvine & Walton, 2004).

Despite the historical dominance of logic as a means with which to evaluate patterns
of formal argumentation (see, e.g., Gamut, 1991), there has been a great deal of
criticism of formal logic as the appropriate normative system for assessing informal
argument acceptability (e.g., Hamblin, 1970). This is partly because systems of logic
can only assess arguments on the basis of their logical form, rather than their specific
content, and therefore struggle to capture the richness of informal argumentation in
natural language. Unlike the fallacies of formal logic, when informal arguments go
wrong it is not clear that they violate logical norms in a straightforward sense (Hahn
& Oaksford, 2007a; Ricco, 2007; van Eemeren & Grootendorst, 2004; Walton &
Woods, 1989). For example, in their discussion of circular arguments — typically
taken to be a fallacious form of argument — Hahn, Oaksford and Corner (2005)
highlighted a fundamental problem with using logic to explain circular arguments’
acceptability. Consider the following, frequently cited, example of the ‘fallacy’ of

circular reasoning;:



(1) God exists because the Bible says so and the Bible is the word of God.

Researchers have struggled to explain the fallacies generally, but circular arguments
have been particularly troublesome, because this ‘fallacy’ typically embodies a

deductively valid inference:
(2) God exists, because God exists.

Intuitively, this argument is unacceptable. Logically, it is an example of perfect
deduction, as not only does the premise entail the conclusion — the premise is the

conclusion. The problem is neatly summarised by Govier (1987):

“Many arguments which beg the question are formally valid, and in some what
explains their begging the question is the very same thing that makes them formally
valid: they contain a premise which is logically equivalent to their conclusion”

(Govier, 1987, p177).

There exist, therefore, arguments that are logically valid but that are regarded as
informally unacceptable. Because of this discrepancy between logical validity and
informal acceptability (and a wide variety of other considerations), there has been a
widespread philosophical rejection of formal logic as providing either necessary or
sufficient criteria for evaluating informal argumentation (Boger, 2005; Hamblin,
1970; Heysse, 1997; Johnson, 2000). This has been buttressed by mounting
psychological evidence that people do not naturally or consistently reason according

to the rules of formal logic (e.g., Evans, 2002; Oaksford & Chater, 2001).
/




The rejection of formal logic as an appropriate system with which to judge informal
arguments has led to two broa.d approaches to studying argumentation. The first,
known as pragma-dialectics (van Eemeren & Grootendorst, 2004; but see also
Walton, 1995, 1998), holds that the problem with logic as a normative standard for
argumentation is its inability to account for the many factors that influence the

acceptability of arguments in a dialectical context.
1.2.1 The Pragma-dialectical approach to argumentation

Van Eemeren and Grootendorst (2004) provide a useful definition of argumentation,
which suggests why they consider logic to be insufficient for evaluating informal

argumentation:

“Argumentation is a verbal, social, and rational activity aimed at convincing a
reasonable critic of the acceptability of a standpoint by putting forward a constellation
of propositions justifying or refuting the proposition expressed in the standpoint” (van

Eemeren & Grootendorst, 2004, p1).

This definition of argumentation is dialectical, because it assumes that argumentation
takes place between two or more people. It is pragmatic, because it seeks to elucidate
normative standards for evaluating argumentation in the social norms and unwritten
rules that govern argumentative discourse. According to van Eemeren and
Grootendorst, arguments are tactical moves in a discussion, and are bound by rules
that determine acceptable argumentative strategies. Similarly to linguistic theories of

conversational competence, such as Grice (1975), the pragma-dialectical approach
v/




holds that an argument is acceptable if it abides by the rules of a ‘critical discussion’.
For example, van Eemeren and Grootendorst claim that participants in a critical
discussion should not be “confusingly ambiguous” (Rule 10) or present an attack that
does not “relate to the standpoint that has been advanced by the other party” (Rule 3).
On this account, acceptable arguments can be distinguished from fallacies by

reference to a list of procedural rules.

By invoking practical rules such as this, pragma-dialectical theory takes the dialectical
structure of argumentation as the point of departure, and develops a theory of
argument acceptability from there. This can be directly contrasted with formal logic,
which defines argument validity as a feature of the argument itself, and is insensitive
to changes in linguistic or social context. In fact, one of the enduring achievements of
the pragma-dialectical movement has been to shift the focus of argumentation away
from the logical form of arguments, and on to their use and acceptability in practical
situations. Particular forms of argument may therefore be acceptable in one context
and unacceptable in another. As Walton (1995, 1998) has repeatedly stated, if
arguments are fallacious, it is because they are a failure of communication, not a

faulty form of inference.

This context dependency is illustrated by returning to the so-called ‘fallacy’ of
circular reasoning. While the argument (1) about the existence of God would not do
much to sway a sceptic, some circular arguments can be very compelling. Consider

the following example:




(3) This fossil is from the Neolithic age; because it was found in a layer of rock where

many fossils believed to be from the Neolithic age have previously been found.

Geologists frequently judge the age of fossils by the type of rock formation they are
discovered in, yet one of the primary clues to the age of a particular rock formation is
the type of fossils that are discovered in it. This process of reciprocal ‘bootstrapping’
seems intuitively acceptable, and using the pragma-dialectical approach, Walton
(2005, 2006) has consistently distinguished between ‘vicious’ and ‘virtuous’ circular
reasoning, appealing to the context of the argument and the type of dialogue it occurs
in as differentiating factors. According to Walton, a circular argument is only
fallacious if it fails to convince an opponent in a dialogue of the truth of the
contentious statement (e.g. that God exists). Using the assertion that God exists as
evidence to support the conclusion that God exists has failed in its purpose of
convincing the sceptic that God actually does exist. The purpose of a discussion about
a geological find, however, is somewhat different. Participants in a dialogue about the
age of a particular fossil are simply using all the available evidence to come to a
reasonable conclusion — the fact that the nature of the fossil and the nature of the rock
imply a mutual conclusion does not amount to vicious circularity on the pragma-

dialectical account.

Despite their intuitive appeal and popularity, however, pragma-dialectical theories of
fallacy have difficulty in explaining why, in addition to contextual variation in
argument strength (i.e. why circular arguments can be viciously and virtuously
circular), there is substantial variation in the perceived strength of arguments that

differ only in their content (i.e. why some virtuously circular arguments are more



convincing than others). Consider these final examples (discussed in Hahn &

Oaksford, 2007a) of circular arguments, this time in a minimal dialectical context:

(4) A: God exists
B: How do you know that?

A: Because the bible says so, and the bible is the word of God.

(5) A: Electrons exist
B: How do you know that?
A: Because we can see 3cm tracks in a cloud chamber, and 3cm tracks in cloud

chambers are signatures of electrons.

There are striking similarities in the dialectical form of the arguments, and the
reference to ‘unobservable’ entities. It is difficult to see how the dialectical context
has been altered yet even examples (4) and (5) seem to vary clearly in their strength.
An analysis in terms of procedural rules of discourse seems forced in this minimal
context of a simple argument that is not embedded in a wider dialogical exchange. In
pragma-dialectical theory, the same type of argument may be acceptable or
unacceptable in different contexts, but there is no capacity to evaluate the strength of
individual arguments. Ultimately, a theory of when and how arguments go wrong is

not the same thing as a theory of argument strength.

Moreover, establishing a violation of procedural obligations is itself dependent on an
assessment of argument strength; a particular claim can fail to meet a reasonable

burden of proof only because it is weak. Consequently, that procedural violation



cannot in turn be invoked to explain the argument’s weakness (Hahn & Oaksford,
2007b). That pragma-dialectical theories should fail in this regard should not come as
a surprise. Procedural rules are just that — procedural — they are not rules for the
evaluation of content. In law (the source of inspiration for many features of dialectical
theories), procedural rules have an important role in enabling accurate, rational
outcomes in legal domains — for example by disallowing confessions or testimonies
obtained under duress. But they do not suffice to determine the actual outcome of a
trial in and of itself. Crucially, we still have to evaluate the content of the evidence,
not just the conditions under which it was obtained or presented. There is no reason
why we should not seek the same standard of evaluation from a normative theory of

argument strength.
1.2.2 The Bayesian approach to argumentation

A second approach to developing an account of argumentation uses Bayesian
probability theory as a calculus for the evaluation of argument strength (Hahn &
Oaksford, 2006a, 2006b, 2007a, 2007b; Oaksford & Hahn, 2004). In contrast to logic,
which deals only with structure, and pragma-dialectics, which analyses arguments
based on their contextual acceptability, the probabilistic, Bayesian approach is

concerned directly with argument content (Hahn & Oaksford, 2006a, 2007a)

The Bayesian approach to argumentation starts from a very basic premise — that when
evaluating the strength of an informal argument, one does so probabilistically.
Informal arguments are typically comprised of claims (or hypotheses), backed by

evidence. On the Bayesian account, people are assumed to ask a simple question
/



when evaluating arguments: How likely is a particular claim to be true, in light of the

available evidence?

The extent to which an individual believes a claim to be true — that is, their degree of
belief'in a claim — is something that can be described probabilistically. A probability
is simply a number between 0 and 1, where 0 indicates absolute certainty that the
claim is false, and 1 indicates absolutely certainty that the claim is true. These
probabilities need not correspond to any objective feature of the world, however —
believing that there is a 0.2 probability of observing a black sheep amongst a white
flock does not require you to have calculated or computed any kind of frequency or
ratio of white to black sheep in the world. Your degree of belief is simply your
subjective estimate that a particular claim is true. This basic and straightforward
assumption about people’s degrees of belief forms the basis for the Bayesian approach

to understanding how people reason.

From this basic assumption that people’s degrees of belief are fundamentally
probabilistic, an enormous amount of ideas about formal and informal reasoning,
hypothesis evaluation, evidential assessment and belief updating have developed.
Howson & Urbach (1996), for example, have used the Bayesian approach to analyse
the way in which scientists construct, test and eliminate hypotheses, design
experiments and statistically analyse data. Legal scholars have shown how a
probabilistic approach to evidence and uncertainty can be a valuable way of dissecting
the complexities of courtroom testimonies, and of making an assessment of the
reliability and credibility of witnesses (Schum, 1994). Epistemologists have used

Bayesian principles to explain how people assess the coherence of sets of informétion,

10



and come to conclusions based on contradictory or disparate evidence. Most recently,
there have been several attempts at applying the framework of Bayesian probability
theory to the understanding of informal arguments — and, more specifically, at
developing a rational theory of informal argument strength (Hahn & Oaksford, 2006a,

2007a; Oaksford & Hahn, 2004).

The Bayesian approach is named after Thomas Bayes, who developed a formula now
referred to as Bayes’ Theorem, which sets out the method by which an individual’s
degree of belief in a particular claim should be updated when they come across new
evidence. Bayes’ Theorem is a normative theory of belief revision, because it
prescribes how our beliefs should change in light of new evidence. Essentially, the
Bayesian approach holds that if we want our degrees of belief to be rational (i.e. in
accordance with the laws that govern probabilities), then when we encounter new
evidence, we should modify our beliefs in accordance with Bayes’ Theorem. Whether
we should, in fact, want our degrees of belief to be calibrated with the laws of
probability is discussed in Chapter 2, but that the probability calculus provides a
sensible metric for conceptualising belief revision is fairly uncontroversial'. For now,
I will proceed on the assumption that the Bayesian approach provides a rational

method for updating degrees of belief, in the light of new evidence.

The process of Bayesian belief updating is simple. For any claim (or hypothesis) 4,

one has a degree of belief (or subjective probability) P(4) associated with it. Without

looking out of your window, for example, you might have a degree of belief of 0.5

! The Bayesian approach is the dominant, but not the only mathematical theory of uncertain reasoning.
Dempster-Shafer theory, for example (Howson & Urbach, 1996), focuses on ‘belief functions’ rather
than simply degrees of belief, whéreby a proportion of belief may be withheld altogether — that is, not
assigned to any hypothesis (see also Parsons, 2001, for other measures of uncertain reasoning).

11



that it is raining, that is P(h)= 0.5. In Bayesian terms this is known as your prior
degree of belief — as it is the degree of belief you hold prior to receiving any
evidence. hnagine that you now encounter some new evidence e — droplets of water
cover your window, and you want to update your prior belief that it is raining. Bayes’
Theorem provides a rational method of getting from your prior belief P(k), to a
posterior belief given some new evidence. This posterior degree of belief in the claim
is a conditional probability — your degree of belief in the claim given the new

evidence — written as P(h | e).

To calculate your posterior belief P(/ | €) you must make some attempt to quantify

how much impact the new evidence you have obtained should have on your existing
belief. According to Bayes’ Theorem, you need to estimate how likely it is that the
evidence you observed (i.e. droplets on your window) would have occurred if your
initial hypothesis that it was raining was true, as opposed to if it was false. Formally,
these are written as P(e| /) and P(e|—h) respectively, and known jointly as the
likelihood ratio. They are often described in terms familiar from signal detection
theory (Green & Swets, 1966) — as the hit rate and false positive rate. The ratio of hit
rate to false positive rate jointly determines the diagnosticity of the evidence — that is
the conditional probability of the evidence depending on the truth of the hypothesis.
In this example, it is clear that observing droplets of water on your window is far

more likely given that it was raining P(e| &) . There could of course be some other

explanation for the droplets of water — perhaps the sprinklers have been turned on, or
the person who lives in the flat above you has been watering their plants. But the hit
rate in this example seems higher (we are more likely to see droplets of water given

that it is raining), and the likelihood ratio therefore favours P(e | h). 7

12



In line with the intuition that observing droplets of water on your window should
increase your degree of belief that it is raining, Bayes’ Theorem provides an update
rule that increases your posterior degree of belief that it is raining given that you have
just observed droplets of water on your window. Bayes’ Theorem is stated formally

below in Equation 1:

P(h)P(e| h)

P(hle)= P(h)P(e| h) + P(—h)P(e|—h)

(Eq. 1)

To paraphrase Bayes’ Theorem in words, the formula states that your posterior degree
of belief is a function of your prior belief, and your estimate of the strength of some
evidence, normalised by the fotal probability of the evidence (i.e. the chance that you
will observe droplets of water whether or not the hypothesis was true). The Bayesian
approach provides a general tool for measuring argument strength — the better the

evidence, the stronger the argument, and the more your belief should change.

In the context of research on attitudinal change, the interpretation of reasoning
patterns as probabilistic changes in subjective degrees of belief has precedent in the
works of social psychologists in the 1960s (McGuire, 1960) and 1970s (Wyer &
Goldberg, 1970). These early attempts to import probabilistic and statistical theories
into accounts of belief change and attitude formation were based on the assumption
that the relations among beliefs obey the laws of probability theory, such that as one
belief is altered, other beliefs must be modified to accommodate this change. These

so-called ‘probabilogical’ models (McGuire, 1981) sought to predict how a person’s
v/
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belief in a particular conclusion would change when their belief in a related premise
was revised. Specifically, people would be given a persuasive message and its impact
on the belief it targeted was measured. The experimenter would then seek to ascertain
the extent to which a further belief (one logically related to the first) had also changed
— despite not being explicitly targeted by the persuasive message. The Bayesian
approach shares the focus on belief and attitude change, but is focused, in the first
instance, on the development of a theory that quantifies the direct impact a persuasive
message should have in the first place, in contrast to the propagation of whatever

change it happened to bring about throughout the wider attitudinal system.

Of course, arguments are not only about probabilities — many arguments pertain to the
occurrence of a particular outcome. How desirable this outcome is — the utility
associated with the outcome — is likely to have an important impact on how people
evaluate the argument’s strength. Consequentialist arguments, for example, take the
generic form of ‘if A, then B”. The strength of a consequentialist argument will
depend not only on how likely B is to occur, but also on how desirable B is. Stating
that “If you mow the lawn, I will give you £100”, is likely to be a more effective
argument than stating “If you mow the lawn, I will give you £10”, assuming that the
probability of the two outcomes occurring is equivalent. How can considerations

about outcome utilities be incorporated into a theory of argument strength?

Classical economic decision theory (von Neumann & Morgenstern, 1944) is a
normative framework for decision-making in situations where outcomes are uncertain,
based on the probabilities and utilities involved. According to this theory, agents

should seek to maximize expected utility (i.e. potential gain) in their choices.
/
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Decision theory has been enormously influential in both cognitive and social
psychology. Bayesian decision theory (Edwards, 1961; Keeney & Raiffa, 1976;
Savage, 1954) is simply the subjective interpretation of expected utility, such that
instead of maximising utility according to some objective notion of value and
probability, the probabilities and utilities are subjective. In the same way that Bayes’
Theorem is a normative rule for updating subjective probabilistic beliefs, Bayesian

decision theory is a normative rule for evaluating the potential courses of action

available.

Both are termed ‘Bayesian’ because they involve a subjective evaluation of the facts.
In the same way that believing that there is a 0.2 probability of observing a black
sheep amongst a white flock does not require you to have calculated any kind of ratio
of white to black sheep in the world, valuing one outcome over another does not mean
that one outcome is better in any objective sense. This means that different agents can
rationally choose different courses of action if their respective assessments of
probabilities and utilities differ. Applied to the context of argument evaluation, this
means that arguments can differ in strength depending on the audience to which they
are addressed — a general characteristic of argumentation known as audience relativity
(Perelman & Olbrects-Tyteca, 1969; van Eemeren & Grootendorst, 2004). However,
there is still a normative standard in operation, in that the evaluation of decisions by a
given rational agent must be derivable from more fundamental valuations, namely the

probabilities and utilities they assign.

Specifically, the subjective expected utility of a decision (SEU) must correspond to

the probability-weighted sum of the utilities associated with a particular course of
s

15



action. Equation 2 shows the SEU for any number of outcomes (x,) , where (P) is the

subjective probability and (U) the subjective utility of each outcome:

izP(xi (x;) (Eq. 2)

While Bayes’ Theorem and Bayesian decision theory are related in the sense that they
both involve applying a normative framework to subjective beliefs, they are
mathematically and conceptually independent (although one could consider
probabilistic beliefs about outcomes as a ‘posterior’ estimate of how likely an
outcome is to occur, given the available evidence). In this thesis I will draw on both
formalisations independently to motivate predictions about the strength of different

types of arguments.
1.2.2  Argumentation: Summary

I have outlined three normative approaches to studying argumentation; formal
(classical) logic, pragma-dialectical theory and the Bayesian approach. I have noted
what are considered to be the shortcomings of the first two approaches in terms of
providing a framework for studying informal argumentation, and introduced the
Bayesian approach as a promising candidate for a theory of informal argument
strength (Hahn & Oaksford, 2007a). I will now briefly describe how the rest of the

thesis will proceed.

16



1.3 The Current Research

Throughout the previous section, I have referred to formal logic, pragma-dialectical
theory and the Bayesian approach as being normative theories of argumentation.
Establishing exactly what it means for a theory to be normative is, however, a non-
trivial problem, and one that has puzzled philosophers for centuries (see, e.g., Railton,
2000). Matching actual human behaviou.r against putative norms has been at the core
of research on judgment, decision-making, logical reasoning, and argumentation. But
what are norms, and what makes them normative in the first place? In Chapter 2, 1
justify why the Bayesian approach provides a good normative theory of argument
strength. Drawing on epistemology, and a typology developed in legal philosophy, I
examine the question of how norms for behaviour in general might be justified,
consider the normativity debate in argumentation, and ask how Bayesian norms for
argumentation stand up as principles of argument evaluation. By comparing the
normative basis for Bayesian, and pragma-dialectical theory, I propose that the
Bayesian approach provides a solid normative basis with which to rationally evaluate

informal arguments.

Having put forward my arguments for using the Bayesian framework as a normative
theoretical approach, I then report a series of experiments designed to establish
whether people are, in fact, Bayesian in their evaluation of informal arguments. I take
a two-pronged approach, first conducting an investigation into a contemporary
problem in argumentation, and then turning to a long-standing philosophical puzzle

for the remainder of the experimental work.

17



In Chapter 3, I report the results of four experiments (1a — 1d) that focus on people’s
evaluations of arguments and evidence relating to contemporary scientific topics.
Public debates about socio-scientific issues such as climate change are becoming
increasingly prevalent. Scientific messages must be communicated to the general
population, and public reaction to these messages in turn informs policy decisions.
The public response to scientific messages about, for example, climate change, does
not always seem to match the seriousness of the problem the scientists claim to have
identified. Understanding how people interpret and evaluate science is therefore an

important and pressing goal.

The literature on how people evaluate scientific arguments is disparate, and difficult
to systematically integrate. And, in the absence of a coherent theoretical framework, it
is difficult to pose questions about the relative strength of scientific arguments
compared to non-scientific arguments. On the Bayesian account of argument strength,
however, scientific arguments are simply arguments that Zappen to be about science.
The key components that intuitively might seem to determine the strength of scientific
arguments (e.g. how much evidence they contain, the relation of the evidence to the
hypothesis, the reliability of the source reporting the evidence) have a simple
interpretation in Bayesian terms — and are equally a feature of arguments about non-
scientific topics. By bringing the Bayesian approach to bear on a number of different
types of scientific arguments, I start to develop a framework for examining scientific
arguments that allows systematic questions to be posed about the factors that
influence their strength. Because the Bayesian approach is normative, it allows

predictions to be made about when particular arguments should be strong and weak.

18



And because it is general and content based, it allows comparisons to be made

between scientific and non-scientific arguments.

The results of these exploratory experiments suggest that although there are some
interesting differences in how scientific and non-scientific arguments are evaluated,
there is no reason to suggest that scientific arguments are ‘special’. Rather, the
variation in their perceived strength is attributable to the same factors that determine
the strength of non-scientific arguments. Crucially, however, it is only the application
of a normative framework for argument evaluation that permits questions about the
relative strength of scientific and non-scientific arguments to even be posed in the

first place.

Having introduced the Bayesian approach as a framework for studying a
contemporary problem in argumentation, I then apply the Bayesian framework to a
longstanding philosophical puzzle in Chapter 4: The slippery slope argument (SSA).
The SSA has a bad philosophical reputation, but seems to be widely used and
frequently accepted in many legal, political, or ethical contexts. SSAs warn against
taking an initial action (e.g. legalising cannabis), on the grounds that it will cause the
acceptability of some undesirable outcome (e.g. legalising cocaine) to be re-evaluated
as positive in the future. In experiments 2-6, I show that SSAs that should be strong
according to Bayesian criteria are perceived as more convincing, and bring about a
greater degree of attitude change than SSAs that are weak in Bayesian terms.
Specifically, I apply the framework of Bayesian decision theory, and analyse SSAs as
arguments that vary in the probability and negative utility of their predicted outcome.

The results indicate that the more probable and undesirable the outcome of an SSA is,
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the more compelling people find the arguments to be. Chapter 4 provides an answer to
the longstanding philosophical question of whether SSAs can ever be rationally strong
arguments, as well as demonstrating that people’s judgements of SSA strength are

broadly in line with Bayesian predictions.

In Chapter 5, I extend my analysis of SSAs by identifying a well-known
psychological mechanism on which people’s evaluations of SSAs may be predicated
—- similarity based categorisation. In three experiments (7-9) I show that the more
similar the ‘initial action’ and ‘predicted outcome’ of an SSA are, the stronger the
argument is likely to be. If the beginning and end of a slope are alike, they are more
likely to be perceived as belonging to the same category, making the slope seem more
slippery. Thus, compelling SSAs may be based on genuine ‘slippage’ due to the
inherent vagueness of many real world categorical boundaries — category membership
is a dynamic process, and so presently ‘unacceptable’ outcomes may in the future be
assimilated into an ‘acceptable’ category. In Experiments 7 and Experiment 8, I
demonstrate the correspondence between evaluations of argument strength and
categorisations judgements using a numerical measure of similarity — that is, a
measure of similarity that is objectively measurable. That subjectively rational
judgements of SSA strength correspond to objective measures of similarity suggests
that SSAs are not simply fallacies that are ‘wrong but persuasive’. In Experiment 9, 1
demonstrate a similar coupling of argument strength and categorisation decisions

using materials that differ along a qualitative dimension of similarity.
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In Chapter 6, I summarise the contribution that the research presented in this thesis
makes to the literature on argumentation, identify some outstanding questions and

areas for improvement, and suggest some possible directions for future research.
1.4  Chapter Summary

The central theme in this thesis is that the Bayesian approach permits vital questions
to be formulated about both contemporary issues in argumentation (i.e. the
interpretation and evaluation of socio-scientific arguments) and longstanding
philosophical problems (i.e. when and how SSAs are convincing). In presenting the
research I have conducted, I will draw on a genuinely diverse range of inter-
disciplinary knowledge — including epistemology and legal philosophy, cognitive and
social psychological accounts of reasoning and persuasion, decision theory and
similarity, and the myriad of issues suﬁounding science communication.

Indeed, one of fhe novel aspects of the present research is that it utilises insights from
a wide range of disciplines. Rather than extending an existing programme of research
per se, | have endeavoured to study two phenomena (science communication and
SSAs) that have an intuitive appeal, but have not necessarily received systematic
empirical attention. Of course, while studying novel empirical phenomena has many
benefits, it is a task that can only be sensibly accomplished using a sufficiently
general theoretical framework. The message I hope to convey in the remainder of this

thesis is that the Bayesian approach to argumentation seems to provide this.
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Chapter 2 - Normativity and Argumentation: Why a Bayesian theory of

argument strength?

“...to give up (normativity) appears to invite intellectual suicide (how could one

recommend doing precisely that, for example?)” (Knowles, 2003, p33.)

2.1 Chapter Overview

In Chapter 1, I outlined in some detail the Bayesian approach to informal
argumentation, describing it as a normative approach. Norms, that is, specifications of
what we ought to do, have been central to the study of cognition whenever people
have asked questions about human rationality. Matching actual human behaviour
against putative norms has been at the core of research on judgment, decision-making,
reasoning, and argumentation. But positing norms for studying argument evaluation
pre-supposes that it is possible and desirable to establish norms for argumentation in
the first place. In this chapter, before reporting any empirical data, I examine the
question of how norms for argumentation might be justified. Drawing on
epistemology, and a typology developed in legal philosophy, I consider the
normativity debate in argumentation, and ask how pragma-dialectical and Bayesian
norms for argumentation stand up as principles of argument evaluation. I conclude by
claiming that the Bayesian approach provides a solid normative basis with which to

evaluate informal argumentation.
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2.2 Introduction

One of the central questions running through the experiments reported in this thesis is
whether people are Bayesian in their evaluations of arguments — that is, do people
approximate Bayesian norms in their evaluations of argument strength? The empirical
data in this thesis therefore add to the enormous number of studies on judgment,
decision-making, reasoning, belief revision and argumentation that compare actual

behaviour to putatively rational norms.

Cognitive programmes (such as that initiated by Tversky and Kahneman investigating
both the calibration and underlying mechanisms of people’s ‘intuitive statistics’) place
a huge emphasis on normative questions about behaviour. The seemingly
considerable shortfalls in rationality exhibited by people’s judgments that are apparent
in phenomena such as the conjunction fallacy (Tversky & Kahneman, 1982, 1983) are
topics of continuing interest to this day. Research has focussed on elucidating
particular ‘heuristics’ and ‘biases’, but has also posed broad questions about the
extent to which people are Bayesian — that is, the extent to which their behaviour is
normative. In the equally sprawling literature on decision-making and rational choice,
the norms of decision theory (in both its objective and subjective form) have guided
the evaluation of decision-making behaviour in economic and psychological
experiments (Edwards & Tversky, 1967; Pratt, Raiffa & Schlaifer, 1995). Much of the
literature on human reasoning has focussed on logic, and human deviations from it.
Studies of the Wason selection task (Wason, 1968), syllogistic reasoning (e.g.
Johnson-Laird & Bara, 1984), and reasoning with conditionals (Evans & Qver, 2004;

Evans, Over & Handley, 2005; Johsnon-Laird & Byrne, 2002; Manktelow & Over,
v
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1991; Oaksford & Chater, 2003) are ubiquitous in cognitive psychology — and usually
motivated by a desire to document people’s ability to reason according to putative

normative standards.

Similarly, social psychologists of the 1960s (McGuire, 1960) and 1970s (Wyer &
Goldberg, 1970) used logical and probabilistic norms to evaluate the consistency of
beliefs, or measure belief change (Edwards, 1961; Slovic & Lichenstein, 1971).
Despite pursuing an ostensibly descriptive agenda of outlining message effectiveness,
contemporary theories of ﬁersuasion (Eagly & Chaiken, 1993; Kruglanski, Fishbach,
Erb, Pierro & Mannetti, 2004; Petty & Caccioppo, 1984) regularly make use of
‘strong’ and ‘weak’ arguments to bring about attitude change. That some arguments
are defined as stronger than others immediately raises the question of why this should
be so — and suggests that normative questions about argument strength should occupy

a central position in the study of persuasion.

Finally in the field of argumentation, both procedural (van Eemeren & Grootendorst,
2004) and epistemic (Biro & Siegel, 2006; Hahn & Oaksford, 2007a) normative
theories have been put forward as the appropriate standard with which to assess
people’s use and acceptance of different types of argument. The role of normative
considerations in studies of argumentation is explicitly acknowledged. Similarly to
the many programmes designed to assess the development of “critical thinking’ in
children (Kuhn & Udell, 2003), most argumentation theorists “...take it as obvious
that the overarching goal of argumentation theory is the improvement of

argumentation skills” (Gilbert, 2007).
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In each of these areas, there is a recurring theme — are people rational?

In attempting to answer this fundamental question, the role of central norms has been
twofold. First, the extent to which human behaviour matches up to these putative
‘gold standards’, and therefore the extent to which we might rightly claim to be
rational, is of fundamental interest in its own right. It is also the question that has
dominated the reception of this work in areas beyond psychology. Second, specific
deviations have been critical in formulating and testing actual process theories of how
humans go about these tasks (e.g., Kahneman and Tversky’s Prospect Theory, 1979,

or Johnson-Laird’s mental models theory in the domain of logical reasoning, 1983).

At the same time, deviations from these supposedly rational standards have led to
discussion about the standards themselves. In particular, spearheaded by Simon’s
notion of ‘bounded rationality’ (Simon, 1982), researchers have come to focus on the
adaptive value of cognitive strategies as a normative standard (Gigerenzer, 1991;

Gigerenzer & Selten, 2002; Gigerenzer & Todd, 1999).

On the one hand, this has led to the ever-increasing popularity of ‘rational analysis’ as
a means for studying cognition (see Anderson, 1990, or Chater & Oaksford, 2008;
Oaksford & Chater, 1998 for overviews). Here, an optimal computational solution to
an environmental problem faced by an organism is identified, and provides a
functional explanation of the organism’s actual behaviour which is viewed as an
approximation to that strategy. This framework has now been applied far beyond the
reaches of judgment, reasoning, or decision-making, thus broadening the issue of

rationality to novel domains such as memory (Anderson & Schooler, 1991) or
/
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categorization (Anderson, 1990; Lamberts, 1995). On the other hand, the emphasis on
adaptive value has also led some to question the normative status of probability, logic
and decision theory as appropriate standards of rationality at all (Kahneman &

Tversky, 1979; Noveck & Sperber, 2004; Stich, 1990).

However, given their central role, there has been very little discussion (in psychology
at least) of why these norms should be considered normative — typically, putative
norms are simply assumed to be normative (settled by work in other areas, such as
philosophy), or denied outright (see, e.g. Bishop & Trout, 2005). At the same time,
some have gone so far as to suggest that it is impossible to demonstrate human
irrationality using the experimental method at all (Cohen, 1981), or that norms should

be abandoned in the study of reasoning altogether (Elgayam, 2007).

It seems fair to say that the rationality debate is alive and well after nearly half a
century of empirical evidence. Whether the right norms are being invoked in
experiments, whether people adhere to these norms, whether people should be
adhering to these norms, and what people’s behaviour in reasoning experiments tells
us about human rationality are all questions that are still up for grabs. But conducting
research into people’s ability to reason in line with given norms of rational inference
presupposes something very important — that it is possible to derive norms for

reasoning at all. What are norms for reasoning, and how might they be justified?
In this chapter, I take a step back from empirical debates about human rationality, and

ask instead what it means for something to be considered normative. To this end, I

first consider the question of how norms might be identified in general. I introduce
/
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insights from discussions of normativity found in legal philosophy, and epistemology.
Law as a body of norms, and theoretical insights from legal philosophy, turn out to be
a very useful source here. I then consider the kinds of foundations for norms that legal
philosophers and epistemologists have posited, as a means of granting normative
status in the realm of reasoning. Finally, I examine evidence from the Bayesian and
pragma-dialectical theories of argumentation in relation to their philosophical
positions on normativity. I propose firstly that it is possible and desirable to invoke
norms for rational argumentation, and secondly that a Bayesian approach provides

solid normative principles with which to do so.

2.3 The Normative Question

What makes something normative? This question, or variants of it, can be found in
extremely diverse fields of enquiry such as ethics, epistemology and legal philosophy,
and capturing the notion of normativity is in itself a non—tn'vial task. The dictionary
definition of “normative” is unhelpfully self-referential; “Of, relating to, or
prescribing a norm or standard” (OED, 2006). Slightly more useful is the etymology
of the word “norm”, which derives directly from the Latin norma, the term used to
describe a builder’s square (Railton, 2000). The purpose of a builder’s square is to
allow actual cuts to be compared to an objective standard of correctness (i.e. a
geometric right angle). When deviations are noted between the actual cut and the
‘norma, corrections are made to the cut rather than the tool. The tool provides,
therefore a normative standard with which to evaluate the cut, and epistemological,
moral, or legal norms provide standards with which te evaluate human behaviour.

However, the analogy really only captures some of what makes normativity such a
/
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controversial philosophical topic, particularly when applied to human rationality.
What if instead of a straight cut one wished to evaluaté a curve? Now the tool seems
distinctly inappropriate, and doesn’t seem to provide normative guidance at all. In
doubt is the applicability of the norm, which demonstrates that norms must somehow

be derived — and that it is possible to derive the wrong ones.

In fact philosophers have recognised for a long time that simply observing whether a
particular behaviour matches some prescriptive standard is not all that is required to
understand the concept of normativity. If it were, then there would be apparently
normative behaviour all around us. Driving on the correct side of the road in a foreign
country is an example of something that we ought to do. If mammals do not lay eggs,
and horses are mammals, then it ought also to be the case that horses do not lay eggs.
But somehow, neither of these candidate conceptions of normativity seems to capture

the essence of what it means for something to be normative.

On the one hand, the side of the road that people drive on in any particular country is
fairly arbitrary — and would seem to confer compliance (for personal safety) rather
than normativity. If normativity in rational argumentation could be equated with a
shared set of agreed procedural rules, then “being rational is like a musician being in
tune...all that matters is that we reason harmoniously with our fellows” (Chater &
Oaksford, 2000). On the other hand, that horses do not lay eggs necessarily follows
from the fact that mammals do not lay eggs, and this also seems to eliminate the need
to label the statement normative. As Railton (2000) puts it, “If a normative must is to
have a distinctive place in the world, then it cannot be the must? of...conceptual

necessity”. Generally, then, we consider something normative if it adheres to some
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(normative) standard of what ought to happen, rather than what might happen or what

must happen.
2.3.1 Epistemology and Normativity

Assuming that we could settle for a definition of normativity that is neither post hoc
and arbitrary ﬁor simply subsumed by necessity, where might this notion of
normativity come from — that is, how can norms be derived at all? Epistemologists
have struggled for centuries with the question of what makes something normative,
and it is still disputed to this day. Indeed, a not uncommon view is that any attempt to
provide normative justification for beliefs is doomed to failure by one of three routes
(known as the ‘Munchhaussen Trilemma’ — Siegel & Biro, 2008): (1) invoking an
infinite epistemic regress (whereby A is justified by B, which is justified by C...etc);
(2) developing a viciously circular series of arguments that depend on each other for
their validity (e.g. normative beliefs are those that are justified — and justified beliefs
are normative); or (3) introducing an arbitrary point at which a belief is simply

declared ‘justified’, and the search for further justification aborted.

The notion of an infinite epistemic regress can be illustrated nicely by imagining a
persistent child, who refuses to stop asking the question ‘why?” While most parents
will be familiar with such a sophisticated philosophical tactic, few will realise that the
child is unintentionally tapping into one of the hardest questions in epistemology — at
what point does something become just so? Some things do seem to possess this
property of self-evidence — analytic truths,-for example, which are simply true by

definition. Epistemologists have been cautious, however, in granting the concept of
/

29



. self-evidence legitimacy beyond a selective group of logical and mathematical
principles (Finnis, 1980) and it remains therefore a controversial ph{losophical
property. Outside of this general acceptance that some (very basic) knowledge is
simply self evident, there is much debate about how the rest of our beliefs can be
justified (Audi, 2002; Siegel & Biro, 2008), although it is possible to identify two

broad approaches.

The first is known as foundationalism. This holds that if we know anything at all, we
must have at some point derived ‘direct’ knowledge (often held to be sensory
information, although it is well known that sensory knowledge is ‘constructed’ as
much as it is ‘perceived’). Foundationalists suggest that our knowledge and beliefs
must be anchored in something more concrete — some kind of directly observed
evidence. So, we can trace our knowledge about when to cross the road back to

sensory knowledge about speed, depth and colour cue perception.

The opposing view is anti-foundationalism (or coherentism) — whereby beliefs are
justified if they are coherent with the other beliefs that an individual holds. On this
view, holding a justified belief is “more like answering a question in the light of a
whole battery of relevant information than like deducing a theorem by successive

inferential steps from a set of luminous axioms” (Audi, 2002, p196).

Clearly, the issue of normativity and justification in epistemology is a fundamental
one, and epistemology offers a rich source of information from which to draw insights
about normativity in argumentation. However, the epistemological approach to

normativity tends to operate at a fairly high level of abstraction (typically concerning
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beliefs and knowledge), whereas argumentation and reasoning theorists seek to assess
specific norms, and how they might be justified as principles of rational debate.
Because of this discrepancy in analytical approach, I have also used legal philosophy
to guide my analysis of normativity. Legal philosophers have sought to deal not only
with the wider question of whether universal norms are possible and how they might
be discerned, but also the more immediate question of how an individual rule
contained in a specific legal system acquires normative status. This fits with my goal
of taking suggested norms for argumentation and considering how their normative

status might be founded.

2.3.2 Legal Philosophy and Normativity

Several broad strategies for bestowing normativity can be found in legal theory. These
strategies map closely on to the foundationalist/coherentist distinction that

epistemologists have pursued.

The first strategy seeks to derive normative status from other norms (Kelsen, 1941),
and is analogous to the foundationalist view in epistemology. On this account,
normative power is derived from deferral to ever more fundamental and a priori
truths. Needless to say, many epistemologists (e.g., Railton, 2000) consider this
account to be highly problematic, as derivation of normativity from other norms faces
the problem of a potentially infinite regress. Kelsen seeks to avoid the regress
problem through the adoption of a single, otherwise content-less basic norm
(“Grundnorm”) that he claims must form the underlying basis for a legal system. His

theory is an attempt to find a point of origin for a/l law, on which basic legal
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principles (and the specific laws that derive from them) obtain their legitimacy.
However, short of positing some sort of a priori ‘super rule’ that could infuse
attempts at knowledge acquisition with a normative seal of approval, many
epistemologists (e.g., Railton, 2000) have rejected the idea that normativity is a

feature of the world in some immutable sense.

A second strategy, analogous to the epistemological approach of coherentism, seeks
to derive normativity from assent or recognition (Hart, 1961). However, this strategy
too has faced much philosophical criticism. Deriving normativity from recognition
raises the question of when, if ever, the normative can be derived from the
descriptive, that is, ought inferred from is (and vice versa, see e.g., Hume, 1740; for a
discussion of the is-ought fallacy in the rationality debate, see Stanovich, 1999). Quite
simply, from the fact that I ought to be at my desk, it does not follow that I actually
am at my desk. From the fact that I am at the bar, it does not follow that I ought to be
there. Breaching the ontological divide between is and ought means that norms are
permitted to be normative simply because they are the norms that we follow. Blending
the descriptive with the normative in this way would seem to drain normativity of its
coercive power — if we can only say that one norm is as good as another so long as it
is agreed upon, then it becomes difficult to evaluate behaviour as right or wrong in

any meaningful sense.

Hart (1961) responds to this criticism in two ways. First, as a legal positivist, the
normativity he is defining for the legal system is not an absolute one in the sense of
immutable universals. Like anti-foundationalist epistemologists, Hart is not seeking to

derive truths with a single point of origin, and law is viewed as separate from
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morality. Assent or recognition seeks to define only a qualified obligation for those
that fall under the scope of this assent. At the same time, however, theft does not
simply become legal for those who want to steal because it is a qualified assent that
counts; specifically it is the recognition of a particular group — the officials
administering the system — that counts. This strategy of deferring to an ‘expert’ as a
method of protecting normativity against accusations of arbitrariness has also been
entertained in relation to norms for reasoning (Stich, 1985, 1990; Stanovich, 1999;

Elgayam, 2003), and as we shall see, theories of argumentation.

Having identified the different notions of normativity that have developed in
epistemology and legal philosophy, I will now focus on two competing normative
theories of argumentation — pragma-dialectical theory and the Bayesian approach —
and apply the broad strategies that epistemologists and legal philosophers have

identified to their candidate norms of argumentation.
24  Normativity and Argumentation

As discussed above, standards of rational inference have been a topic of interest since
antiquity. For much of this time, logic (in one form or another) has been the putative
standard against which arguments are evaluated. However, there has been an
increasing perception fuelled by a wide variety of consideratioﬁs that logic cannot
provide an appropriate standard by which to judge argument strength (see, e.g.,
Boger, 2005; Hamblin, 1970; Heysse, 1997; Johnson, 2000; see also Oaksford &
Chater, 1991; 1998; Evans, 2002 for critiques of logicism in the field of reasoning

more generally).
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As discussed in Chapter 1, this has led on the one hand to a dialectical (or rhetorical)
approach to understanding argumentation (Toulmin, 1958; van Eemeren &
Grootendorst, 2004; also Slob, 2002 for discussion), based on the assumption that the
problem with logic as a normative standard for argumentation is its inability to
account for the myriad of practical influences on the acceptability of arguments in a
dialectical context. On the other hand, it has led to the rise of Bayesian probability as
an alternative calculus for the evaluation of argument strength (e.g., Hahn &
Oaksford, 2007a). Here, the problem with classical logic is the imposition of a binary
normative standard that permits argumentation to be only valid or invalid — and
nothing in between. Moreover, logical inference is fundamentally about truth
preservation, rather than capturing changes in beliefs (Hahn & Oaksford, 2007a).
Even more fine grained and multi-valued logics do not therefore get at the heart of the
problem of informal argumentation: How does new evidence impact on existing

beliefs?

Hence, there are now two complementary sets of purportedly normative theories of
argumentation: Procedural theories that propose normative rules for dialogical
exchange, such as pragma-dialectical theory (e.g., van Eemeren & Grootendorst,
2004; but also Alexy, 1989) and attempts to establish a normative epistemic
framework for the evaluation of argument content, such as Bayesian theory (Hahn &
Oaksford, 2007a, but also Korb, 2004, and Goldman, 2003). These two types of
normativity in argumentation map well onto the legal and epistemological typology
identified above — pragma-dialectical theory attempts to derive norms from assent or
recognition (i.e. coherentism), while the Bayesian approach seeks to greund standards

of rational argument in axiomatic mathematical principles (i.e. foundationalism).
v/
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2.4.1 Pragma-dialectical Normativity

As outlined in Chapter 1, van Eemeren and Grootendorst (2004) claim that
argumentation must be seen as a social act, designed to resolve a difference of
opinion. They emphasise the idea of an idealised model of critical discussion, a
method by which speech acts can be critically evaluated in an argumentative
discourse. Van Eemeren and Grootendorst propose that a series of social norms and
unwritten rules (closely related to linguistic theories of conversational competence,
e.g. Grice, 1975) patrol the boundaries of argumentative acceptability. A sample rule

is as follows:
Rule 2 states that

“the discussant who has called the standpoint of the other discussant into question in
the confrontation stage is always entitled to challenge the discussant to defend this

standpoint” (van Eemeren & Grootendorst, 2004, p 137).

These procedural rules of conversation are analogous to Hart’s (1961) strategy of
deriving legal norms from prominent existing legal conventions. From the
consideration of the legal example, several questions immediately arise; whose assent
is relevant here, what kind of normativity is granted, and to whom does it apply?
Social conventions have developed historically, and it is not clear that our pragmatic
rules for discourse are any more immutable than our conventions governing clothing
or politeness. In other words, the normative status that pragma-dialectical rules

possess cannot simply be assumed to be of a universal nature. As in the assent-based
s
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approaches to legal rules, however, such a lack of universality does not mean that
assent cannot bestow normativity on conventions as we currently find them (though if
does raise awkward questions regarding the conditions under which these rules may

change, analogous, again, to the legal situation).

Anti-foundationalist (or coherentist) epistemologists maintain that epistemological
norms are not derived from a priori sources, but rather develop indefinitely, in the
same way that the Kuhnian notion of paradigmatic science does (Kuhn, 1970).
Similarly to Kuhnian science, however, the fact that the norms are subject to temporal
change does not invalidate their normativity, or bestow an unacceptable degree of
relativism. Anti-foundationalists argue that as the quest to understand the natural
world will never be fully completed, even our ‘best’ epistemological norms will
ultimately be replaced someday. But equally, “since there is not any question of
transcending the situation we are in at any time, there is no perspective from which
we can regard them as only relativistically valid” (Knowles, 2003, p67). For anti-
foundationalist epistemologists then, the paradox of deriving norms from assent is less
problematic in reality than it is in theory — epistemological norms may be mutable,

but on this account they are not conceived of as arbitrary, or weak and relativistic.

It is unclear, however, whether a similar case can be made for procedural theories of
argumentation. Here we find a similar conception of normativity, but it is not at all
obvious that an individual (or society) is incapable of ‘transcending’ a conversational
context. In fact, it is straightforward to propose alternative procedural rules that
although unfamiliar, could plausibly have developed through a process of assent. For

example, what if there was a rule requiring that in disputes involving more than two
/
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people, an individual could only respond to the person who spoke infmediately before
them? Of course, it is possible to think of disadvantages to this rule, but it is equally
possible to construct a case in its favour — the rule prevents confusion, promotes
orderly conduct, guards against two points being discussed at the same time, etc.
While it is almost impossible to transcend epistemological principles, the possibility
of conceiving of worlds where the procedural rules of argumentation are radically
different suggests that the stance of anti-foundationalists in relation to mutable norms

is not really tenable for proponents of pragma-dialectical theory.

Perhaps more troubling for pragma-dialectical theory, though, is the #ype of assent
that pragma-dialectical theory invokes. This is because there exists, in my view, an
important distinction between developmental assent and evaluative assent. The
pragma-dialectical conception of normativity expressed in the idea of the critical
discussion is that normative models of argumentation are simply idealised expressions
of individuated behaviour that have accumulated by developmental assent to become
norms. This accumulation of norms is captured in the notion of an ideally rational
‘reasonable critic’ (who has internalised these accumulated norms, and can
subsequently ensure that ideally rational rules of debate are respected), and by the
development of lists of questions that this rational critic could use to distinguish
‘acceptable’ from ‘unacceptable’ arguments. The normative status of the pragma-
dialectical approach is typically asserte;i, rather than derived, by its proponents (e.g.,
Hoeken, 2001a, 2001b; O’Keefe, 2005), and for pragma-dialectical theories of
argumentation the situation is less straightforward than in law — in the legal example,
-one at least has some evidence that officials actually apply the rules in question. The

rules identified by pragma-dialectical theory, are, at best, implicit in our day-to-day
s/
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discourse. It cannot therefore simply be assumed that the right rules have been
identified, or, by consequence, that they are assented to in daily practice. What is
really required is evaluative assent; that is, would most people agree that pragma-

dialectical norms should be followed?

To date, there has been very little direct empirical assessment of people’s
understanding and agreement to these putative rules (for the exception see Bailenson
& Rips, 1996; Rips, 1998; Rips, 2001), although there is some indirect evidence that
- people find arguments that observe simple dialectical principles such as clarity and

explicitness to be more compelling (O’Keefe, 1997a, 1997b).

However, should these rules be viewed as prescriptive for all members of a
community within which they dominate, or are they binding only to those who
directly subscribe to them? In a framework such as Hart’s, individuals cannot simply
opt out, because it is only the recognition of a particular group backed by authority
and sanction that bestows normativity. Some philosophers have suggested that
recognition based normativity can be validated by deference to an ‘expert source’.
Stich (1985), for example, has suggested that rules of inference and epistemological
principles may be justified by the process of reflective equilibrium carried out by a
suitably expert source. Reflective equilibrium is simply the consideration (or
evaluation) of an inductive process. What Stich’s proposal amounts to is the
suggestion that if an individual wished to establish whether a particular inductive
principle was, in fact, normative, this could be derived from an assent based process
so long as the assent comes from the reflective equilibrium of the individual’s

‘cognitive betters’ — the experts in the particular inferential domain. However, Stich
s
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himself notes that it is rarely obvious who the ‘cognitive betters’ in any given
situation are, and it is not clear who the privileged group might be in the context of
procedural theories of argumentation (although see Stanovich [1999], who suggests

using measures of intellectual competence).

Van Eemeren and Grootendorst’s (2004) reference to a ‘reasonable critic’, as a
normative notion itself, somewhat begs the question of how this reasonéble critic
came to have normative authority — the locus of normativity is simply shifted
elsewhere. In addition, empirical attempts to invoke pragma-dialectical criteria as a
normative model of argumentation often require participants to be trained at length
with complex evaluative criteria before they can perform the task (Hoeken, 2001a,
2001b). Bearing in mind that the notion of a ‘reasonable critic’ has been developed

using an assent based process this seems a somewhat unreasonable expectation of

what a reasonable critic should be capable of. The notion of normativity in the assent

to social conventions therefore remains somewhat elusive.

2.4.2 Bayesian Normativty

By contrast, as an example of an epistemic theory of argumentation, stands the recent,

Bayesian conception of argument strength. This account has been developed to
provide a formal treatment of a range of classic argument fallacies such as the
argument from ignorance, circular arguments or slippery slope arguments (Hahn &

Oaksford, 2007a, but also Korb, 2004). Such a formal treatment has been a

longstanding goal in fallacy research (Hamblin, 1970), and, by virtue of providing an
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explanation of when particular arguments are weak, the account necessarily also

provides an account of when arguments are strong.

As outlined in Chapter 1, on the Bayesian account of argument strength individual
arguments are composed of a claim and evidence in support of that claim. Both claim
and evidence have associated probabilities, which are viewed as expressions of
subjective degrees of belief. Bayes’ theorem then provides an update rule for the
degree of belief associated with the claim in light of the evidence. Hence, argument
strength is a function of the degree of prior conviction, the probability of evidence,
and the relationship between the claim and the evidence — in particular how much
more likely the evidence would be if the claim were true. In addition to theoretical
analysis, there is also experimental work suggesting that people share the normative
intuitions derived from the account (Hahn & Oaksford, 2007a; Corner, Hahn &

Oaksford, 2006). This, of course, is the central theme pursued in this thesis.

Bayesian probability theory shares conceptual ground with foundationalist
epistemological approaches and Kelsen’s (1941) proposal that there are fundamental
norms, which bestow normative power independently of whether they are followed or
not. Could the normative power of Bayesian theory be rooted in self-evident,

foundationalist principles?

In the context of epistemology, such a possibility has been voiced explicitly by
Knowles (2003). Knowles claimed that the only cogent response to the problem of an
infinite epistemic regress is to maintain that norms at some fundamental level must be

“self evident, indubitable, self demonstrating or something of that ilk” (Knowles,
v
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2003, p15). Elaborating on this position, Knowles suggested that certain logical or

mathematical principles might be good candidates for norms that are self-evident.

Bayes’ theorem follows directly from the axioms of probability theory — indeed,
Bayes’ rule is a consequence of the Kolmogorov probability axioms (Korb &
Nicholson, 2004; Schum, 1994). These axiomatic mathematical statements are
extremely minimal, and provide only the most elementary normative guidance. They
define probabilities as non-negative numbers between 0 and 1, state that the
probability of a certain event must be 1, and stipulate that the joint probability of any
mutually exclusive events is equal to the sum of their individual probabilities. From
these three axioms the definition of conditional probability can be derived, from
which Bayes’ Theorem directly follows (see Howson & Urbach, 1996). Some
statisticians have gone so far as suggesting that probability theory is the ‘inevitable’
(i.e. the only sensible) method of describing uncertainty — which makes it an attractive
method for deriving normative standards in theories of rational argumentation and

belief revision (Lindley, 1982).

However, such an appeal to self-evidence might be perceived to be a cheat. From
probability theory’s status as a mathematfical object, it does not follow that its
application to day-to-day inference is normative also. And that this application is not
self-evident can be read off from the variety of alternative calculi that have been
proposed to this effect (e.g., Dempster-Shafer theory, see Howson & Urbach, 1996 for
critical discussion), and from the debate surréunding the Bayesian interpretation of

probabilities as subjective degrees of belief.
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2.5  The Dutch Book Argument

Perhaps the most famous argument in the literature on Bayesian normativity is known
as the Dutch Book Argument (DBA). The DBA has served as the central normative
justification for Bayesian theory since Ramsey first proposed it (1931; see also de
Finetti, 1974). It is based on linking degrees of belief to the betting preferences of a
rational person — that is, a person with (hypothetical) betting preferences that conform
to the probability calculus. A Dutch Book is a combination of bets which can be
shown to entail a sure loss. Like Bayes’ Theorem, a Dutch Book is simply a
mathematical statement, and is philosophically uncontroversial. The Dutch Book
argument connects degrees of belief to a (theoretical) willingness to bet by assuming
that a person with degree of belief X in a proposition P would be willing to pay up to
£X to bet on P. Being Bayesian — that is, being in possession of degrees of belief that
conform to the probability calculus — provides immunity from Dutch books. People
who have degrees of belief that do not satisfy the Kolmogorov axioms can be made to
suffer a sure loss in a betting situation, as it is possible to construct a Dutch Book

against them.

Consider, for example, an individual who had a degree of belief of 0.51 that it was
raining, but also a degree of belief of 0.51 that it was not raining. Their total degree of
belief would exceed 1, violating an axiom of the probability calculus (the probability
of a certain event — that is, either rain or not-rain — should equal but not exceed 1). If
this individual’s betting preferences matched her beliefs, she should be willing to bet
£0.51 to a bookie’s £0.49 that it was raining, but also willing to bet £0.51 that it was

not raining (to a bookie’s £0.49). Her total bet would be £1.02, but the most she could
/
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possibly win would be £1.00 — guaranteeing her a loss of £0.02. As accepting odds
that lead to a sure loss in a betting situation would seem to be uncontroversially
irrational, the DBA offers normative justification for being Bayesian that is directly
based on the axiomatic principles of the probability calculus, and an extremely basic
set of conditions for economic rationality (i.e. never entertain odds where every
outcome entails a loss for yourself). When translated into argumentation, the DBA
simply ensures that reasoners do not have conflicting or inconsistent degrees of belief

in a hypothesis.

It is worth noting that the DBA does not depend on anybody actually winning or
losing money — or anybody even betting at all. As several authors, including
Christenson (1996) have shown, it is the principle of being vulnerable to a sure loss
that is the essence of the argument: “The argument’s force depends on seeing Dutch
Book vulnerability not as a practical liability, but rather as an indication of an

underlying inconsistency” (Christenson, 1996, p455).

The simplicity and elegance of the DBA as normative justification for Bayesian
theory has attracted much support (e.g. Davidson & Pargetter, 1985). However, as
Armendt (1993) notes, one way of judging the significance of an argument is by “the
number and variety of (attempted) refutations it attracts”, and by this measure, the
DBA is very significant indeed. As will become clear in the following section, many
critiques and defences of the DBA exist. In reviewing the literaure on the DBA as
normative justification for Bayesian theory, criticisms of the argument seem to fall
naturally into two broad categories — those that posit caveats to its universality, and

those that question whether the DBA does enough to justify its position as the central
v/
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determinant of Bayesian normativity. In what follows, I have used this typology to

structure my examination of DBA critiques.
2.5.1 Criticisms of the DBA — type I

The first category of criticisms of the DBA are those that question whether the
simplicity of the argument — that the reason one’s beliefs should conform to the
probability calculus is because this provides immunity from betting losses — really
captures the range of situations we might encounter where belief coherence is
important. Waidacher (1997), for example, argues that the DBA does not provide a
foundation for normative theories of rationality because it only applies to situations
with a particular formal structure — specifically, where there is a linear relation
between degree of belief and payoffs. Unless we accept the “far-reaching and highly
implausible hypothesis™ that all the situations we face in our life can be faithfully
modelled by this hypothetical structure, then the DBA provides normative
justification only for a limited range of situations, and consequently is not enough to
provide the basis for a normative theory of rationality. Similarly, Davidson and
Pargetter (1985) note that the DBA is based on the assumption that all parties have
equal access to knowledge about the outcomes of bets — whereas in reality,

inequalities in informational access may exist.

There is a sense in which arguments such as these are ultimately only capable of
adding caveats to the DBA — they simply cannot evaluate the DBA as a source of
normative authority, or the link it provides between betting preferences and degrees of

belief. Undoubtedly, it is possible to conceive of situations where one might wish to
7
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accept a Dutch Book, or where betting preferences and degrees of belief are not
systematically related. Perhaps I am eager to impress a new acquaintance, and
consider the financial losses I incur in irrationally accepting bets with a guaranteed
loss to be a small price to pay for their jubilant mood. But are these cases typical, or
merely the exception that proves the rule? Waidacher’s (1997) argument amounts to
an objection about assuming the value preferences of agents, which Sibler (1999)
dismisses as “misidentifying relatively superficial problems in the application of

utility theory as potentially devastating flaws in its foundation” (Sibler, 1999, p249).

It would seem therefore that arguments such as these can be dealt with by adding a
simple ceteris parabis clause to the DBA — all other things being equal, it is rational

for your degrees of belief to obey the axioms of the probability calculus.

Other authors have suggested that there are situations where betting preferences and
degrees of belief may diverge, and that therefore the DBA does not do enough to
justify its position as the source of normative authority for being Bayesian. Kennedy
and Chihara (1979) suggest that playing intentionally poor hands in a game of Poker
(i.e. knowingly allowing Dutch Books to be made against you) may be a rational
strategy in the long run, as it may convince your opponent that you are a less
sophisticated player than you are. Having established a false sense of security in your
opponent, by losing a series of small bets, you may then stand a better chance of
winning a big pot of money later on (the well known technique of ‘hustling’). An
economic analogue of this betting strategy is the practice (commonly employed by
large retailers) of running certain product lines at a loss. Having enticed customers in

by selling some products at an unprofitable rate, they are more likely to sell products
s
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on which they are making a profitable return. Kennedy and Chihara claim therefore

that there may be situations in which it is rational to accept Dutch Books.

However, although Kennedy and Chihara’s argument seems compelling, in my view
they fail to identify the crucial feature of these ‘long run’ strategies: The only reason
that small losses (i.e. minor violations of the probability calculus) can be permitted in
the short term, is that larger profits (i.e. better than ‘fair’ bets) are ultimately achieved.
Large retailers can only ‘loss lead’ on certain product lines because it is good for their
business overall. The hidden assumption in Kennedy and Chihara’s argument is that
loss making strategies are only rational because at soﬁe point the pendulum will
swing the other way, and your poker opponent (or the consumer) will be persuaded to
accept worse Dutch Books than the ones you suffered. Local losses must ultimately be
counterbalanced by global gains, or else the acceptance of Dutch Books can no longer

be claimed to be a rational strategy.

It is not enough therefore to demonstrate that people might sometimes prefer to
maximize other utilities. But it is also insufficient to point to evidence that people
pursue what appear to be non-normative strategies. This is because norm or value
conflict does not negate normativity. This is readily apparent in law, where rules are
not without exception. The killing of another individual is prohibited and sanctioned
in British law, yet there are several ‘full defences’ against a charge of manslaughter,
such as using reasonable self-defence against an attacker. Despite these exceptions the
norm clearly remains. In doubting the normative status of the rules governing
manslaughter under British law one would have to show not just that there are

exceptions to the rule, but that the normative power of the rule was consistently
v/
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challenged. The same level of refutation is required for normative theories of rational
argumentation, and it is not clear that such a refutation can be formulated against the

DBA as normative justification for Bayesian rationality.

2.5.2 Ciriticisms of the DBA — type 11

The second type of criticism of the DBA is more substantive — that coherence with the
axioms of probability is not in fact a necessary (or sufficient — see Rowbottom, 2007)
condition of rationality. For example, Hajek (2005) has claimed that proponents of the
DBA have ignored the logical compliment of the argument — that when probabilistic
coherence is violated, you are equally as likely to accept a ‘Good Book’ as a Dutch
Book (with a ‘Good Book’ being a set of betting preferences that guarantee you a sure
win). Given that no-one would argue that accepting a sure win is irrational, how can
probabilistic coherence be a necessary condition of rationality? Clearly, adding the
extra assumption that we are more likely to encounter ‘Dutch Bookies’ than ‘Good
Bookies’ (i.e. that people are more likely to take advantage of probabilistic

incoherence than reward it) is unacceptable, as:

“Susceptibility to a Dutch Book is a dispositional property of an agent, one that she
has independently of what other people are out there, and what other people are like -

in fact there need not be other people out there at all” (Hajek, 2005, p143).

Hajek provides an answer to his own puzzle, however, by proposing that the
traditional DBA should be modified, such that instead ofpositing that it is rational to

accept fair, and only fair, betting quotients, the DBA should state that it is rational to
s
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accept fair or better than fair (i.e. favourable) betting quotients. Stated in this way, the
DBA ensures that only sure-loss violations of probabilistic coherence are irrational,

and the normative power of the argument is restored.

Several authors (see below) have proposed, however, that it may still be irrational to
insist on adhering to criteria of probabilistic coherence. Sibler (1999) has suggested
that probabilistic coherence is not consistent with ‘instrumental’ rationality, in the

sense that:

“(attempting to)...become coherent merely because of the logical possibility of
becoming the victim of a Dutch Book would involve such extensive exploration of the
logical relations among one’s beliefs that it might well prove counterproductive and

instrumentally irrational itself” (Sibler, 1999, p255).

Sibler’s argument echoes strongly the claims made by proponents of the ‘bounded
rationality’ approach to human reasoning, which I discuss in detail below. What
matters in the present context, though, is not whether people actually are Bayesian,
but whether they think they ought to be. In other words, what is critical here once
again is evaluative assent. This is measured not by the number of people observing
the norm, but by the number of people agreeing that the norm is, in fact, a good one.
Behavioural data cannot impact on a norm’s integrity per se (a similar claim has been
made by Cohen, 1981, in defence of human rationality in general); rather actual
behaviour is at best, a weak indicator of evaluative assent. I am not aware, however,

of any studies measuring people’s acceptance of probabilistic consistency as an ideal
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(although see Slovic & Tversky, 1974, for evidence that educating people about the

axioms of rational choice does not necessarily encourage them to use them).

Supporting the view that behavioural data is only a weak indicator of evaluative
assent, Hookway (1993) has claimed that there is no necessary link between the
normative status of a principle and our adherence to it. For example, a group may
unanimously agree that being honest or open-minded is a positive trait (and a norm to

be followed), but still fail to be honest or open-minded. This is because;

“Possession of epistemic virtue depends upon the possession of skills and habits
whose possession is largely independent of the recognition that some state is, in fact,

such a virtue” (Hookway, 1993, p76).

In fact it is rather hard to imagine that people would not, in general, accept that
consistency and the immunity from Dutch Books that the probability calculus conveys
are minimal standards of rationality that they would /like to comply with. Closer
inspection of the normative basis of Bayesian theory reveals a composite notion that
mixes both derivation and assent. The self-evident axioms of probability provide a
non-arbitrary foundation from which normative constraints on beliefs can be derived,
and assent (to avoiding Dutch Books) underwrites the normativity of maintaining
consistent degrees of belief. Again, this raises the question of who assents, and what
evidence there is for this assent. The simplest answer is that people agree for
themselves; rationality is a matter of individual choice, and people are free to pursue
irrational strategies if they so choose. All the DBA proposes is that a rational person

should exclude the possibility of negative consequences (i.e. sure losses) whose
/
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unacceptability seems universally recognisable — a recommendation with appeal that

it is difficult to dispute.

Returning to Armendt’s (1993) proposal that the number and variety of refutations the
DBA attracts is an indication of its importance, one final comment should be added in
defence of the DBA, and its normative status. Not all philosophers have been
persuaded that it is as compelling as it appears to be. Armendt himsélf has questioned
whether the assumption that bets in a DBA are value independent always holds
(essential if the DBA is to proceed from the axioms of probability). Some (such as
Bacchus, Kyburg & Thalos, 1990) start out with the explicit goal of destroying the
DBA, but manage only to prove that there may (although they do not specify them) be
other ways of conceiving of rational behaviour — that perhaps the DBA is not the only
path to epistemic integrity. But does this make the DBA unacceptable as the
normative basis for Bayesian rationality? Armendt provides a succinct repost to those

who would prematurely abandon the DBA:

“Demands that we assume nothing and prove strong conclusions, however the
demands are disguised, are unreasonable...(A)n appropriate response is to demand
from the critics something better. A Bayesian’s admission that his theory can be
improved, seen in these terms, is not thereby an admission that the current theory is
honsense. And the fact that nobody can (correctly) prove something from nothing

does not make every theory equally good or bad” (Armendt, 1993, p20).
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The DBA covers a lot of ground using an extremely minimal set of assumptions. And
it seems to be, to the best of my knowledge, an appropriate normative justification for

Bayesian rationality.

2.6  Bayesian Normativity and Computational Limitations

The argument raised by Sibler (1999) that maintaining probabilistic coherence in our
degrees of belief implies an ‘ideally rational agent’ echoes the ‘bounded rationality’
approach to human reasoning (Simon, 1982). According to the bounded rationality
hypothesis, in order to completely absorb (and therefore act on) the statistics of the
environment, it would be necessary to possess computational powers far in excess of
the human brain. This is an argument against maintaining Bayesian principles as a
theory of rational argument that goes beyond debating whether or not people’s
behaviour is actually Bayesian — proponents of bounded rationality claim that it is
simply not practical to expect people to be capable of observing Bayesian norms — at
least, not without assistance (Gigerenzer & Edwards, 2003). Proponents of bounded
rationality argue that instead we use a series of ‘fast and frugal’ heuristics to
approximate normative solutions. Rationality under this interpretation is relative to
the performance limitations of the individual and the demands of the immediate
environment, and cannot be captured by a theory that proposes absolute norms.
Without disputing the authority of Bayesian norms, a proponent of the bounded
rationality approach might suggest that in positing norms for probabilistic coherence
that are in principle unobtainable we have simply selected the wrong ones. Instead,

we should take environmental limitations into account, and settle for norms that give
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us a kind of contingent optimality — rationality defined not just by normative ideals

but also by cognitive constraints.

There is certainly an appeal to these arguments, and in the sense that models of
bounded rationality offer methods of obtaining rational outcomes that do not depend
on computational powers beyond our reach, they paint a picture of rationality that
resonates with our intuitive notion of what is ‘reasonable’ to expect from even the
most rational individual. But is this sort of rationality, no matter how ‘reasonable’,
actually normative at all? While it may well be more sensible to calibrate your
rationality to standards that are within your grasp, this does not, in and of itself, make
these standards normative. This is because normativity is about obtaining the right
answer, not simply an answer that is as close to correct as can reasonably be expected
given the circumstances. If normativity could be defined in this way — as an adaptive
response to whatever circumstances you may find yourself in — it would confer an
undesirable level of situational specificity. That adaptivity and normativity are not
equivalent can be demonstrated by considering mechanisms of biological evolution
which are certainly adaptive, but cannot be said to be ‘correct’ or normative in any
meaningful sense of the word. While adaptive evolutionary mechanisms may well
produce characteristics or behaviours that appear to be normative, normativity is not a

precondition of adaptiveness.

A simple example helps to further highlight the differences between ‘bounded’
rationality and normative rationality. Imagine you have been set a particularly
difficult multiplication problem to solve in your head - say 3784 X 457. For all but

the most gifted of mathematicians this calculation is too difficult to solve accurately
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given reasonable time constraints. A proponent of bounded rationality might suggest,
therefore, that the normative course of action given computational limitations and
environmental constraints would be to round the numbers down to something more
easily calculable — and it would be difficult to argue with the reasonableness of this
suggestion. Two issues immediately arise, however, that suggest that arguing that
such a solution is normative might be misguided. Firstly, some people are better at
computing long multiplication than others. There does not seem to be any a priori
method of establishing who has normatively opted to round the numbers to 3800 and
450, and who has lazily multiplied 4000 by 500 and clearly got the wrong answer. We
seem to have committed ourselves to a definition of normativity that gives us no
normative guidance whatsoever. Secondly, getting close to the right answer given
situational constraints does not prevent us from wanting to know what the right
answer actually is. Adopting a definition of normativity that operates according to
bounded rationality actually prevents us from making a normative judgment at all.
While describing human behaviour as being rational whenever it does the best
poSsible job given all the constraints on its operation makes intuitive sense, we must

refrain from calling this behaviour normative.

So, in the same way that behavioural data demonstrating non-compliance with
Bayesian norms does little to damage their normative status (only their descriptive
validity), the observation that it is not always practical to expect Bayesian norms to be
maintained does not undermine the claim that they are still normative standards. As
Chater and Oaksford (2000) note, optimal models in economics, animal behaviour, or
psychology rarely assume that agents are able to find perfectly optimal solutions to

the problems that they face. It is widely accepted across a wide range of disciplines
v
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that there is no contradiction in positing normative standards that are difficult to
adhere to, even in principle. But one might wonder whether people would assent to
norms that were impossible to achieve, and perhaps it is here that bounded rationality
can claim to provide more appropriate normative guidance. Should we consider things

that are impossible to be normative?

The idea that possibility is a necessary precondition of normativity has been a feature
of Western legal systems, in particular in the area of contract law (see e.g., Lando &
Beale, 2000) since antiquity. “Impossibilium nulla est obligatio” means “there is no
obligation to do impossible things”, and is a fundamental principle of Roman law.
However, the question of impossibility arguably does not even arise in the present
context. Behavioural data may support the claim that people cannot always be
Bayesian, but it certainly does not support the claim that people cannot ever be
Bayesian. Even the most ardent anti-Bayesian would not suggest that being Bayesian
is impossible — although it may be demanding in many practical situations (and there
is a vast literature detailing the heuristics and biases people may bring to bear on
situations such as these — see, e.g., Gilovich, Griffin & Kahneman, 2002). In much the
same way that the multiplication problem described above may be so time consuming
that few would attempt to provide an exact answer, it is certainly not impossible. Of
course, one can imagine ever more complex calculations that are beyond any intellect.
But even these calculations have a correct answer — and that answer is no less correct
for the lack of a person who can accurately compute it. Similarly, Bayesian norms are
no less normative for the lack of an individual who is completely probabilistically

coherent in their beliefs.
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Indeed, proponents of bounded rationality are keen to point out that given the right
cognitive tuition (Gigerenzer & Selten, 2002) or environmental tools, the difficulty of
complex tasks can be greatly reduced. Presumably, the provision of probabilistic
tuition has no bearing on whether a norm is normative or not. Few would want to
argue that the lack of a calculator would destroy the normative authority of the
mathematically correct answer in the multiplication problem described above, and by
the same token, few would seek to question Bayesian norms simply because there are

practical constraints on how achievable they are.

The development of Bayes’ nets (see, e.g., Pearl, 1988) as a tool for implementing
Bayesian computations also suggests that being Bayesian may not be as difficult as it
first appears. Bayes’ nets illustrate the power of ‘conditional independence’ — the idea
that probabilistic information is often relatively unaffected by changes elsewhere in a
probabilistic network. This suggests that although global probabilistic consistency is
daunting in principle, local consistency is considerably more manageable. This is
because in reality, so much of the probabilistic information we process is
conditionally independent. For example, you are unlikely to need to update your
degree of belief in the prevalence of an obscure species of lizard in the light of recent
information you received about rising levels of acidity in the Atlantic Ocean, even
though this evidence potentially bears on the global ecological system. This is
because lizard prevalence is likely to be conditionally independent of sea acidity,
given more directly related evidence — for example, the temperature of their habitat.
Within a range of habitat temperatures, the level of sea acidity is effectively ‘screened

off’, and no probabilistic changes to your beliefs are necessary.
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To question the normative status of Bayesian inference it would be necessary to
demonstrate not only that someone’s behaviour was not Ba}.lesian, not only that on
occasion that person would not choose to reason in a Bayesian fashion, and not only
that on occasion that person would not be capable of reasoning in a Bayesian fashion,
but that that person would dispute the normative claim of probabilistic consistency
most of the time. Given the mal-adaptive consequences of such a stance, it seems

rather unlikely that many such individuals can be found.
2.7  Chapter Summary

It is clear that the normative question is a complex one, and in this chapter, I have
tried to identify what seem to be the crucial aspects of normativity to consider when
developing a normative theory of argumeﬁt strength. By drawing on ideas about
normativity from legal philosophy and epistemology, I have sought to shed light on
what sort of normative theory might be appropriate for argumentation, and what
features such a theory might need to iﬁcorporate. Based on the evidence reviewed in
this chapter, it would seem that there are certain features that good normative theories

possess — and that the Bayesian approach seems to embody these features.

By combining the self-evidence of the axioms of probability theory with the minimal
economic rationale of the DBA, Bayesian inference seems to be based on solid
normative principles that are not vulnerable to the problem of infinite regress. Assent
is required to the extent that reasoners must agree that in general, adhering to the
DBA and benefiting from the protection it provides against inconsistency is a good

thing. Whilst people may often (for any number reasons) deviate from the norms of
/
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Bayesian inference behaviourally, it seems unlikely that they would dispute the

normative rationale of Bayésian principles.
In the next three chapters of this thesis, I report the results of a series of experiments

that suggest that across a variety of argument evaluation tasks, people are, in fact, able

to evaluate arguments broadly in accordance with Bayesian norms for argumentation.
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Chapter 3  Evaluating Scientific Arguments: Evidence, Uncertainty and

Argument Strength.

“...(A)rgument is manifest in the establishment of scientific knowledge. Science is
the product of a community and new scientific conjectures do not become public
knowledge until they have been checked, and generally accepted, by the various
institutions of science...The rational processes of argument are the foundations of

these institutionalized practices” (Newton, 1999, p555).

“What is rarely appreciated by the public...is that rather than being a weakness,
dispute lies at the very heart of science...Understanding argument, as used in science,
is therefore central to any education about science” (Driver, Newton & Osborne,

2000, p301).

3.1 Chapter Overview

As I explained in Chapter 1, I have focused my empirical research on two distinct
areas of argument evaluation, using the Bayesian framework as a tool for posing
‘novel empirical questions. In this chapter I examine the interpretation and evaluation

of arguments about socio-scientific issues.

Public debates about socio-scientific issues are becoming increasingly prevalent, but
the public response to scientific messages about, for example, climate change, does
not always seem to match the seriousness of the problem the scientists claim to have

/
identified. In this chapter, I ask whether there is something special about appeals
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based on scientific evidence — do people evaluate scientific arguments differently to
non-scientific arguments? The existing literature on scientific argument evaluatiqn is
disparate and it is difficult to provide an answer to this question. In an attempt to
develop a systematic approach for studying people’s evaluation of scientific
arguments, I apply the Bayesian framework to some key aspects of scientific
argument evaluation. The Bayesian approach permits questions to be systematically
posed about how people evaluate scientific arguments. It also allows comparisons to
be made between the evaluation of scientific and non-scientific arguments. Across
four experiments (1a-1d), I demonstrate that participants evaluate both scientific and
non-scientific arguments in a broadly similar way. The results are necessarily
tentative, as the question of how people evaluate scientific arguments is a broad one.
Despite this, the exploratory data in this chapter would seem to have some interesting
implications for the successful communication of scientific arguments. And, most
importantly, the application of the Bayesian framework permits questions about

argument evaluation to be systematically posed at all.

3.2 Introduction

Public debates about socio-scientific issues such as climate change are becoming
increasingly prevalent, and in many ways, science no longer belongs to scientists
alone. Of course, it is still scientists who conduct scientific experiments, and scientists
who publish the results of their research in academic journals. Likewise, it is still
scientists who peer-review each other’s publications and scientists who debate the

theoretical principles and empirical conclusions contained within. But bodies of
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scientific evidence and the debates that surround them are no longer restricted to these

circles.

Today scientific debates in the public domain are commonplace, with scientific
developments debated by politicians, journalists, and citizens groups. Many of the
most important decisions we make (as individuals or as a society) are rooted in our
understanding and evaluation of scientific evidence, arguments and claims. The
communication of messages about socio-scientific issues such as climate change is
becoming a matter of some urgency. The Intergovernmental Panel on Climate Change

(IPCC), for example, has recently reported that:

“Most of the observed increase in globally-averaged temperatures since the mid-20th
century is very likely due to the observed increase in anthropogenic green house gas
concentrations...(these are) expected to have mostly adverse effects on natural and

human systems” (IPCC Synthesis Report, 2007).

The public response to messages such as this, however, does not always seem to
match the seriousness of the problem the scientists claim to have identified. Academic
interest in the public understanding of science driven by concerns such as these is
rapidly increasing. This is reflected in the range of researchers — philosophers, social
scientists, communication scholars, policy experts and science educators — who study
the many aspects of science communication (Collins & Evans, 2007; Gregory &
Miller, 1998; Pollack, 2005). Such diverse interest in the topic suggests that the
process of communicating science to the géneral public is not straightforward. Is there

something special about the way that scientific messages are evaluated by the public?
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Could the communication of science be improved, if only we had a better
understanding of the process? Certainly, improvement in scientific literacy is the
explicit goal of science educators (see, €.g., von Aufschaiter, Erduran, Osborne &
Simon, 2008), and the implicit goal of much of the work that has been conducted into

the public understanding of science.

Despite the sustained attention that the issues surrounding science communication
have received, a clear understanding of how people interpret and evaluate basic
scientific messages not been forthcoming. In particular rather little is known about
how ordinary members of the public evaluate scientific arguments — that is, how they
process arguments about scientific topics from a psychological perspective. How do
people evaluate the sort of short and summarised scientific arguments (such as the
IPCC quote, above) that they are exposed to in the media? Although several attempts
have been made at studying people’s ability to construct, deploy and evaluate
scientific arguments (Driver, Newton & Osborne, 2000; Norris, Phillips & Korpan,
2003; Sadler, 2004; Simon, Erduan & Osborne, 2002; von Aufschaiter, Erduran,
Osborne & Simon, 2008), the evidence pertaining to the public evaluation of scientific
arguments is somewhat disparate, has mostly been conducted in educational settings,

and is difficult to systematically piece together.

The reason for the lack of an account of how people interpret and evaluate scientific
arguments is deceptively simple: A systematic framework for asking questions about
how people evaluate scientific arguments has not been developed. In this chapter, I
propose that the Bayesian approach to informal argumentation could be just such a

framework.
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The Bayesian approach has two distinct, but related advantages for studying scientific
argument evaluation. Firstly, because the approach is content-based, it allows
judgements about scientific arguments to be compared to judgements about non-
scientific arguments. On the Bayesian account of argument strength, scientific
arguments are simply arguments that happen to be about science. As such, they can be
analysed in exactly the same way as non-scientific arguments. The key components
that intuitively, might be thought to determine the strength of an argument (e.g. how
much evidence it contains, the relation of the evidence to the hypothesis, the
reliability of the source reporting the evidence) have a straightforward Bayesian
interpretation. And, crucially, these factors can be identified and manipulated in both

scientific and non-scientific arguments (Hahn & Oaksford, 2007a).

Secondly, because the approach is normative, it allows predictions to be made about
when (and why) a particular argument should be strong or weak, depending on how
much evidence it contains, or the reliability of the source of the evidence. As was
discussed in Chapter 2, this approach (of identifying norms and comparing people’s
behaviour in experiments to them) has proven to be immensely popular and
productive tool for organising research into human reasoning (see, €.g., Evans &
~Over, 1996; Nickerson, 2007; Oaksford & Chater, 1998). There is every reason

therefore to expect it to be a productive way of studying informal scientific reasoning.

By bringing the Bayesian approach to bear on a number of different types of scientific
arguments, a framework for examining scientific arguments can start to be developed
that allows systematic questions to be posed about the factors that influence their

strength. Are people bad at evaluating scientific arguments? Is there anything unique
s
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or different about how people evaluate them? The answers to these questions have
important implications for anyone interested in ‘improving’ science communication —
if there is nothing special about scientific argument evaluation then there is no need to
treat them as something distinct from other, non-scientific arguments. Consequently,
education programmes aimed at improving science communication might benefit
from existing knowledge about the evaluation of arguments in general. If, however,
there are features unique to the evaluation of scientific arguments, then these features

should be the focus of future research.

33 Science In Public — An Overview

The study of science communication is characterised by a multiplicity of approaches.
There is a substantial philosophical literature on science as an epistemology
(Knowles, 2003; Popper, 1959), as well as several prominent (and competing)
sociological accounts of how science fits into the world of social actors, and how
controversy and consensus develops in science (Brante, Fuller & Lynch, 1993;
Collins & Pinch, 1993; Irwin & Wynn, 1996). How scientists construct bodies of
knowledge, how these bodies of knowledge change, and what impact these changes
have on research traditions has been a particular favourite of sociologists of science

since T.S. Kuhn’s (1970) influential work on the structure of scientific revolutions.

Most non-scientists’ experience of evaluating science is likely to be through the
media, and media analysts have sought to develop accounts of how different groups
are involved in the production, communication and consumption of science

(Friedman, Dunwoody & Rogers, 1999). Closely linked to these theories of
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communication are attempts by social psychologists to understand how messages are
effectively communicated — that is, the development of theories of persuasion (e.g.,
Chaiken, 1980; Petty & Cacioppo, 1984). Studying how people perceive risk and
risky probabilities is another important component of understanding how science is
perceived by the general public as typically, the communication of scientific
information involves the communication of risk (see Pidgeon, Kasperson & Slovic,

2003, for a summary of work in this field).

Finally, there have been many attempts to measure people’s attitudes and perceptions
of particular scientific developments such as nuclear power (Bickerstaff, Lorenzoni,
Pidgeon, Poortinga & Simmons, in press), climate change (Lorenzoni & Pidgeon,
2006) or nanotechnology (Pidgeon & Rogers-Hayden, 2007), typically utilising

questionnaires and surveys (Poortinga & Pidgeon, 2003).

Even this cursory examination of some of the ways in which science communication
has been approached highlights a fundamental problem facing researchers interested
in the topic: It is not at all obvious where to start or which questions to ask. Clearly, in
order to answer the question ‘how do people evaluate science?’ the wisdom of many
different disciplines must be brought to bear. In order to understand science
communication, however, it is essential to understand how non-experts evaluate

scientific arguments.
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3.4  Current Approaches to Understanding Scientific Argument Evaluation

Most of the existing research on scientific arguments has been qualitative (Sadler,
2004), emphasising people’s interpretation, rather than their evaluation of arguments.
Much of it has been focussed on tracking the development and quality of scientific
reasoning (i.e. the use of hypotheses and evidence) in children (see, e.g., Klaczynski,
2000; Kuhn, Cheney & Weinstock, 2001; Kuhn & Udell, 2003). This literature is
closely linked to educational policy and programrhes designed to address deficits in
scientific literacy, and provides a useful starting point from which to develop a more
systematic framework for assessing how people evaluate scientific arguments (for a

recent overview, see Sadler, 2004).

One approach to studying the use of scientific arguments has been to develop a
qualitative taxonomy, or typology with which to analyse them. For example, Korpan,
Bisanz, Bisanz and Henderson (1997) studied university students’ evaluations of
scientific news briefs. Responses were classified according to a hierarchical
taxonomy, whereby questions relating to evidence, theory, social context and methods
were deemed as indicating a high level of understanding, and therefore a more
comprehensive evaluative approach. While most of the participants asked ‘high level’
evaluative questions on at least one occasion (e.g. requesting information about the
statistics used, or the methodology employed), there were fewer questions about the
social context of the scientific research (e.g. possible biases of people involved with

the research, funding bodies etc)®.

2 Korpan et al also took measures of argument plausibility. Four topics of argument were used, three of
which were designed to be scientific and ‘plausible’, and one (about a paranormal event) which was
designed to be ‘implausible’. Plausibility ratings were high for the three scientific topics;, and low for
the paranormal topic. Unfortunately, the plausibility and the topic (i.e. scientific or non-scientific) were
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Using a similar classification system, Adams (2001) examined how college students,
scientists and policy analysts evaluated ‘questionable’ scientific claims on the Internet
about global warming. The qualitative responses they gave indicated that despite
being léss knowledgeable about the topics of the argumentation, the college students
seemed able to apply ‘generic’ evaluative criteria to the reports, questioning the
sources’ validity, and disputing the degree to which it was appropriate to generalise or
extrapolate given the available evidence. As participants were only given scientific
claims to evaluate, however, it was not possible to compare the evaluation of
scientific and non-scientific arguments — something that seems essential if claims

about the quality of scientific argument evaluation are to be made.

Phillips and Norris (1999) focussed on evaluations of science reports from a popular
science magazine, a non-science magazine or a newspaper. In this way, some attempt
was made to contrast different types of argument — although in each case, the topic
was scientific. In addition, the style of report was not manipulated systematically in
the study, so no comparative data is available as to what effect each type of argument
had. An attempt was made to measure belief change, albeit qualitatively, as
participants were asked to indicate their background beliefs about each topic, and then
report whether these beliefs had been altered by reading the report. The authors
reported that participants’ views became more polarised after reading the reports, but
that the degree of certainty expressed by participants after reading the texts was
inflated. Without some prediction about how convinced someone should be after

reading a report, or how this new information should be integrated with their existing

confounded in this study, such that there was no way of comparing plausible vs. implausible scientific
arguments — the stronger arguments were both scientific and plausible. However, this does at least give
a preliminary indication that the evaluation of scientific arguments might not be wildly different to the
evaluation of non-scientific arguments — a theme that I pursue in this Chapter.
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beliefs, however, it is difficult to know what ‘over certainty’ or ‘polarisation’ might
mean in this context. One advantage of the Bayesian approach is that the perceived
strength of scientific arguments can be measured against a normative benchmark, and
compared to non-scientific arguments — permitting precisely these sorts of judgements

(i.e. whether a particular belief is ‘polarised’) to be made.

One particularly popular strategy in analysing student use and recognition of different
types of scientific argument has been to apply the model of argumentation developed
by Toulmin (1958). Toulmin’s model is dialectical, in that it defines arguments as
moves that are made in a conversation®. Because much of the scientific argumentation
in educational settings occurs in a dialogue between the student and the teacher,
several studies have drawn on Toulmin’s model to develop an account of students’
use of scientific arguments. According to Toulmin, an argument can be broken down
into distinct components — a claim (the conclusion whose merits are to be
established); data or grounds (the facts that are used to support the claim); warrants
(the reasons that are used to justify the connections between the data and the claim)
and backing (the basic assumptions that provide the justification for particular
warrants). In addition, qualifiers (specifications of limits, or conditionality) and
rebuttals (exceptions and counter-arguments to the claim) may be present. A
schematic representation of Toulmin’s model of argumentation is shown below in

Figure 3.1.

3 Van Eemeren & Grootendorst’s pragma-dialectical theory (2004), which I discussed in detail in
Chapter’s 1 and 2, draws heavily on Toulmin’s argumentation model. In the literature on scientific
arguments, however, Toulmin’s model, rather than the more recent pragma“dialectical approach, is
typically used.
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Figure 3.1: Schematic diagram of the Toulmin model of argumentation (Toulmin,

1958)

Because Toulmin’s model describes the constitutive elements of an argument, and
provides a method for comparing the structure of different arguments, it can be used
to systematically analyse scientific argument use. Driver, Newton and Osborne (2000;
see also Erduan, Simon & Osborne, 2004), for example, proposed that the model can
successfully be used as a template for science educators to gauge the level at which

- their pupils are engaging with the issues being taught, by noting which argument
features (e.g. warrants, data) are regularly being used in classes. According to Driver,
Newton and Osborne, the ability to use (and recognise in other people) these different
aspects of argumentation is an indicator of rhetorical competence, and therefore of
comprehension (because understanding a subject is a prerequisite for reasoning
competently about it). Drawing on these assumptions, Simon, Erduan and Osborne
(2002) conducted an evaluation of the use of scientific argumentation in school

“science lessons, observing that:

/
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“One of the many problems that bedevils work in this field is a reliable systematic
methodology for a) identifying arguments and b) assessing quality. Our adoption and
use of Toulmin has also provided us with a method for recognizing the salient features

of argumentation...” (Simon, Erduran & Osborne, 2002, p22).

Using this approach, the authors analysed transcripts of teachers and students in
science lessons, before and after the teachers had attended training courses aimed at
increasing their understanding of different aspects of argumentation. Both students
and teachers use of more complex forms of argumentation increased following the

training courses.

However, whilst using Toulmin as a model of argumentation has been a popular tactic
(Jiminez-Aleixandre, 2002; Jiminez-Aleixandre, Rodriguez & Duschl, 2000,
Kortland, 1996), its application in individual studies has been inconsistent. Newton
(1999), for example, observed the extent to which teachers provided opportunities for
pupils to contribute to the co-construction of knowledge through discussion and
argument. The types of activities that the pupils engaged in were then classified (e.g.
listening, reading, question-answer interactions), but not directly related back to

Toulmin’s system of argument classification.

Von Aufschaiter, Erduran, Osborne and Simon (2008) used Toulmin’s model to
analyse the verbal conversations of school pupils during science lessons they had
taken part in. Although Toulmin’s model is primarily a system for classification, not
evaluation, the authors identified patterns of argumentation that contained warrants

and backings as demonstrating a higher quality of argument than argumentation based
/
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on simply an unwarranted claim. Furthermore, if pupils were able to construct
arguments with claims, warrants and data even once their initial position had been
rebutted, they were classified as demonstrating an even higher level of argument
quality. While this approach offers a systematic way of comparing the pupils’ use of
arguments, however, it is not necessarily informative about their quality. As Driver,

Newton and Osborne (2000) point out, this is because;

“Toulmin’s analysis...is limited as, although it can be used to assess the structure of
arguments, it does not lead to judgements about their correctness...it is necessary, if
judgements of this kind are to be made, that subject knowledge is incorporated for

arguments to be evaluated” (Driver, Newton & Osborne, 2000, p294).

In other words, two arguments can have an identical logical form, be given in exactly
the same dialectical circumstances, but still differ substantially in their
convincingness — because they differ in their content. This issue is, of course, not
limited to Toulmin’s model — these are precisely the same criticisms that I raised
earlier (see Chapter 1 and Chapter 2) in relation to procedural theories in general —

and to van Eemeren and Grootendorst’s (2004) pragma-dialectical theory specifically.

Toulmin’s model is a powerful tool for specifying the component parts of arguments,
and classifying them accordingly. It deals only, however, with the structure of
different arguments, not their content. Hence, it is not a measure of argument strength.
Von Aufschaiter et al (2008) circumnavigated this problem by developing a system of
content analysis that they used in parallel with Toulmin to assess argument quality.

They measured the learning that occurred following argumentation and proposed that
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an increase in learning indicated more sophisticated argumentation. Ideally, however,
an account of scientific argument strength would be sensitive to argument content,
and would not necessitate the development of a separate system of content analysis —
or as von Aufschaiter et al (2008) put it “a more careful consideration of the
interrelationship between the content and process of an argument” (von Aufschaiter et

al, 2008, p128).

There have been other investigations into how people evaluate scientific arguments
(Kolsto, Bungum, Arneses, Isnes, Kristensen, Mathiassen, Mestad, Quale, Tonning &
Ulvik, 2006; Kuhn, Shaw & Felton, 1997; Norris, Phillips & Korpan, 2003; Patronis,
Potari & Spiliotopolou, 1999; Ratcliffe, 1999; Takao & Kelly, 2003). These have
tended to employ qualitative classification systems developed on an ad hoc basis
(Takao & Kelly, 2003). They therefore provide little opportunity for comparison with
other studies, and frequently apply only to a specific set of data (Kuhn, Shaw &

Felton, 1997). As Kolsto et al (2006) note about their own classification system;

“It is important to be aware that the identification of these criteria was done in a
specific context. If the context had not been educational, if the students had selected
other articles, and if students with other experiences and knowledge had been
involved, other or additional criteria might have been found...Also, we have not made

any systematic normative analysis...” (Kolsto et al, 2006, p646).

This conclusion is not the strongest basis for elucidating the general factors that
influence the evaluation of scientific arguments. It should be emphasised, of course,

that the vast majority of the studies considered above were not explicitly aimed at
s
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developing an account of argument strength — rather, they were primarily concerned
with improving scientific literacy in educational settings. Their consideration allows
the identification, however, of the important themes that arise and suggests that the
barriers to developing a more systematic account of scientific argument evaluation are

twofold.

Firstly, evaluative assessments of argumentation are made either using a framework
developed specifically for the study or using Toulmin’s (1958) model. While the use
of Toulmin’s approach to argument classification has been enormously beneficial to
science educators wishing to improve scientific literacy in educational contexts, it has
some significant limitations as a general purpose framework for understanding the
evaluation of scientific arguments — primarily because it focuses on argument form,
rather than argument content’. What this means is that while the different components
of argumentative discourse can be identified and classified (and interventions
designed to increase the sophistication of the argumentation) Toulmin must be
supplemented with an analysis of content to act as a measure of argument quality (see
von Aufschaiter et al, 2008). Analysing arguments by their content also means that it
is straightforward to measure their strength quantitatively — as judgements are not
limited to the qualitative classification of argument components. Quantitative

measures allow more detailed and specific predictions to be made.

Secondly, if an assessment of how good people are at evaluating scientific arguments
is to be made, then a normative approach is required. Studies explicitly aimed at

comparing the evaluation of scientific and non-scientific arguments are scarce, yet

*I have made similar criticisms of procedural theories of argumentation in general, in Chapter 1 and
Chapter 2.
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this seems essential if we are to make claims about the relative strength of scientific
and non-scientific arguments, and people’s capacity to evaluate them.

What is clear from considering the existing literature on scientific argument
evaluation is that an approach that permitted quantitative predictions about argument
strength to be made, key variables to be experimentally manipulated, and performance
across a number of tasks to be meaningfully compared would be invaluable in
improving our understanding of the evaluation of scientific arguments. At a
minimum, it seems necessary to have an approach that allows the systematic
comparison of scientific and non-scientific argument evaluation, a putative normative
framework for formulating questions about argument strength, and measures that are
sensitive to changes in argument content as well as form and context. In the following
section, I will suggest that the Bayesian framework for informal argumentation may

be just such an approach.
3.5  The Bayesian approach to scientific argument evaluation

There is a growing body of evidence that the Bayesian approach provides a suitable
framework for analysing and investigating different types of informal argument (Hahn
& Oaksford, 2007a; Hahn, Oaksford & Corner, 2005; Oaksford & Hahn, 2004). From
the Bayesian perspective, scientific arguments are simply arguments that happen to be
about science and can be analysed in exactly the same way — a strong scientific

argument is simply one that provides evidence in support of a claim.

For example, Oaksford and Hahn (2004) investigated a type of argument known as

the ‘argument from ignorance’. These are simply arguments whereby the absence of
/
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evidence (e.g. finding no side effects when testing a new drug) is used to support a
hypothesis (e.g. that the drug is safe). Oaksford and Hahn used a Bayesian approach
to try and capture some of the quantities that (intuitively) make these arguments seem
more or less compelling, and then made predictions about how favourably the
arguments would be evaluated by participants in an experiment. I will describe the
experiment in some detail, as it has some important implications for the application of

a Bayesian framework to the analysis of scientific arguments.

Oaksford and Hahn identified several components that should, from a Bayesian
perspective, affect the strength of an argument from ignorance, which are best
illustrated with an example (also discussed in Walton, 1992a). Imagine that someone
were to claim that a train does nof stop at a certain station, because the station is not
listed on the timetable. This is an argument from ignorance that seems perfectly
plausible. The argument is comprised of a claim (that the train does not stop at a
certain station) and the negative results of a test (consultation of the timetable).

These negative test results are the evidence on which the claim is based. Oaksford and
Hahn suggested that the convincingness of this sort of argument will depend on
particular charaéteristics of the test, which can be given a very simple Bayesian
interpretation. A train timetable, as a test of which stations the train will stop at, is a
highly sensitive test, because it has a high ‘hit rate’ P(e| 4) . That is, the train will stop
at all the stations on the timetable. It is also a highly selective test — as the train will
not stop at any stations not listed on the timetable. This means that its false-positive
rate, P(e|—h) is low. By contrast, a shop window is not necessarily a particularly
sensitive or selective source of information — just because a particular piece of’

clothing does not appear in the window, it seems unjustified to conclude that the shop

74



does not stock it. These test characteristics, which have a direct influence on how
strong the evidence is that it provides, feed directly into our evaluation of how strong
the argument from ignorance is. When the evidence is highly diagnostic (i.e. a high
hit rate and a low false positive rate), the argument should be stronger (see Chapter 1
for a more detailed discussion of the Bayesian treatment of evidence). Oaksford and
Hahn found that arguments from ignorance that contained more diagnostic evidence

were rated as more convincing across a range of topics.

By conceptualising judgments of argument strength as subjective degrees of belief,
quantitative measurements can be taken and predictions made about the relative
strengths of different types of arguments. The factors that seem important in the
evaluation of scientific arguments, such as the amount of evidence an argument
contains, or the reliability of the source providing the evidence, can be simply and
systematically represented using the Bayesian framework. And because the Bayesian
approach is a general account of argument strength comparisons between different
experimental tasks and between scientific and non-scientific argument evaluations are
straightforward. All the evidence thus far (Hahn & Oaksford, 2007a; Hahn, Oaksford
& Corner, 2005; Oaksford & Hahn, 2004) suggests that people are perfectly good at
evaluating factors such as evidence and source reliability in non-scientific arguments.
On the Bayesian account it is the very same quantities that determine the strength of

informal scientific arguments.
The goal of much of the science communication literature is, however, to improve the

understanding of (and reasoning about) scientific issues (Irwin & Wynne, 1996; von

Aufschaiter et al, 2008). This would suggest that there might be something unique
s
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about scientific arguments. Are they weaker, or less effective than non-scientific
arguments? Do different factors influence their’strength? If there are discrepancies
between scientific and non-scientific argument evaluation, then these discrepancies
have important implications for the ‘improvement’ of science communication: In
order to understand science communication, we must first have an adequate theory of

informal argument strength.

In the remainder of this chapter, I will report the results of four experimental tasks
designed to test some basic and straightforward predictions that fall out of the
Bayesian approach. My aiﬁ is to identify a) whether people evaluate different types
of scientific and non-scientific arguments in line with Bayesian predictions; and b) |
whether people evaluate scientific arguments any differently from non-scientific

arguments.
3.6  General Methods and Participant Information

Four experiments were designed, each focusing on a different aspect of people’s
evaluation of scientific arguments or evidence. The same sample of one hundred
participants completed three of the experiments, as part of a single experimental
session. A separate sample of one hundred participants took part in the remaining
experiment. Both samples were comprised of undergraduate students from the
Psychology Department at Cardiff University, who participated in the experimental
sessions in exchange for course credit. I have labelled the experiments 1a — 1d, as the
experiments all relate to different aspects of the evaluation of scientific arguments.

The experiment that was conducted with the second sample appears here as 1c.
s
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Experiments 1a, 1b and 1d were conducted in the first session. Although experiments
with separate samples of participants are conventionally labelled separately, this
method of presentation was the clearest way of reporting the results of the four

experiments.

Participants within each session were assigned the same tasks, but occasionally a task
was not completed by a participant. The number of participants that complete each
experimental task is reported in the results section for each experiment. The order that
the first sample of participants completed the three experiments was counter-balanced
— participants who took part in the second session completed one task only. The
gender of participants was not recorded for any of the experiments reported in this

thesis.
3.7  Experiment 1a — Arguments from Ignorance

The first experiment is based on the work of Oaksford and Hahn (2004), discussed in
detail above. Whilst most arguments are based on the observation of evidence, some
arguments are based on the absence of evidence. These so-called ‘arguments from
ignorance’ use the absence of evidence (e.g. no side effects found during the testing of
a new drug) to support a hypothesis (e.g. that the drug is safe). This is a particularly
common type of argument found in scientific discourse, as the familiarity of the above
example demonstrates. Pharmaceutical companies regularly employ them to assure us
of a new product’s safety — in fact the industry safety standard involves demonstrating
‘no harmful side effects’ over a given testing period. We seem happy to accept these

arguments (as evidenced by our willingness to take the drugs), and assume that we
/
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can be confident in them because the search for evidence has been thorough, and the
type of test conducted appropriate. In fact, many high-profile socio-scientific
arguments seem to take the form of an argument from ignorance — arguments about
the safety of nuclear power stations or the Measles, Mumps and Rubella (MMR) jab
are both founded on a lack of evidence that any danger exists. Similarly, debates
about health epidemics such as Creutzfeldt-Jakob Disease (CJD) and Aviation
Influenza (‘Bird Flu’) are often based on the absence of evidence that an outbreak will

occur.

Four arguments from ignorance were developed — two based on scientific topics, and
two based on non-scientific topics. In an attempt to capture the key quantities that
determine the strength of arguments from ignorance, the credibility of the source
giving the argument (either a reliable or an unreliable source) and the type of search
they conducted for evidence (either a thorough, or an incomplete search) was
manipulated. Thus, as the diagnosticity of the evidence increases, so should ratings of
argument strength. Consider the following two examples of arguments from

ignorance:

Dave: This new anti-inflammatory drug is safe.

Jimmy: How do you know?

Dave: Because I read that there has been one experiment conducted, and it didn’t find any
side effects.

Jimmy: Where did you read that?
Dave: I got sent a circular email from excitingnews@wowee.com
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Dave: This new anti-inflammatory drug is safe.

Jimmy: How do you know?

Dave: Because I read that there have been fifty experiments conducted, and they didn’t find
any side effects.

Jimmy: Where did you read that?

Dave: I read it in the journal Science just yesterday.

Intuitively, the second argument seems more compelling - the search for evidence is
more thorough, and the (absence of) evidence is reported by a more reliable source.
Figure 3.2 shows that this intuition is captured well by the process of Bayesian

updating.
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Figure 3.2: Impact of amount of evidence and source reliability (likelihood ratio) on

posterior beliefin a hypothesis. Each line represents a different likelihood ratio.

The graph plots the impact of increasing ‘units’ of evidence (e.g. the results of
experiments that find no side effects for a drug), and an increasing likelihood ratio

(i.e. an increasingly reliable source reporting these results) on posterior degree of
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belief in a hypothesis (P(% | e)). Starting from a prior degree of belief of 0.4, a
posterior degree of belief is calculated following the addition of each ‘unit’ of
evidence. This posterior then becomes the new prior for the next ‘unit’ of evidence,
and updating proceeds from there. Where the likelihood ratio is low; that is, where a
source of evidence is just as likely to report P(e | h), as they are to report P(e | —h),

the impact of the evidence has little impact. When the likelihood ratio is higher,
however, increasing the amount of evidence has a systematic effect on posterior belief

in the hypothesis.

From Figure 3.2 it is possible to make three predictions. Firstly, increasing the amount
of evidence (i.e. a more thorough search for evidence) should produce higher ratings
of argument strength. Secondly, more reliable sources should produce higher ratings
of argument strength. Thirdly, when a highly reliable source reports a thorough search
for evidence (or when an unreliable source reports an incomplete search for evidence)
we should observe a multiplicative effect on ratings of argument strength. This third
prediction follows from the fact that the lines in Figure 3.2 are not parallel — there is

an interaction between amount of evidence and likelihood ratio.

Additionally, I will compare the evaluation of scientific and non-scientific arguments
from ignorance. Given that arguments from ignorance are so prevalent in popular
scientific discourse, one might expect acceptance of arguments from ignorance to be
higher in scientific domains than in non-scientific domains. To the best of my
knowledge this experiment is the first comparison of scientific and non-scientific
arguments from ignorance, and so strong predictions would be premature. It seems

likely, however, that the manipulation of two key variables in a type of argument
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frequently used in scientific discourse will provide a clearer picture of how these
variables influence judgements of argument strength — something which has not been

possible in previous investigations into scientific argument evaluation.

3.7.1 Methods

Design

Four arguments based on the absence of evidence were developed. Three variables
were manipulated (Source, Search and Class) at two levels (reliable/unreliable,
thorough/incomplete and scientific/non scientific) across four different argument
topics, creating a total of sixteen distinct arguments. The topic, type and order of the
arguments were randomised using the Latin Square Confounded method where
participants see only one argument from each topic, and participate once in each
experimental condition (Kirk, 1995). This allows multiple responses to be obtained
from each participant, but prevents arguments about the same topic being viewed by

any one participant.

The Latin Square Confounded design requires that the topics are rotated across the
four conditions of the Search X Source manipulation. This means that although all
participants see one argument from each topic, and one argument from each level of
the Search X Source manipulation, the combination of the variables differs
systematically across participants. So, for example, one participant might receive the

following set of arguments:

S1 (Thorough/Reliable) — S2 (Thorough/Unreliable) — NS1 (Incomplete/Reliable) — NS2

(Incomplete/Unreliable)
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A second participant might receive the following set of arguments: ’

S1 (Thorough/Unreliable) — S2 (Thorough/Reliable) — NS1 (Incomplete/Unreliable) — NS2

(Incomplete/Reliable)

Because each argument topic can embody one of four experimental conditions (the
four levels of the Search X Source manipulation), sixteen distinct arguments are
created. And because participants must only see one of each topic and one argument
from each experimental condition, sixteen distinct combinations are possible. The
Latin Square Confounded design simply ensures that each of the sixteen combinations
are represented an equal number of times in the sample (or as close to equal as is
possible given the sample size). In addition, the order that the arguments are received
within each combination is randomised. The Latin Square is therefore an effective
way of systematically varying topics and experimental conditions, while guarding

against order effects.

Participants were required to indicate how convincing they found the arguments on a
scale from 0 (very unconvincing) — 10 (very convincing), and also how reliable they
thought the source in the argument was on a scale from 0 (unreliable) — 10 (very

reliable).

Materials and Procedure

Each participant received an experimental booklet containing four arguments from
ignorance on different topics. The two science topics were: (S1) the safety of a new
anti-inflammatory drug, and (S2) t};e risks associated with GM crops, and the two

non-scientific topics were: (NS1) the'release of a new games console, and (NS2) the
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presence or absence of a particular item of clothing in a High Street store. The four
topics are shown below in Figure 3.3. Information pertaining to the experimental

manipulation of the Search and Source variable is highlighted in bold.

S1

Dave: This new anti-inflammatory drug is safe.

Jimmy: How do you know?

Dave: Because I read that there has been one experiment conducted/have been fifty
experiments conducted, and it/they didn’t find any side effects.

Jimmy: Where did you read that?

Dave: I read it in the journal Science just yesterday/I got sent it from

excitingnews@wowee.com.

S2

Gemma: GM crops are safe to eat.

Kate: How do you know?

Gemma: Because I read that there has been one experiment/fifty experiments conducted,
and it/they didn’t find any side effects.

Kate: Where did you read that?

Gemma: I think I read it in the New Scientist/on someone’s internet blog or something

NS1

Aaron: The new upgraded Playstation console hasn’t been released yet.

Celia: How do you know?

Aaron: Because I checked one website/fifty websites and they didn’t have it in stock
Celia: Where did you look on the internet?

Aaron: [ used a price comparison search engine called www.gamesconsoles.com/

www.KitchensandHomeware.com.
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NS2

Alicia: There are no red dresses left in any TopShop store in the UK

Greg: How do you know that?

Alicia: I phoned one store/fifty stores to see if they had any left

Greg: How did they check to see if they had any in stock?

Alicia: The store manager checked on the shop’s stock database/they had a quick look

while I was on the phone.

Figure 3.3: An example of each topic used in Experiment 1a. Information pertaining
to the experimental manipulation of the Search and Source variables is highlighted in

bold.

3.7.2  Results and Discussion

99 participants completed the experiment. Every participant saw four arguments — one
from each experimental condition, and one of each tqpic according to the Latin
Square Confounded experimental design described above. To statistically analyse data
from Latin Square Confounded designs, participant effects within the ratings are

factored out and the analyses are conducted on the residuals (Kirk, 1995)°.

Figure 3.4 displays the mean ratings of argument strength obtained in each
experimental condition. Although residual ratings were used for statistical analyses,

all graphed data is raw. The residual transformation tends to cluster responses, making

5 Computing residual values is necessary because although participants provide data in every condition
of the experiment, the combination of topic and experimental condition differs between participants.
Computing a residual transformation permits standard, between-subjects analyses to be conducted.
Though this changes the absolute numerical values, it typically leaves the overall shape of the data
unaltered. In all the data reported in this thesis, analyses of variance on raw and residual values
produced the same statistical effects.
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the visual interpretation ofresidual data difficult. Displaying raw, rather than residual

data, permits a more natural interpretation of participant responses.

w10

o Incomplete
Search

m Thorough
Search

Reliable Unreliable Reliable Unreliable
Source Source Source Source
Science Non Science

Figure 3.4: Mean ratings of argument strength across each condition ofthe

experiment. Error bars indicate one standard deviation.

A three-way ANOVA was conducted on the residual ratings of argument strength,
with Search (thorough/incomplete), Source (reliable/unreliable) and Class
(scientific/non-scientific) as independent variables. The presence of a thorough search
for evidence in the argument produced higher ratings of argument strength (M= 1.14,
SD =2.56) than an incomplete search (M - -1.13, SD = 2.06), F(1, 387) = 156.29,p
< .001. A reliable source reporting the results ofthe search produced higher ratings of
argument strength (M = 1.4, SD =2.34) than an unreliable source (M =-1.41, SD -
1.97), F (1, 387) =269.57, p < .001. Furthermore, there was a significant interaction
between Search and Source, F' (1, 387) =20.19,/? < .001. Pairwise comparisons
showed that for unreliable sources, a thorough search for evidence produced

significantly higher ratings of argument strength (M= -0.65, SD = 1.99) than an



incomplete search for evidence (M =-2.2, SD = 1.06), t (194) = 6.02, p <.001. For
reliable sources, however, this difference was much greater. A report of a thorough
search by a reliable source produced far higher ratings of argument strength (M =
2.93, SD = 1.63) than an incomplete search by a reliable source (M =-0.9, SD = 1.93),
t (194) = 11.86, p <.001. These effects support the predictions I made using the

Bayesian framework (see Figure 3.2).

There was also a main effect of Class. Non-scientific arguments were perceived as
significantly more convincing (M = 0.15, SD = 2.5) than scientific arguments (M = -
0.15, SD =2.65), F (1, 387) = 2.05, p < .001. Despite the familiarity of arguments
from ignorance in scientific discourse, they were rated as less compelling than non-
scientific arguments. Reference to Figure 3.4, however, suggests that non-scientific
arguments were not universally preferred over scientific ones, and, in fact, the
interaction between Source and Class was also significant, F' (1, 387) =11.32, p
<.001. Pairwise comparisons indicated that participants’ evaluations of scientific and
non-scientific arguments only differed under certain conditions. While there was no
significant difference between ratings of reliable scientific (M = 1.41, SD = 2.27) and
reliable non-scientific arguments (M = 1.39, SD = 2.44), unreliable scientific sources
produced significantly lower ratings of argument strength (3 = -2.16, SD = 1.5) than
unreliable non-scientific sources (M = -0.8, SD = 2.01), ¢ (194) = 4.99, p <.001. While
this effect was not predicted, the ratings of source reliability that participants provided

may go some way to explaining it.

Source reliability ratings are displayed in Figure 3.5. A three-way ANOVA was

conducted on the residual source reliability ratings. Judgements of source reliability
v
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were significantly higher when the source was reliable (M= 2.24, SD = 2.09) than
when the source was unreliable (M= -2.27, SD = 1.61), F(1, 387) =675.03,p< .001.
Sources were also judged to be more reliable when the test conducted for evidence
was thorough (M= 0.6, SD = 2.89) than when it was incomplete (M= -0.6, SD =
2.85), F (1,387) =49.22,p <.001. Although the effect of Class was non-significant,
there was a significant interaction between Source and Class of argument, F (1, 387)

=25.97,p<.001.

Reliable

Unreliable

Science Non-science

Figure 3.5: Mean ratings of source reliability obtained in each experimental

condition. Error bars indicate one standard deviation.

Pairwise comparisons showed that unreliable scientific sources were perceived as
significantly less reliable (M= -2.72, SD = 1.25) than unreliable non-scientific
sources (M =-1.91, SD = 1.78), t (194) = 3.59, p < .001, but also that reliable
scientific sources were significantly more reliable {M =2.7, SD - 1.73) than reliable
non-scientific sources (M= 1.66, SD = 2.36), ¢ (194) = 3.56,p < .001. This
polarisation ofratings of scientific source reliability tracks the pattern observed in the

convincingness ratings. Scientific arguments from ignorance from unreliable sources
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may therefore have been rated as less compelling because participants judged these
sources to be less reliable. These reliability ratings provide a possible explanation for
the argument strength ratings: Less reliable sources should produce less compelling
arguments (and more reliable sources more cbmpelling arguments) on the Bayesian

account. This is exactly the pattern of results seen in the argument strength ratings.

Taking account of the data from both the dependent measures, there seems to be a
degree of polarisation, whereby bad scientific arguments are seen as really bad, and
unreliable scientific sources really unreliable — yet reliable and convincing scientific
arguments are rated just as highly as (and more reliable than) their non-scientific
counterparts. However, participants seemed to be evaluating both scientific and non-
scientific arguments in a Bayesian fashion — as demonstrated by the correspondence
between argument strength and reliability ratings. But why should unreliable sources

be perceived as especially unreliable when they report scientific arguments?

One possible explanation for the polarised ratings of scientific argument strength and
reliability is the perceived position of scientific knowledge in our lives. Scientific
knowledge is taught in the classroom as a series of facts — certainties — that are arrived
at by a rigorous and objective process of hypothesis testing (Simon, Erduan &
Osborne, 2002). When this scientific method seems to be absent from a scientific
argument — as when an argument is offered from an unreliable source and appears to
be based on an incomplete search for evidence — we immediately doubt its validity. In

other domains, we might not have such strict criteria®. We are used to evaluating non-

8 This is supported by the data in this experiment — unreliable sources are perceived as worse than
reliable sources for non-scientific arguments, but this effect is not as pronounced as it is in the

e .
scientific topics.
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scientific arguments that are not based on solid evidence, or where the source is less
than fully reliable. Most of our non-scientific knowledge is not obtained by the
scientific method. It is perhaps no surprise that a scientific argument lacking evidence
from an unreliable source strikes us as particularly unconvincing, and equally
plausible that a reliable and evidence based scientific argument is more compelling

than an comparable non-scientific argument’.

This explanation is necessarily speculative, and requires further investigation. But by
quantifying and manipulating two key properties of scientific argument evaluation,
and comparing the evaluation of scientific arguments from ignorance to non-scientific
arguments from ignorance, it has been possible to give a fairly detailed account of
how they are evaluated. While concepts such as source reliability (Kolsto, 2001),
evidential strength (Korpan et al, 1997), and belief polarisation (Phillips & Norris,
1999) have been discussed in previous attempts to investigate scientific argument
evaluation, applying a Bayesian framework has allowed the isolation and
measurement of these variables — all the while using non-scientific arguments as a

comparison point.

7 There is one other aspect of the data that requires explanation — ratings of source reliability were
consistently higher when the search for evidence was more thorough. Despite not impacting directly on
the reliability of the source (i.e. a blog that reports fifty experiments is still a blog), the type of search
that the source in each argument conducted had an effect on how reliable that source was perceived to
be. It is possible, however, that the extent to which a source is able to conduct a valid search for
evidence (even an inappropriate or unreliable source) bears on the subsequent evaluation of <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>