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Abstract

The work presented in this thesis is based on studies concerning structural propertics of

molecular solids, and is composed of three different parts.

First, structural aspects of solid state dimerization reactions have been studied using 'H
NMR and powder X-ray diffraction. The experiments are based on the photoreactions of
cinnamic acids in the solid state. These materials show photochemical behaviour upon
irradiation by UV light. The f-phase (photoreactive polymorph) of 4-chloro-trans-cinnamic
acid was chosen as the primary material for study, and a combination of powder X-ray
diffraction and solution state '"H NMR spectroscopy techniques have been used to follow the
evolution of the solid-state photoreaction, and to determine the structural evolution of the
photoproduct. In addition, the structure of a photoreactive material (the S-phase of 4-fluoro-
trans-cinnammic acid) that cannot be prepared as a single crystal suitable for single crystal
X-ray diffraction has been determined directly from powder X-ray diffraction data. This
research exploits modern developments in the application of powder X-ray diffraction

techniques in order to obtain new levels of understanding of a classical solid state reaction.

The second part of this thesis is based on the investigation of transport of molecules
through linear tunnels in solid organic inclusion compounds (host-guest systems); This project
is focused on incommensurate inclusion compounds in which guest molecules are contained
within a system of one-dimensional tunnels (with a diameter of about 5.5 A) in a crystalline
urea host structure. It was shown previously that net transport of guest molecules in one
direction along the crystal can be achieved by insertion of new guest molecules at one end of
the crystal (by dipping it into the liquid phase of another potential guest), with the original
guest molecules expelled from the other end of the crystal. Such phenomena have
considerable potential as the basis of selective micro-scale separation techniques, based on
discrimination of molecular size, shape and chirality. In the present work, the spatial
distribution of the guest molecules in the crystal has been studied together with the changes in
the spatial distribution of the guest molecules as a function of time during the transport

process. This process has been investigated directly by using confocal Raman



microspectrometry as an in situ probe of the molecular transport process. The data obtained
from such experiments have provided access to information on the kinetics of the transport
process and the time-dependence of the spatial distribution of guest molecules within the
channel system. A model has been developed to understand the kinetics of the transport

process, leading to detailed mechanistic insights.

The last part of the thesis is focused on the design of hydrogen-bonded organic
complexes. Underlying all structural aspects of organic molecular crystals is the fundamental
question of what factors control the molecular packing arrangement, and an important related
issue is how to apply an understanding of these factors in the design of crystals with desired
structural properties. The work has focused on the study of components with hydrogen
bonding capability (urea/diols and p-phenylenediamine/diols), with a view to the formation of

hydrogen-bonded complexes with predictable structural features.

Optical microscopy, single crystal X-ray diffraction, powder X-ray diffraction and

confocal Raman microspectroscopy have been applied in this work.
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Chapter I  Introduction

Chapter 1 Introduction

1.1 Overview of this Thesis

Solid-state chemistry is nowadays a well established subject. It appeared in the late
1960’s as a new branch of modern chemistry, related to the development of high technology
materials. Solid-state chemistry, as a branch of science that studies the physical properties of
solids, presents an important overlap between Physics (in particular Solid-State Physics),
Earth Sciences, Materials Science and Engineering. Solid-state science focuses on
understanding and modifying the properties of solids from the viewpoint of the fundamental
physics of the atomic and electronic structure (Figure 1.1). Inorganic solid-state chemistry
focuses in the synthesis of novel materials as well as investigating new uses of existing
materials in electronics, communications and computers. This has intensified the demand for
a systematic approach to the problem of relating properties to structure and necessitates a
multidisciplinary approach. Organic solid-state chemistry, on the other hand, is very
important for studying crystalline stability of some solid materials (e.g., in the pharmaceutical
industry). A deep knowledge of the molecular arrangement in molecular solid crystals is a key

point to understand polymorphism' and phase transformations, often very important processes

Natural Bnommerahmnon
Zeollt&s2 Process3 4

Photo thogra.p 10,11
E"“““‘ " i Solid State Chemi Chemls"y “"“"’“""’“
Englnecrmg ! 1stry Scxences

Synthetlc Electronic Propertu:s6
Zeolites®® Magnetic Properties’

Materials
Science

Figure 1.1. Diagram showing the multidisciplinarity of different fields usually required in
solid state chemistry.
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in drugs. Crucially, a particular drug substance administered in different polymorphic forms
may have very different properties. It is also very interesting to be able to control the

solubility and the conditions for handling and administration.

The work presented in this thesis is the result of three years of research in solid-state
chemistry. It can be divided, according to the research field, into three parts: i) molecular
transport of linear molecules (alkanes) in a host-guest system, ii) synthesis and structure
determination of novel molecular crystals applying the concept of Crystal Engineering, and
iii) study of solid-state reactivity with interests in structure determination, lattice parameters
evolution and phase separation. In this Chapter, an introduction related to the three fields of

solid state chemistry which have been covered in this thesis is given.
1.2 Photoinduced Reactions Under Crystalline Environments

The majority of crystalline solids are stable both thermally and photochemically.
Reactivity in the solid state is more complicated than the reactions in the liquid state. Firstly,
molecules have to move in order to react properly, which is fairly simple in the liquid or gas
state but this is not the case in the solid state, where there is less motional freedom.
Nevertheless, organic photoreactions in the solid state have been studied widely and date back
to the middle of the last century. The main experimental difficulty was probably the
identification of photoreactive crystals. The technique of X-ray crystallography has proved to
be a very important tool for establishing structure-reactivity correlations. Early observations
of photoreactive crystals suggested that the intrinsic photochemical properties of organic
molecules are relegated to second place and their solid-state photochemistry is controlled by
the periodic environment of the crystal structure. Such reactions are referred to as
topochemical reactions. The topochemical postulate'? states that reactions in crystals may
occur within a minimum of atomic and molecular motion. Another way to classify a reaction
as topotactic is to consider the variation in the lattice parameters during the reaction. Thus, if
a reaction occurs so as to retain one or more of the crystallographic axes of the reactant and a
particular orientation of the product lattice is retained relative to that of the reactant, then this

reaction can be called topotactic.



Chapter 1  Introduction

A proper distance and orientation between potentially reactive partners is an important
requirement if reactivity is to be expected. In the case of bimolecular reactions, the reactivity
of the system depends on the packing arrangement, whilst unimolecular rearrangements occur
with less atomic and molecular movement. Most bimolecular reactions occur between
molecules that are identical. The restrictions on the number of components allowed in
crystalline phases and the precise distances and orientations necessary for bimolecular
reactivity are the major limitations imposed by the crystalline media for photoreaction to
occur. Photochemical reactions in unimolecular crystals do not depend on the nature and
location of their closest néighbours. Therefore, molecular rearrangements in unimolecular
crystals may be investigated with less concern for packing arrangements. In unimolecular
reactions, structural changes of the reactant toward that of the product can be limited by
repulsive non-bonded interactions which determine whether or not the reaction is

energetically feasible.

A very interesting type of photoreaction are so called single-crystal-to-single-crystal
reactions, in which a single crystal of starting material transforms into a single crystal of
product, without any loss of crystallinity throughout the reaction. Structural similarity
between reactant and product are usually very high in this kind of reaction. Due to the
formation of the product within the lattice of the reactant, most solid state reactions destroy
the crystal lattice of the reactant phase. Although single-crystal-to-single-crystal reactions are
not very common, the cases where they do occur can be studied by X-ray diffraction which
provides information on the structural changes. Single-crystal-to-single-crystal reactions are

usually homogeneous, i.e., the reaction occurs throughout all the crystal, not only at localized
spots.

Although some reactions occur by phase separation mechanisms to the stable form of
the product, others may lead to metastable phases that are not available by crystallization from
solution, sublimation or the melt. It is likely that many solid-state reactions will involve
metastable phases and phase separation and recrystallization will be highly dependent on
whether the reaction is carried out in large crystals or small crystals (e.g., in a microcrystalline

powder). Since phase separation and recrystallization require a great deal of molecular motion,
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solubility limits in the solid-state reaction may exceed those observed by equilibrium co-
crystallization of the components. It is likely that efficient solid-to-solid reactions will require
very high solubility of the product in the crystalline phase of the starting material. Although it
is expected that disordered phases should result in loss of control, it is possible that product-

like phases may have a similar influence on the reaction as does the phase of the reactant.
1.3 Solid Inclusion Compounds

Solid inclusion compounds can be classified as solid materials forming a framework
architecture that contains empty spaces within which other molecules can be included or
incorporated. The framework-building molecule is usually called the “host”, whereas the
molecules included in the cavities are referred to as the “guest”. Solid inclusion compounds
are common in nature. As inorganic materials, solid inclusion compounds are formed in
aluminosilicate minerals such as zeolites. In these materials, the host framework is
constructed from SiO4 and AlQO, tetrahedra, interconnected by corner-sharing to form
“sponge-like” materials but with a very regular structure and pore sizes which are typically of
molecular dimensions. Each AlO, unit is associated with a negative charge, which is balanced
by a positive ion, usually H'. These protons form acidic (Brensted) sites, which behave in a
similar way as the protons in acidic solution. Many important properties of zeolites depend on
the Si/Al ratio, as this clearly dictates the number of extra-framework cations. Due to the
geometrical arrangement of the tetrahedral building blocks, zeolites can form inclusion spaces
with different topologies, ranging from tunnels to cages, which can be parallel (one-
dimensional) or interconnected, forming two- and three-dimensional networks. Since the
1960’s, zeolites have been applied in an increasing number of ways, most involving catalytic
processes. One important advantage of using zeolites is that, due to the great variety and
specific structure of the pores and cages, not all products are formed in a catalytic process,
enhancing the selectivity of the reaction. For example, zeolites are used in applications

involving catalysis of crude oil to produce gasoline, kerosene and other smaller hydrocarbons.
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/ﬁ\ )7\
H,N NH, H,N NH,
urea thiourea
CH
H;C / 3
R= -—-CH\
o} CH,
R R
(o) (o) (0]
(o) CH,
CH; o)
R
tri-ortho-thymotide
perhydrotriphenylene

deoxycholic acid

Figure 1.2. Potential organic molecules that can form host structures with determined
guest molecules.

Solid inclusion phenomena are not only a subject regarding inorganic materials. Host
structures constructed from the crystal packing of organic molecules also can form solid
inclusion compounds. Urea, thiourea, tri-ortho-thymotide, perhydrotriphenylene and
deoxycholic acid are organic molecules that can form porous frameworks (Figure 1.2). Solid

8
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1.4 Urea Inclusion Compounds
1.4.1 Structural Properties

Urea inclusion compounds (UICs) were discovered in the 1940’s, with the unexpected
preparation, by Bengen,'* of an adduct between 1-octanol and urea. In UICs, the host
structure is formed by an extensively hydrogen-bonded arrangement of urea molecules. In the
presence of appropriate guest species, urea can form this, one-dimensional, tunnel structure,
with the diameter of the tunnels ranging from 5.5 to 5.8 A. Each UIC single crystal
spontaneously grows either as a right-handed enantiomorph, with space group P 6,22, or a
left-handed enantiomorph with space group P 6522, therefore representing a chiral one-
dimensional environment. Interestingly, in many solid inclusion compounds (for organic
molecular hosts), the host structure is chiral. Although, in some cases, the building blocks of
the host structure are themselves chiral (therefore the construction of a chiral host structure is
obligatory), in many cases chirality is introduced by spontaneous assembly of achiral building
blocks into a chiral packing arrangement in the host structure, as in UICs. Clearly, chiral host
structures can exert an important influence on the structural and chemical properties of chiral
guest molecules. A remarkable fact is that the vast majority of different UICs containing
different guest molecules have essentially the same urea host structure, which is hexagonal at
room temperature with lattice parameters a =b=8227 A, ¢=11.017A; a=p8=90,
v=120°.

1.4.2 Guest Molecules in UICs

The factor that determines whether or not a molecule is appropriate as a guest species to
form a UIC is the ability to fit into the space in the tunnel. Due to the “effective diameter” of
the tunnel, urea can only form UICs with guest molecules based on a sufficiently long alkane
chain, with a limited degree of substitution of this chain allowed. Therefore, the length of the
guest molecule and the degree of branching are two key features for the formation of urea
inclusion compounds. In early studies' it was believed that UICs could only be formed with
n-alkanes and their linear derivatives. Now it is known that other UICs can be formed but
with restrictions concerning the degree of branching allowed. Size, position and number of the

substituents are crucial factors. Bulky atoms in the middle of an alkane chain will not form a

10
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UIC, whereas the same alkane chain with the same substituents at the chain-ends might be

able to form a UIC'®.

In UICs, the guest molecules are densely packed along the tunnels and generally exhibit
sufficient positional ordering to allow an average three-dimensional guest lattice to be
defined.!”'® An important property of tunnel inclusion compounds concerns the degree of
registry between the host and the guest substructures along the tunnel. In many one-
dimensional inclusion compounds, the guest molecules are arranged in a periodic manner
(with a periodic distance c¢g) along the tunnel and it is then important to consider the
relationship between c, and the repeat distance c; of the host structure along the tunnel
(Figure 1.4). If there are no sufficiently small integers p and g for which the pc, =qcg, the
UIC is said to be incommensurate, whereas, if such integers can be found to satisfy the
relationship, the UIC is said to be commensurate. For an incommensurate system, every guest
molecule along the tunnel occupies a slightly different position with respect to the unit cell of
the host substructure. In fact, the vast majority of UICs are incommensurate and are called
conventional UICs. These are typified by n-alkane/urea inclusion compounds, where the guest

molecules are well ordered along a single tunnel'®

and have some degree of ordering between
adjacent tunnels (i.e., there is an overall three-dimensional ordering). The positional
correlations between guest molecules in different tunnels are stronger for some UICs than
others. Some UICs are, however, commensurate, allowing complete structure determination
from single crystal X-ray diffraction (e.g., 1,6-dibromohexane/urea'® and 1,4-
dichlorobutane/urea®®). Interestingly, for commensurate UICs, the host structure is often

distorted to a lower symmetry than for the conventional UICs.

Cg
—>
L J 1 ] 1 ] [ J L )|

Ch

mm Host — Guest

Figure 1.4. Schematic representation of the host (c;) and guest (c) periodicity in one
single tunnel of a urea inclusion compound viewed perpendicular to the tunnel axis.
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In many cases, a given single crystal contains different domains of the guest
substructure; each domain has an identical packing of guest molecules but has a different
(although equivalent) orientation relative to the host structure. Although diffraction data allow
the average periodicity and symmetry of the basic guest structure to be determined, dynamic
disorder of the guest molecules in conventional UICs can limit the ability to obtain detailed
information about the guest structure. One consequence of the dynamic disorder of the guest
molecules is the appearance of different forms of diffuse scattering in diffraction patterns of
urea inclusion compounds. Other experimental and computational approaches can be used to
obtain direct information on local structural properties of the guest molecules, the interactions
between guest molecules within the tunnel and the orientational distribution of the guest

molecules.

Raman spectroscopy has been used”’ to probe conformational properties of
o,0-dihalogenoalkane guest molecules [X(CH2),X; n=8 for X=Cl; n=7-11 for X=Br;
n=8 for X=1I] in UICs. The C - X stretching vibrations were used to assess the relative
amounts of trans and gauche end groups as a function of the length (n) of the guest molecule,
the identity of the terminal substituent X, temperature and pressure. These results suggest that
there is no well-defined relationship between the proportion of end groups in the gauche
conformation and the length of the Br(CH;),Br guest molecules. High resolution solid-state
F-NMR spectroscopy was employed” to study the interaction between adjacent guest

molecules in a UIC containing 1,10-difluorodecane guest molecules.

Bromine K-edge extended X-ray absorption fine structure (EXASF) experiments were
carried out” to investigate a variety of local structural properties of UICs containing
a,0-dibromoalkane guest molecules, including the intramolecular geometry around the
bromine atom, based on the Br:--C(3) distances for the three intramolecular carbon atoms
closest to the bromine atom. The value of the Br---C(3) distance indicates that the bromine
end groups exist predominantly in the frans conformation, in agreement with results from

Raman spectroscopy.

Interactions between guest molecules in UICs containing o,w-diiodoalkane I(CHj),l

guest molecules have been analysed® to establish the intensity distribution of diffuse sheets in
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X-ray diffraction patterns. These diffuse sheets are often observed in X-ray diffraction
patterns of UICs and correspond to one-dimensional ordering of guest molecules along the
tunnel axis. Thus, analysis of the intensities of the diffuse sheets provides information on the

structural properties of the periodic linear array of guest molecules along an individual tunnel.
1.4.3 Synthesis of UICs.

UICs are usually easy to obtain, although in many cases it is not easy to obtain large,
good quality crystals. Preparation of the UICs is usually done by slow cooling, using a
thermal bath or incubator, from a methanolic solution from 55°C to 25-20°C. Sometimes it
may be necessary to use mixtures of solvents to obtain a homogeneous solution containing
both the host and guest species, e.g., tert-amyl-alcohol (which is too bulky to be included in
the urea tunnels)” and methanol. Once the single crystals are removed from the solution, it is
necessary to wash the surface of the single crystal. The solvent used to wash the crystals is
2,2,4-trimethylpentane (TMP) which does not dissolve the urea host structure and is too big to

fit into the tunnel structure of the UIC.

The stability of the UICs depends on the type of guest molecules. For n-alkanes and
their linear derivatives, liquid or solid at room temperature, the UICs generally remain stable
at ambient temperature. For n-alkanes, the minimum chain length required for inclusion is
C¢*, at room temperature and pressure. Schlenck’’ reported one explanation for the existence
of a minimal chain length. His approach states that, when the guest molecules are too short,
regions between two adjacent guest molecules represents a big proportion of the tunnel
length, hence destabilizing the urea framework due to a lack of host-guest interaction. It has
been demonstrated®® that UICs can be formed by polymers with molecular weights as high as
4x10°. More information regarding the variety of guest molecules that can form UICs can be
found elsewhere.'®? If a volatile or very bulky guest species is included, the UIC may be
unstable, usually collapsing the porous structure to form a more dense and tetragonal
structure, corresponding to pure urea molecules. This is visible by eye, as the single crystal
becomes cloudy. Conventional UICs can be easily identified by optical microscopy which
reveals the typical hexagonal shape of the UIC needle-like crystals. Using powder X-ray

diffraction, UICs can be routinely characterized.
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1.4.4 Crystal Growth

On a macroscopic scale, most UICs form long hexagonal needles. However, it has been
found that certain molecules (notably ketones) form flat plate crystals instead. During the
crystal growth process, the first stage is the protrusion of guest molecules above the surface of
the crystal, around which host molecules collect. This in turn provides a large, longitudinal
surface area to which other guest molecules can attach, which in turn attracts more host
molecules and so on. However, if there is a strong host-guest interaction, the first step is
inhibited and lateral growth is preferred. Crystal growth is generally governed by kinetic
factors and to alter the crystal morphology requires control of the relative rates of crystal
growth m different directions. A general strategy has been re:ported28 to control the crystal
morphology of tunnel inclusion compounds, and demonstrated for alkane/urea inclusion
compounds. It has been shown that it is possible to dictate the shape of the crystal form long-
needle to flat-plate if the rate of crystal growth along the tunnel direction is reduced by using

a selective inhibitor in the crystallization solution.

1.5 The Design of Desired Molecular Structures

The last part of this thesis focuses on the design of novel organic complexes.
Underlying all structural aspects of organic molecular crystals is the fundamental question of
what factors control the molecular packing arrangement. An important related issue is how to
apply an understanding of these factors in the design of crystals with desired structural
properties. Schmidt, during his studies of photodimerization of cinnamic acids and
derivatives, introduced the concept of crystal engineering.29 The objective was to design
organic molecules in order to adopt a particular molecular packing, leading to structures with
high regioselective and stereoselective reactivity. Therefore, crystal engineering is the
understanding of intermolecular interactions in the context of crystal packing and the
utilisation of such knowledge in the design of new solids with desired physical and chemical

properties.

The term “crystal engineering” means to design a supramolecular structure on the basis
of intermolecular interactions, such as hydrogen bonding and Van der Waals interactions.

This focus on the identification of determined patterns of intermolecular motifs, which can be
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found in crystals such as ribbons, layers, chains and tunnels, can be applied to act as a
template for desired chemical and physical purposes (e.g., catalysis, photoreactivity, proton
conduction and nonlinear optics). In crystal engineering, it is very important to be able to
predict the molecular network structure (i.e., one-, two-, or three- dimensionality) of the
desired crystal. The conventional O-H-O and N-H--O hydrogen bonds have been
considered the building blocks of the molecular architecture, whereas weaker interactions

such as C-H:--O, C—H---N, have been proposed to be determining the course of crystallization.

Weakness of interaction does not mean lack of specificity. The roles played by some of
the weaker interactions during crystallization could be of specific nature. For hydrocarbons,
the interactions are exclusively of the Van der Waals type, which means that crystal structures
may be easily predicted assuming a close-packing model, without interference from
anisotropic and stronger interactions. In heteroatom containing structures, however, the

interactions are much more complex, with different strengths, directionalities and distance

Figure 1.5. Examples of supramolecular synthons.
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dependencies. In such situations, direct and simple extrapolations from molecules to crystal
structure are difficult in the best cases and impossible in the worst. The situation becomes
even more challenging if one is dealing with flexible molecules and if solvent inclusion is a
possibility. Supramolecular synthons are structural units which can be generated by synthesis-
like operations involving intermolecular interactions. Supramolecular synthons are spatial
combinations of molecular interactions as design elements for the solid-state architecture. An

example of supramolecular synthons is shown in Figure 1.5.

For recognition between identical molecules, as is the case of most crystal structures, it
is the dissimilar parts that come into close contact and not the similar surfaces-bumps fit into
hollows just as keys fit into locks. Conversely, identical parts of neighbouring molecules tend
to avoid one another. Therefore, space groups containing only rotation axes and mirror planes
are found much less frequently compared to those containing inversion centres, screw axes
and glide planes. Centro-symmetric close packing is preferred even for molecules that do not
possess an inversion centre. Geometrical preferences of the common heteroatom interactions
reinforce the close-packing tendencies, with the result that there is a dominance of a small
number of space groups which contain translational symmetry elements. Because the typical
organic molecule has an irregular shape, low symmetry crystal systems (triclinic, monoclinic,
and orthorhombic) are preferred over the high-symmetry ones. Kitaigorodskii’s close-packing
principle states that molecules undergo a “shape simplification™ as they progress towards
dimers, higher aggregates and ultimately crystals.*® Shape is a very effective tool for
molecular recognition. Supramolecular arrays in a crystal structure have simpler shapes than

the constituent molecular species, and their packing patterns may be easier to predict.

In summary, crystal engineering is the design of crystal structures for specific purposes
and applications. Crystal structures are determined by intermolecular interactions and so the
study and understanding of interactions, such as the hydrogen bond, are of considerable
importance in the developments of this subject. The description of a crystal as a
supramolecular entity has had a direct impact on crystal engineering, for if a crystal is a super

molecule, crystal engineering is supramolecular synthesis in the solid state. Instead of
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building molecules with atoms and covalent bonds, one builds crystals (supermolecules) with

molecules and non-covalent interactions according to a predetermined protocol.

The utilization of weak hydrogen bonds in crystal engineering strategies follows
directly from their known important role in crystal packing and also in the formation of
bicomponent species such as host-guest systems. Host-guest complexes are of importance in
supramolecular chemistry because the very fact that two different molecular components have
crystallized together is significant. When the interactions responsible for the co-crystallization
are strong hydrogen bonds, one is more confident that such interactions can, in turn, be used

for the design of new crystal structures.
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Chapter 2 Experimental Techniques

2.1 Introduction

The purpose of this chapter is to describe the background theory of the techniques that
have been used in this research and focuses particularly on the methods employed. The
different experimental techniques used in this thesis range from single crystal X-ray

diffraction to powder X-ray diffraction and Raman microspectrometry.

2.2 Diffraction by Crystals

Since the development of X-ray diffraction, there has been a great advance in the
knowledge of crystalline structures of solid materials. A deep understanding of the structure
of both molecular and non-molecular materials is one of the fundamental aims of chemistry
and is essential for a deeper understanding of the physical and chemical properties of the
materials. The term structure can be considered as the relative positions of ions, atoms or
molecules which form the substance under study and therefore a description in a geometrical
basis in terms of bond lengths and angles, torsional angles, non-bonded distances and other
geometrical arrangements of interest. This knowledge makes possible the pictorial
representation of chemical structures. Knowledge of the structure may be sought simply as a
means of identifying a newly synthesised compound and gaining an understanding of growth
mechanisms, or detailed geometry may be important for further investigations of reactivity,

bonding, structure-energy relationships, etc.

A crystalline material is characterized by its high degree of internal order where the
atoms, ions or molecules of which a crystal is composed are arranged in a regular manner that
is repeated periodically in the three-dimensional space. The simplest portion of the structure
which is repeated and shows its full symmetry is called the unit cell. The unit cell is defined
by three axes a, b, and ¢ and three angles «, B, and y (Figure 2.1). Diffraction methods

provide a way to obtain a detailed image of the contents of a crystal at the unit cell level.
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Figure 2.1. Geometrical representation of two unit cells.

The first experiments involving the scattering, or diffraction, of X-rays by crystals were
initiated by von Laue in 1912. It is well known that similar effects with visible light can be
achieved with a ruled diffraction grating, provided that the rulings are spaced at about the
same order of magnitude as the wavelength of the light. The analogy in the crystalline state is
that the wavelength range of the X-rays must be of the same order of magnitude as the
distance between the scattering units in the crystal. These scattering units are the electron
clouds associated with the atoms in the structure and their regularity is provided by the crystal
lattice. Hence, a crystal acts as a three dimensional grating, capable of diffraction with a
wavelength of the order of a few Angstréms (0.7 A to 2.0 A), i.e., X-rays. The resulting
diffraction pattern can then be analysed by various methods and provides a space averaged
and time averaged representation of the atomic, ionic or molecular arrangement within the

crystal.
2.2.1 X-Ray Radiation Sources

X-rays are electromagnetic radiation with a wavelength of the order 0.1-100 A and are
situated energetically between y-rays and UV radiation. In conventional laboratory X-ray
sources, X-rays are produced when high energy electrons (emitted from a heated filament)
collide with a metal target, often copper or molybdenum. The electrons are slowed down or

stopped by the collision and some of their lost energy is converted into electromagnetic
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radiation. This process gives ‘white radiation’ which is independent of the metal used.! In
addition, when the electrons bombarding the metal reach certain critical energies, they can
remove electrons from the innermost K shell in the target metal. These vacancies are
subsequently filled by electrons from the outer L or M shells, with the emission of energy as
X-rays. The transition energies have fixed values and so the wavelength of the X-ray

generated has a fixed value depending on the transition that has occurred.

For copper, the L — K transition, called K, has a wavelength of 1.5418 A and the
M — K transition, Kg, has a wavelength of 1.3922 A. The K(Cu) transition occurs much more
frequently than the Kp, transition and the more intense K, radiation is often used in diffraction
experiments. In fact, the K, transition is a doublet, K, =1.5405 A and K, =1.5443 A,
because the transition has a slightly different energy for the two possible spin states of the 2p
electron which makes the transition; the Kp transition is also a doublet (Kg;, Kg). As the
atomic number (Z) of the target element increases, the characteristic lines shift to shorter
wavelengths, and one can select a target to give almost any desired value for the K, line. In
practice, the transition elements (Z=21-30 and 39-48 in the periodic table) have
characteristic radiation in the region that is most useful for X-ray diffraction experiments. Cu
X-ray sources generally produce a higher flux of X-rays than Mo and are diffracted more
efficiently. Thus Cu radiation is useful for small or weakly diffracting crystals. The longer
wavelength of Cu radiation is preferred over Mo radiation when studying crystals with large
lattice parameters, as the greater wavelength minimizes problems due to overlap of reflections
in the diffraction pattern. Mo radiation is preferred to study organometallic materials due to

the absorption effect caused by heavier atoms (i.e., less absorption for Mo that Cu radiation).

Most X-ray tubes used for X-ray diffraction studies are operated under conditions which
give a wide band of white radiation on which is superimposed a characteristic spectrum of Kp,
K, and K, lines, with perhaps some contaminating K or L lines from target (window, etc.)
impurities. Many diffraction techniques preferentially require a monochromatic beam. K,
fulfils this requirement but the presence of the accompanying K is inconvenient. Fortunately,
Kjg can be removed by a selective filter (an element of atomic number Z — 1).>? An alternative

method of obtaining monochromatic X-rays is by the use of a crystal monochromator.* In this
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case, the direct beam from the X-ray tube is diffracted from a large single crystal of a suitable
material before being used. Because of the nature of X-ray diffraction, only a very narrow
band of wavelengths appears at a given crystal setting and so the resulting beam is very nearly

monochromatic. A crystal monochromator is used in most modern X-ray diffractometers.
2.2.2 The Geometry of X-Ray Diffraction. Bragg’s Law

W. L. Bragg developed a description which is universally used as the basis for X-ray
diffraction geometry (Figure 2.2).‘ Bragg showed in 1913 that the angular distribution of
scattered radiation could be understood by considering that the diffracted beams behave as if
they are reflected from planes passing through points of the crystal lattice. This “reflection” is
analogous to that from a mirror, for which the angle of incidence is equal to the angle of
reflection. Waves scattered from adjacent lattice planes are in phase only for certain angles of
scattering. From such considerations, Bragg derived the famous equation that now bears his

name

2dsin8 =ni @.1)

where A4 is the wavelength of the radiation used, n is an integer (analogous to the order of
diffraction from a grating so that nA is the path difference between waves), d is the
perpendicular spacing between the lattice planes in the crystal and 8 is the complement of the

angle of incidence of the X-ray beam. The Bragg equation can be derived by considering that

incident beams<

reticular planes <

path difi'erences
2duu sin 6

Figure 2.2. Construction for Bragg reflection of X-rays from two (hkl) lattice planes with
an interplanar spacing d.
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the path difference between waves scattered from adjacent parallel lattice planes must be an
integral number in wavelengths. Diffraction maxima occur only when the relation of
wavelength, interplanar spacing and angle of incidence of the X-ray beam is satisfied by

equation 2.1.
2.2.3 The Structure Factor

Since the electrons are the only components of the atom that scatter X-rays significantly
and since they are distributed over atomic volumes with dimensions comparable to
wavelengths of X-rays used in diffraction experiments, X-rays scattered from one part of an
atom interfere with those scattered from another at all angles of scattering greater than 0°. At
6 = 0°, all electrons in the atom scatter in phase and the scattering power of an atom at this
angle, expressed relative to the scattering power of a free electron, is just equal to the number
of electrons present (the atomic number for neutral atoms). The amplitude of scattering for an
atom is known as the atomic scattering factor, £ The atomic scattering factor falls off with
increasing scattering angle or, more precisely, increasing values of sin(6/N. Since the
diffraction pattern is the sum of the scattering from all unit cells, vibrations or disorder may
be considered the equivalent of smearing out of the electron density, so that there is a greater

fall-off at higher sin(6/N).

The two numerical values associated with each reflection in a crystal diffraction pattern

are the amplitude |F] and the phase ¢ of the diffracted wave

F=|Fle* @2
Each reflection is labelled by its three Miller indices A, k and / so, for each reflection

F(hki) = |F (hkl)| exp (i p(hkl)} (2.3)

The structure factor for a given reflection, F(hkl), depends on the electron density. As
the electron density is repeated periodically through the unit cell, it is possible to represent the
electronic distribution by addition of periodic functions. For this purpose, we use the Fourier

transform of the electron density which can be expressed as
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F(hkl) = [ p(xyz)exp{2ni(hx + ky + Iz)}dV (2.4)
cell

where p(xyz) is the electron density at position (x, y, z) in the unit cell. The expression in Eq.
(2.4) shows the contribution of each portion of the structure. The total diffraction pattern of a
crystal is just the Fourier transform of the contents of the unit cell, multiplied by a scale factor
between the observed and the calculated set of amplitudes. The scaling factor reproduces all
the unit cells in the crystal. This equation is a continuous function p(xyz) which is not
convenient for calculation. Expressing the electron density instead in terms of individual
atoms, the calculation becomes more straightforward. The Fourier transform expressed as a

function of discrete atoms becomes

F(hkl) =Y f, expl-872U ; sin®(8,)/ 2 JexpQmi(hx, +ky, +1z,)} 2.5)
J

where f;is the scattering amplitude for atom j (which depends on sin’(f)/N for X-rays), xj, yj,
and z; are the fractional coordinates of atom j within the unit cell and U; is the displacement
parameter of atom j (representing its average distribution around the point (x;, y;, z;)). The

displacement parameter can be considered as either isotropic or anisotropic.

The reverse Fourier transform (FT') is the electron density of a given structure which
consists of discrete reflections. This Fourier transform is thus a summation rather than an

integral. Therefore the expression given in Eq. (2.4) can be expressed as

p(xyz) = %Z F(hkl) exp{—2mi(hx + ky + Iz)} (2.6)
hHl

From the experimental data, the amplitude |F(hkl)| can be measured from the diffraction
pattern but the phases of the reflections unfortunately cannot be measured experimentally, so
the determination of p(xyz), and hence determination of the structure, cannot be carried out
straightforwardly. This is known as the phase problem. Methods devised to overcome the

phase problem are presented in the following sections.
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2.3 Single Crystal X-Ray Diffraction

Following this introduction of the fundamentals of the X-ray diffraction process, we
now consider how the method of crystal structure determination works by considering single
crystal X-ray diffraction. The result of the collection of X-ray diffraction data is a relative
intensity, /, for each “reflection” with indices, 4, k and /, together with the corresponding
value of the scattering angle, 28, for that reflection. The angular positions at which scattered
radiation is observed depend only on the dimensions of the crystal lattice, while the intensities
of the different diffracted beams depend only on the nature and arrangement of the atoms
within each unit cell. Nowadays, the data required for structure determination is recorded on a
diffractometer, which produces a set of observed structure factor amplitudes |F(hkl)|. The
main steps in the process of structure determination from single crystal diffraction data are:
determination of lattice parameters and space group, structure solution and finally structure

refinement.
2.3.1 Determination of Lattice Parameters and Space Group Assignment

The unit cell type of a crystal is defined by three lengths a, b, ¢ and three angles o, 8, 7.
With area detector diffractometers, several X-ray photographs are recorded for a crystal
oscillating about the direct lattice axis oriented perpendicular to the incident X-ray beam.
Indexing the diffraction pattern consists of assigning the correct indices Akl to each maximum
in the diffraction pattern. This process is carried out by indexing programs that take into
consideration the observed positions of the diffraction maxima. With this information, data
collection can proceed covering the total range of 180° rotation of the crystal through a series
of frames, each over a restricted oscillation range. The optimum oscillation range per frame
and optimum exposure time per frame depend on the nature of the crystal being investigated.
Once a good set of unit cell parameters has been obtained, they are refined by least squares
methods.

To assign the space group it is necessary to identify the systematic absences in the
indexed diffraction pattern. From the patterns of systematic absence, it is possible to derive
the lattice type (body centred, face centred, etc) and whether or not the crystal possesses

elements of space symmetry, i.e., screw axis and/or glide planes.
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2.3.2 Structure Determination

Determination of a crystal structure of an unknown crystalline material is carried out by
solving a set of simultaneous equations. The unknowns in the equations are the atomic
coordinates and the observations are the experimental intensity data. In general, it is necessary
to have more observations than variables in order to obtain good quality structure
determination. Unfortunately, there is an intrinsic problem within the structure solution
process. From the experimental data, only the amplitudes |F(hkl)| are known, rather than
F(hkl), and the experimental data does not contain information on the phase associated with
each reflection. Thus, directr solution of the crystal structure is not possible. This inability to
extract the phases from the experimental data is known as the phase problem. Knowledge of
the phase of each structure factor is necessary to estimate the electron density as a function of
position (x, y, z) within the unit cell. Several methods have been developed in order to tackle

this problem. The most common methods are the Patterson technique’ and direct methods.®’

The Patterson method is suitable for structures containing a few heavy atoms that
dominate the scattering. A Fourier series using values of |[F(hkl)]* as coefficients instead of
F(hkl) produces a so-called Patterson map. In this map, the magnitude and direction of peaks
from the origin corresponds to a vector between pairs of atoms in the structure. The locations
of these atoms can then be deduced, representing an approximate structure. Direct methods
involves selecting the most important reflections (those which contribute most to the Fourier
transform), and working out the probable relationships between the phases of these
reflections. For the most promising combinations, Fourier transforms are calculated from the
observed amplitudes and trial phases, and these are examined for recognizable molecular

features.
2.3.3 Structure Refinement

Once we have solved the phase problem and have obtained a reasonable structure
solution, the atomic positions in the unit cell can be refined by least square methods (the
structure solution only gives approximate coordinates). During the refinement process, slight
variations in the atomic positions (and other parameters) will produce variations in the values

of the calculated structure factors. The best agreement between the calculated and observed
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structure factor amplitudes corresponds to that given by the best set of structural parameters.
The most convenient measures of the correctness of a structure are given by the “reliability

factor” or R-factor

Z‘ Fobs| - |preate
= hid |F°”‘| x100% 2.7
hkl

where |F2*| and |F,52“| are the observed and calculated structure factor amplitudes,

respectively and the weighted R-factor, R,,, which is defined as

obs
F hkl

cale
_l Fee

thu
_

w obs
ZWWIFW l
hkl

x100% 2.8)

where w,,, is a weighting factor for each hkl reflection. The value of the R-factor is typically
about 12 % after the structure solution but after refinement of the model it usually falls to 5%

or less.

2.4 Powder X-Ray Diffraction Structure Determination

The most important and powerful technique used for crystal structure determination of
solid materials is single crystal X-ray diffraction, but this technique requires that a single
crystal of appropriate dimensions must be available. If the single crystal is not big enough, or
if the material cannot be crystallized, then it is convenient instead to consider the use of
powder X-ray diffraction (PXRD) for structure elucidation. Powder diffraction also has
important uses in chemical analysis (identification of crystalline phases, determination of
sample purity, study of phase transformations, etc.) and for the identification of materials,
since all crystalline solids have a unique powder X-ray diffraction pattern. In mixtures of
phases, each crystalline phase will contribute to the observed powder diffraction pattern, and
the relative intensity of the contribution of a given phase will depend on the amount in which

it is present.
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If several single crystals of the same material in different orientations are irradiated
simultaneously by X-rays, each of them gives its own diffraction pattern, and for a powder,
these separate diffraction patterns are superimposed. As the composite sample is rotated, any
particular reflection will be generated by each of the individual crystals at a different time as
the Bragg equation is satisfied; the Bragg angle and intensity will be the same in each case
(assuming equal sizes of crystals) but the direction of the diffracted beam will vary, while
always being inclined at 260 to the direction of the incident beam. On a flat detector
perpendicular to the incident beam and on the opposite side of the sample, the set of
corresponding reflections from the multiple crystals appear as identical spots on a circle. With
an increasing number of identical and randomly oriented crystals, more such spots appear, all
lying on the same circle, which is where a cone of diffracted radiation hits the detector. A
microcrystalline powder consists of an essentially infinite number of tiny crystals and this

produces a complete circle for a particular reflection.

The same occurs for every Bragg reflection, each one giving a cone of radiation with
semi-angle 20 and hence producing a circle on the detector. The overall result is a set of many
concentric circles (Figure 2.3), with radii dictated by the Bragg equation and hence the unit
cell geometry, and with intensities closely related to those that would be produced by one

single crystal. The effect of using a microcrystalline powder instead of a single crystal is to

4

Incident X-Ray

Figure 2.3. Scattering of X-rays generated by a microcrystalline (powder) sample.
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compress the full three-dimensional diffraction pattern into a one-dimensional pattern (the

only geometric variable is ).

Essentially the same information is contained in single crystal and powder diffraction
patterns but in the former case this information is distributed in three-dimensional space
whereas in the latter case the three-dimensional diffraction data are compressed into one
dimension and peak overlap occurs. The ambiguity in the data creates particular problems in
the determination of the unit cell and the application of Patterson techniques and direct
methods for structure solution. Sophisticated methods are currently being developed that have
guided to a possible approach to determine crystal structures of organic solids directly from
powder X-ray diffraction.® Considering the potential of powder X-ray diffraction for
determining crystal structures from those crystalline materials that are inappropriate for single
crystal X-ray diffraction, there is a great opportunity to make a considerable impact in
structural sciences. For this reason, much research activity in recent years has been devoted to
the development and application of new techniques for carrying out structure determination
directly from powder diffraction data and has led to significant advances in the scope and

power of techniques in this field.>"!

2.4.1 Stages of the Structure Determination Process

Crystal structure determination from powder diffraction data can be divided into three
stages (Figure 2.4): 1) unit cell determination (indexing) and symmetry determination (space-

group assignment), 2) structure solution and 3) structure refinement.
24.1.1 Unit Cell Determination (Indexing)

Indexing the powder pattern is the first step after collecting the data from the
diffractometer. The goal of indexing is to find values for the lattice parameters (q, b, ¢, @, S,
7) so that every observed peak satisfies a particular combination of Miller indices. Several
programs are routinely used to determine the lattice parameters from diffraction data (ITO,"?
TREOR," DICVOL'* and CRYSFIRE'®). These programs consider the peak intensity at low
diffraction angles since peak overlap at high diffraction angles is considerable. Once the
correct lattice parameters are known, the space group can be assigned by examining

systematic absences.
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Figure 2.4. Schematic diagram to illustrate the different stages involved in complete
structure determination from powder diffraction data.

24.1.2 Structure Solution

The techniques that are currently used for structure solution from powder diffraction
data can be subdivided into two categories: traditional and direct-space approaches. The
traditional approach follows a close analogy to the analysis of single crystal diffraction data,
in that the intensities of individual reflections are extracted directly from the diffraction
pattern and are then used in the types of structure calculation (e.g., direct or Patterson

methods) that are used for single crystal diffraction data.

The direct-space approach'S, on the other hand, follows a close analogy to global
optimization procedures, which find applications in many areas of science. In the direct-space
approach, trial structures are generated in direct space (independently of the experimental
powder diffraction data), with the suitability of each trial structure assessed by directly
comparing the powder diffraction pattern calculated for the trial structure and the
experimental powder diffraction pattern. The comparison can be quantified using the R-factor,
R,
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obs calc
Vi =Y
R =Z’—’—x100% (2.9)

p Zly;bs|

where yj-’” is the intensity of the jth observed point in the experimental powder diffraction
calc

profile, y;"* is the intensity of the jth corresponding point in the calculated powder
diffraction profile. The weighted profile R-factor R, is defined as

Sy
[Zmb V]

x 100% (2.10)

where w;is a weighting factor for the jth point in the powder diffraction profile. The value of
R,, decreases as the level of agreement between the experimental and calculated powder
diffraction patterns improves. Importantly, R, and R,, consider the whole digitized intensity

profile and thus implicitly take care of peak overlap.

In the direct-space approach, the structure is generally defined by a structural fragment,
which represents an appropriately chosen collection of atoms within the asymmetric unit. The
direct-space strategy involves exploring an n dimensional R, hypersurface (Figure 2.5)
(where n is the number of variables) to find the best structure solution (lowest R,,). In
principle any technique for global optimization may be used to find the lowest point on the
R,, hypersurface and much success has been achieved using Monte Carlo/Simulated

Annealing'®? and Genetic Algorithm (GA)?**® methods.

Our GA technique for structure solution from powder diffraction data is implemented in
the program EAGER? that is being developed in our laboratory. The GA technique is based
on the principles of evolution and involves familiar evolutionary operations such as mating,
mutation, and natural selection, to optimize the quality of a population of structures. A

schematic flow-chart of our implementation of the GA? is shown in Figure 2.6.
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Population Ps
Population Comprising Np «————
structures
Select Nm pairs of parents
and generate 2Nwm ofspring
using the mating procedure
Minimization of Rwp
for all offspring L

Construct an intermediate population
comprising (Np+2Nw) structures {population

Pj plus offspring}
Natural Selection Mutation
Select the (Np-Nx) best structures Generate Nx mutants from
from the intermediate population structures in the intermediate

[ population

Minimization of Rwp
|, for all mutants

Population PJ+J

Population comprising Np structures

Figure 2.6. Flow chart representing the steps during the evolution of the population from
one generation (population Pj) to the next generation (population Pj;) in the GA for
powder structure solution.

In the mutation procedure, structures are selected randomly from the population and
random changes are made to parts of their genetic information to generate new structures,
called mutants. There are two different types of mutation, so-called static and dynamic
mutation. In static mutation, a subset of the variables in the “genetic code” is randomly
selected and new random values are assigned to them. In dynamic mutation, the change
involves random displacements of the selected variables from their existing values. The
introduction of mutants within the population is necessary to maintain genetic diversity (i.e.,

to prevent in-breeding within the population) and to prevent the GA calculation converging on
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a non-optimal structure, (stagnation). The introduction of mutants within the population

allows new regions of the hypersurface to be explored.

Each new structure generated during the calculation is subjected to local minimization
of R.p, and only these minimized structures are used subsequently in the evolution of the
population. This minimization is analogous to Lamarckian evolution, which differs from
Darwinian evolution and is based on the assumption that characteristics acquired by an
individual during its life can be passed to the next generation. The overall quality of the

population increases from one generation to the next.

The EAGER program also allows the use of the multi-population approach to
parallelization. In this approach, Nj,, different sub-populations, each comprising N,
structures, are present on Ny, processors. In each population, the evolutionary operations are
carried out as in the normal, serial GA approach. In the parallel genetic algorithm (PGA)
method, a further evolutionary operation (mixing) is involved in the calculation. This
operation involves the transfer of structures between the sub-populations in order to produce
Nup new sub-populations. The method that is used in this mixing procedure is known as
migration. In this method, each sub-population generates a random number x (where
0 <x <Il) at the beginning of each generation and compares it to a user-defined exchange
probability, & If x <g, then Nsnq structures are selected from the current population, with
selection biased towards fitter members of the population. The N, selected structures are

then copied into the intermediate population of another randomly chosen sub-population.
24.1.3 Structure Refinement

Structure refinement is the last stage of crystal structure determination. Starting from
the structure solution, which is quite close to the actual structure, parameters of the structural
model are refined using the Rietveld technique.”’38 In Rietveld refinement, the variables that
define the structural model are adjusted by least squares methods in order to obtain a better fit
between the experiment and calculated powder diffraction patterns. In general, the weighted
powder profile R-factor, R,,, is used to assess the fit between the experimental and calculated

powder diffraction patterns. For successful Rietveld refinement, the initial structural model
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(obtained from the structure solution stage) must be a sufficiently good representation of the

correct structure.

As Rietveld refinement can often suffer from problems of instability, it is generally
necessary to use geometric restraints based on standard molecular geometries to ensure stable
convergence of the refinement calculation. The structural model obtained in the structure
solution stage can sometimes be an incomplete representation of the true structure. In such
cases, difference Fourier techniques can be used in conjunction with Rietveld refinement in
order to complete the structural fragment. A properly refined crystal structure from powder
diffraction data provides reliable information on the arrangement of atoms and molecules in
the crystal structure that are of interest to chemists (such as details of the molecular packing

arrangement and identification of the molecular interactions).

2.5 Raman Spectroscopy

The Raman effect was discovered in 1928 by Sir C. V. Raman and since the
development of Fourier transform methods and powerful laser sources, Raman spectroscopy
has been used routinely for studying vibrational properties of molecules. Raman scattering
experiments involve shifts in the wavelength of an incident monochromatic beam. In Raman
spectroscopy, the spectrum between 100 cm™ and 4000 cm™ is obtained in one experiment.
Raman spectra can usually be recorded non-destructively and can be recorded from samples

in a closed ampoule.
2.5.1 Theoretical Background
2.5.1.1 Molecular Vibrations

Molecules consist of atoms which have a certain mass and which are connected by
elastic bonds. As a result, they can perform periodic motions. All motions of the atoms in a
molecule relative to each other are a superposition of so-called normal vibrations, in which all
atoms are vibrating with the same phase and frequency. The amplitudes are described by a
normal coordinate. Polyatomic molecules with n atoms possess 3n — 6 (i.e., for non-linear

molecules) normal vibrations which define their vibrational spectra. These spectra depend on:
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(i) the masses of the atoms, (ii) their geometrical arrangement and (iii) the strength of their

chemical bonds.

Each atom can move independently along each of the axes of a Cartesian Coordinate
system. If n atoms constitute a molecule, there are 3n degrees of motional freedom. Three of
these degrees of freedom (the translational ones) involve moving of all atoms simultaneously
in the same direction parallel to the axes of a Cartesian coordinate system. Another three
degrees of freedom also do not change the distance between atoms, as they describe molecular
rotations, e.g., about the principal axes of the inertial ellipsoid of the molecule. For a non-
linear molecule, the remaining 3n — 6 degrees of freedlom are motions which change the
distances between atoms: the lengths of the chemical bonds and the angles between them.
Since these bonds are elastic, periodic motions occur. All vibrations of an idealized molecule

result from superposition of 3n — 6 non-interacting, normal vibrations.

Since the centre of gravity is immobile when a molecule vibrates, the amplitudes are
inversely proportional to the masses of the atoms. The force necessary to move the atom to a
certain distance x from an equilibrium position is proportional to the force constant f, a
measure of the strength of the bond. This is Hooke’s law

F=-f (2.11)

The potential energy, ¥, of a molecule which obeys Hooke’s law is obtained by integrating
Eq. 2.11

V=Y f (2.12)

in which = x—x,, x,is the Cartesian coordinate of the potential minimum. The graph of this
function is a parabola; it is referred to as a “harmonic” potential because the model performs a
“harmonic” vibration. The atoms move with a definite frequency, according to the cosine

function

x = x, cos(2zvt + ) (2.13)
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that describes the motion of the atom as a harmonic oscillation. Here v is the vibrational
frequency and ¢ is the phase angle. The bonds in actual molecules, however, do not obey
Hooke’s law exactly. The force to compress a bond by a definite distance is larger than the
force required to stretch this bond. According to classical mechanics, a harmonic oscillator
may vibrate with any amplitude, which means that it can possess any amount of energy, large
or small. Quantum mechanics, however, shows that molecules can only exist in definite

energy states. In the case of harmonic potentials, these states are equally spaced in energy

E; =hv(v, + %) where v; =0, 1, 2,...,n (2.14)

For anharmonic potentials, the distances between energy levels decrease with increasing
energy. These energy levels are numbered v;, the vibrational quantum number. At v; =0, the

vibrational energy has its lowest value.

For polyatomic molecules the frequency of normal vibrations may be calculated by
applying the Lagrange equation of the kinetic and potential energy of the molecule. The

kinetic energy of a molecule is given by the masses (m;) of the atoms and their velocities (v;)

E, = %Zmiviz (2.15)

Generally, the potential function of a polyatomic molecule can be described by a Taylor series

v(r)= V0+Zf, +}/ny T+ Yo X fuliri + (2.16)

i,j,k

where the r; are suitable displacement coordinates from the equilibrium geometry at a

potential minimum and the constants
oV oV o’V
== e 2.17
/i (a’i) T (5’&] = (f%arjarkl =17

are called linear, quadratic and cubic, force constants. The potential can be defined such that
V, = 0. By definition, the second term in Eq. 2.16 is equal to zero, because the molecule is
regarded as being in equilibrium
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2. fir =0 (2.18)

The cubic and higher terms are difficult to determine; they have many components with a
comparatively small value. Therefore, to a good approximation, an acceptable potential

function has the form

2
V- yz(j ;] )
=}éz.ﬂ_’irirj

(2.19)

The off diagonal force constants (f;; with i # j) describe the change of the elastic properties of
one bond when another bond is deformed. Thus, the force constant of the bonds, the masses
of the atoms and the molecular geometry determine the frequencies and the relative motions

of the atoms.

In the following sections, it is useful to keep in mind that molecular potentials are not
exactly harmonic but that the harmonic approximation is generally sufficient. We have seen
that classical mechanics describes molecular vibrational frequencies but only quantum
mechanics can specify the change of energy of the vibrational states and the interaction with

the light quanta which is absorbed, emitted or scattered by a molecule.
2.5.1.2 The Molecular Polarizability Tensor

We consider a sample irradiated by an intense monochromatic radiation, such as a laser
beam, such that the frequency v, does not correspond to any characteristic vibrational or
electronic frequency of the molecule. The electric field £ of the incoming electromagnetic
radiation perturbs the electronic cloud of the molecule and consequently creates an induced

dipole moment P defined by

-

P=aE (2.20)

where & is the molecular polarizability tensor of rank two.
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2.5.1.3 Raman Scattering

During the vibrations of the molecule about its equilibrium position, » atoms of the
molecule vibrate at the same frequency and each atom passes through its equilibrium position
at the same time. As a consequence, the centre of gravity of the molecule does not change.
The polarizability of the molecule can thus be described in a fixed reference frame related to
the molecule. The polarizability tensor of the molecule may then be expressed as a function of
the normal coordinates of vibration, Q;, of the molecule, c—?.(Ql,Qz,Q3 ,-..,Q3,,-5)- It can be

shown®®* that @ may be written as a function of Q such that

= = [oa 1{d*a) 1(8"a) ..
a=a0+(—} Q+—-(——7J (0] +...+——‘[ ”] (0] (2.21)
0Q), " 280%), n\oQ" ),

where 30 is the molecular polarizability at the equilibrium and (J, is the normal coordinate at
equilibrium.
In the harmonic approximation, all but the first two terms of equation (2.21) become

negligible and we can then write the polarizability tensor as

G@=a,+a0 (2.22)

where

=, (oa
a =|—= 2.23

Although the incoming monochromatic radiation of frequency v, does not correspond to any
molecular energy transition, the electric field E (described as E = E, cos(2zv,t) ), gives rise
to an induced molecular dipole. Remembering that in the classical description, the normal

coordinates may be written Q = Q, cos(27rv t), equation (2.20) can be written as

P = &,E,cos2zvyt + @QyE, cos(2nv t)cos(2rv,t) (2.24)

which can be rearranged to give
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P= o:EOE‘o cos2nvyt + Y c?i'QOE'O (cos2m(vy + V)t +cos2m(vy —V)i) 2.25)

and contains terms of frequency (v, +v;) and (v, —v,). Thus, for each normal mode of
vibration of frequency », the induced dipole re-emits a polychromatic electromagnetic signal

composed of three different emissions with frequencies v,, (v, +v; ) and (v, —v; ).

These three frequencies belong to two different types: the Rayleigh activity, which
depends on the permanent polarizability tensor oy and gives rise to ¥, and the Raman activity,
which depends on the derivative of the polarizability tensor and gives rise to (v, +v, ) and
(VO —vk). Figure 2.7 shows that when excited by the incoming photon A»,, the molecule
cannot reach a stable and quantified higher energy level. Upon incidence of photon A, the
molecule passes through a virtual excited level and can follow three different relaxational

scattering processes in order to return to the fundamental energy level.

In Rayleigh scattering, the molecule returns to its initial energy level through emission
of a photon A»,. This scattering therefore occurs without change of frequency with respect to
the incident monochromatic wave (elastic scattering). In Raman Stokes scattering, the
molecule returns to a level through emission of energy hv . The change in molecular energy
is

hvg =hvy—hvg with hvg <hy, (2.26)

In Raman anti-Stokes scattering, the molecule returns to a level of lower energy than the

original level, with release of energy kv . The change in molecular energy is

Raman Scattering
Rayleigh Scattering ~ Stokes Anti-Stokes
................................................... £ T Vitual levels
......... JRT TP PP C TP T S
Incoming radiation
ANNNS> hvo hvg hvk
hVo
hvs § Vibrational levels

Figure 2.7. Rayleigh and Raman processes. 41
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hvg =hvg —hv, with hvg > hv, (2.28)

The two scattering processes correspond to different initial energy levels. The Boltzmann
distribution shows that, at a given temperature, the respective populations of these two initial
energy levels can be significantly different. For a given transition between two energy levels,
the lower level is the initial level for the Raman Stokes band and the upper level is the initial
level for the Raman anti-Stokes band. The lower energy level is more populated and thus the
Raman Stokes band is more intense. Therefore, the Raman Stokes spectrum is mainly used in

Raman vibrational analysis.
2.5.2 Polarnisation of Radiation

We use the reference system of Porto*!, in which the sample is situated at the centre O
of the reference frame defined by the system of orthogonal axes (X, Y, Z). The X axis is
defined as the direction of the incident laser beam and the Y axis is defined as the direction of
observation of the radiation scattered by the sample. The XY plane is known as the scattering
plane. The polarisation state of the radiation (incident or scattered) is defined with respect to
the scattering plane. Normally, the radiation is either polarised vertically or horizontally (i.e.,
perpendicular or parallel to the scattering plane) and its intensity is then denoted Iy or Iy,
respectively. The polarisation of the observed radiation is expressed by a notation that
describes the polarisation of the incident radiation and the polarisation of the scattered
radiation. If the incident laser beam is polarised vertically, the scattered beam may be
polarised vertically or horizontally and the corresponding intensities of the observed
radiations are denoted /yy and Iyy respectively. In a similar manner, if the incident laser beam
is polarised horizontally, the scattered beam may be polarised vertically or horizontally and
the corresponding intensities of the observed radiations are denoted Iyy and Iyy respectively

(Note that, in theory, Iyy = Iyy).
2.5.3 Experimental Set-up for Raman Scattering

Four different elements comprise a typical Raman spectrometer: the laser, the transfer
deck, the monochromator (double or triple) and the detector (photomultiplier or bank of

diodes). Figure 2.8 displays the general experimental set-up for direct geometry. Lasers are
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Sthe scattered light that comes through the entrance slit is diffracted at various angles towards
the exit slit. Only the diffracted radiation leaving the grating at a specific angle can then pass
through the exit slit towards the detector. Entrance and exit slits are equal in size, which
determines the spectral resolution. The detector is generally a photomultiplier placed after the
exit slit of the monochromator. The photomultiplier collects the incoming light generating an
electric signal proportional to the amount of photons striking its surface. The signal is then

processed by a computer to generate the spectrum.

2.5.4 Confocal Raman Microspectrometry (CRM)

Raman microspeci:rometry42 is a well-known, routine, non-destructive analytical
technique which offers a unique combination for probing the chemical and structural
properties of a sample on a micrometric length scale. This is achieved by using very efficient
optical filtering, a high brightness spectrometer, optically matched to a wide-aperture
microscope, and very sensitive detection charge-coupled device (CCD) components. With
confocal Raman microspectrometry (CRM), the spectral resolution is improved markedly
depending on the entrance slit used and depending on the grating selected to perform the

analysis. The spatial resolution is determined by the confocal apertures of the objective used.

Most Raman spectrometers for material characterization use a microscope to focus the
laser beam to a small spot (1 — 100 #m diameter). The scattered light from the sample passes
back through the microscope optics into the spectrometer at an angle of 180° with respect to
the direction of the incident laser beam (backscattering geometry) and is detected with a CCD
detector. A computer is used for data acquisition and curve fitting. These factors have helped
Raman spectroscopy to become a very sensitive and accurate technique. Confocal Raman
microspectrometry is used in different applications which include, for instance, the
characterization of gaseous, liquid or solid inclusions in materials (minerals), the depth
profiling of layered polymer samples, the investigation of subcellular features in biological

objects, and the molecular transport processes in organic solid materials.
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Chapter 3 Aspects of Solid-State
Photodimerization Reactions

3.1 Introduction

Structure-reactivity correlations require an understanding of the initial reactant crystal
structure. The S-phase of 4-fluoro-trans-cinnamic acid had an unknown structure. Using
powder X-ray diffraction, we solved the crystal structure. In this work, we monitored the
solid-state photodimerization of the S-phase of 4-chloro-tfrans-cinnamic acid (of known
structure) and the B-phase Vof 4-fluoro-trans-cinnamic acid under UV irradiation and we
followedv the structural evolution of the reactant and product phases by powder X-ray
diffraction. With this study, we were able to observe the behaviour of the crystal structure at
different stages of the photoreaction which will help us to understand phase separation

mechanisms between reactant and product.

3.2 Solid-State Photoreactions

Environmental and economic concerns in avoiding the expensive cost of recovering
polluted air and water as well as the intellectual motivation of the desire to show that
chemical processes can be carried out in a cleaner and safer way are important aspects of the
so called green chemistry. Green chemistry is the effort to reduce or eliminate the use or
generation of hazardous substances in the design, manufacture and application of chemical
products.' One of the techniques available to green chemistry is photochemistry. The use of
light as an energy source, and as an agent of chemical change, can allow very mild reaction
conditions that will lead to a cleaner, less polluted, solvent-free chemistry. In this regard,

solid-state photochemistry has contributed to the idea of green chemistry.

Photochemistry of organic crystals has been studied extensively”” in the last 40 years or
so. The basic concepts in organic solid state reactions were first established by Schmidt and
co-workers.” They systematically studied (in the early 1960°s) the factors that govern the
course of organic solid state reactions, especially photoinduced reactions. From the work
carried out by Schmidt and co-workers in the photochemistry of cinnamic acids, they

confirmed the topochemical postulate® established in 1918 by Kohlshutter, which states that
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reactions in the crystalline solid-state proceed with the minimum amount of atomic and
molecular movement. In a topochemical reaction, the constraining crystalline environment
controls the nature and properties of the products of the reaction. Therefore, the reactions in
the crystalline state are very different from those reactions that take place in solution or gas
phase photochemistry, because the crystalline environment can induce a high degree of regio-
selectivity, and stereo-selectivity, resulting in a high degree of control. As a result of the work
of Schmidt and co-workers, some important principles have been established. These
principles state that the intrinsic reactivity of a molecule is less important that the nature of
the packing of neighbouring molecules around the reactant, and the separation distance,

mutual orientation and space symmetry of reactive functional groups are crucial.

In crystalline solids, there are very few conformations (usually just one) taken up by
molecules which, in the dispersed state, are very flexible. Organic molecular crystals display a
rich variety of polymorphic forms, in each of which a particular conformer or particular
symmetry and separation of functional groups prevails. A polymorphic system comprises a
set of crystalline materials with the same chemical composition but different crystal
structures. Thus, in the case of molecular solids, polymorphism arises when a given type of
molecule can form different crystal structures. The phenomenon of polymorphism’? is of
considerable interest in the field of organic solid state chemistry since by crystal structure
comparison of different polymorphs we can understand relationships between physical

properties of the particular polymorph and its crystal structure.

[2+2] photodimerization reactions in crystalline frans-cinnamic acid and its derivatives
represent the classic example of a set of solid-state reactions which conform to the
topochemical principle. The trans-cinnamic acids and their derivatives crystallize in one or
more of three possible types'® (&, B, or 7), which may be distinguished by the product of their
photoreactions (Figure 3.1). In crystals of the a-type, the double bond of the molecule in one
stack overlaps with that of a centrosymmetrically related molecule in an adjacent stack. The
distance between the double bonds related by translation is greater that 5.5 A but that between
the double bonds related across the inversion centre is about. 4.2 A. Upon irradiation of this

type of crystal a centrosymmetric dimer is obtained. In the S-type structure, potentially
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COOH
B-type crystal B-truxinic
a a
m hv |
HOOC COOH HOOC - COOH
mﬁ a
a-type crystal a-truxillic
hy R
7 -type crystal > no photoproduct

Figure 3.1. Classification of crystals of trans-cinnamic acid derivatives according to their
behaviour upon UV irradiation. Note, that as shown, potentially dimerizable monomer
molecules in o-type crystals are related across a crystallographic center of symmetry,
whereas potentially dimerizable monomer molecules in B-type crystals are related
crystallographically by translation. This results in the production of a B-truxinic acid
following topochemical dimerization in S-type crystals.

reactive molecules are related by translation and are separated by a short repeat distance of
3.8-4.2 A, thus neighbouring molecules along the stack are translationally equivalent and
show considerable face to face overlap. All cinnamic acids which crystallize in this structure
react photochemically to give products of the same stereochemistry (mirror symmetric
dimers).

The single-crystal X-ray diffraction studies of Schmidt demonstrated well-defined
correlations between crystal structure and photoreactivity in these materials. In the type
structures, adjacent molecules are offset, so that the potentially reactive double bonds do not
overlap and, furthermore, the distance between them is large (4.8-5.2 A). Crystals of this type

are photostable. [2+2] photodimerization reactions of zrans-cinnamic acid and its derivates
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114 Using vibrational spectroscopy, it is

have also been analyzed by Raman spectroscopy.
possible to monitor the Raman intensity of the double bond of the monomer as a function of

conversion.

In our work, we have chosen the reactive phases (S-phases) of 4-chloro-trans-cinnamic
(CLCN) acid and 4-fluoro-trans-cinnamic (FLCN) acid. We also have determined the crystal
structure of FLCN acid using PXRD data (see section 3.5.1). '"H NMR showed that this
polymorph of FLCN was a photoreactive phase. By crystal structure determination, we
demonstrate that this is the Sphase of FLCN that will enable us to study its structural
properties under UV irradiation and to compare it with the CLCN case. Here, we demonstrate
correlations between crystal structure and photoreactivity, with a particular interest in
understanding, by means of powder X-ray diffraction, the structural evolution of the system
on passing from the reactant phase to the product phase. One of the main challenges in solid-
state photochemistry is to protect the single crystal from degradation by the reaction.
Crystallinity may degrade gradually during the photoreaction, for example through fracturing
of the single crystal to produce a polycrystalline product phase. Using powder X-ray
diffraction, the ability to monitor structural changes during the reaction is not affected by the
reaction proceeding in a “single-crystal to polycrystalline” manner. Indeed, by exploiting this
technique, we have the opportunity to monitor the evolution of structural changes associated

with such reactions.

3.3 Methodology
3.3.1 Solid Solutions

The first stages of any solid-state reaction can be described as a dilute mixed crystal of
the product in the crystal phase of the reactant. Mixed crystals or solid solutions are
structurally regular solid-state phases with a crystal structure characteristic of one of the two
components. Mixed crystals do not have precise stoichiometric composition like inclusion
complexes or clathrates, but they can exist over an extended and continuous range of
compositions. Nevertheless, they may have limited co-solubilities with compositions beyond
which they may not exist. The extent and possibility of mixed crystallization is still

determined by the similarity between the reactant and product. It is interesting to note that
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3.3.2 Wavelength Selection for Irradiation

One of the main problems that we found carrying out solid-state photoreaction in
cinnamic acids is the degradation of the crystal when irradiated with UV light. Irradiating the
sample in the range in which the crystal absorbs light strongly can cause the sample to suffer
strong internal strain'> and thus become less crystalline. This fact reduces the quality of the
powder diffraction data (broad lines). A proper selection of excitation wavelength can help us
to reduce the internal strain thus preventing the crystal degradation. Excitation with
wavelengths that are strongly absorbed by the reactant (high molar extinction coefficient)
result in a high conversion near the crystal surface. On the other hand uniform excitation
throughout the whole crystal can be achieved if the sample is irradiated at wavelengths for
which the molar extinction coefficient of the reactant is as small as possible and that of the
product is zero. The wavelength chosen for irradiation has been shown to be extremely
important for maintaining the homogeneity of the reaction.'® Frequently, this occurs at the
“tail” of the UV-Vis spectrum of the reactant.

3.3.3 Homogeneous and Heterogeneous Reactions

In a homogeneous reaction, it might be presumed that initial product formation occurs
randomly throughout the bulk of the crystal but this is not always the case. Wegner'' has
introduced a useful distinction between heterogeneous and homogeneous solid-state reactions.
Heterogeneous reactions show preferential product formation at distinct nucleation sites,
defined by defects or a surface. The resulting product distribution leads most often to the
separation of a new phase when the product locally reaches the limit of its solid-state
solubility. Homogeneous reactions are those in which the product is distributed randomly in
the crystal throughout the reaction. These proceed by way of a solid solution of product in the
reactant crystal, without ever undergoing phase separation. The strict requirement of random
product distribution implies that no photoreaction can be truly homogeneous, since absorption
at the surface will always be greater that in the interior. Here, we use “homogeneous” to mean
reactions that proceed by way of a continuous solid solution that preserves the mixed-

crystalline nature of the reacting crystal throughout the transformation.
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R P
L
RMC +L MC +L
| RMC / E ‘Mc
/ RMC +PMC
0% 50% 100%

Pure Reactant: R Reactant-like Mixed Crystal: RMC  Liquid: L
Pure Product: P Product-like Mixed Crystal: PMC Eutectic Point: E

Figure 3.3. Possible phase diagram representing the solid state solubility of a binary
system.

Thus, homogeneous reactions maintain the structure of the reactant crystal, but with the
reactant molecules gradually replaced by product molecules. Such reactions can be followed
by X-ray crystallography and the structure of the as-formed product can be determined in
situ. 81 Single-crystal-to-single-crystal reactions are rare, as most solid state reactions disrupt
the lattice hosting the reaction to some extent. Some reactions destroy the crystallinity of the
medium to give liquid or amorphous phases and some reactions lead to new crystalline phases
by poorly understood reconstructive mechanisms. In principle, the evolution of a reacting
system, from a phase transformation point of view, may be followed according to the phase
diagram of the reactant and the product(s). A solid-to-solid reaction along the dotted line in
the hypothetical phase diagram (Figure 3.3) would start with formation of reactant-like mixed
crystals (RMC). In the example in Figure 3.3, the reaction would continue within the RMC
phase until the solubility limit of the product was reached, for example at about 20%
conversion in Figure 3.3. After this, the RMC no longer tolerates the product, and phase
separation would occur. Segregation of the reactant and the product would result in
recrystallization into the RMC phése and “product-like” mixed crystal phase (PMC).
Conversion values between 20 and 90% would involve a weighted mixture of crystals with
compositions given by the solubility limits of the two allowed solid phases and, at the end, the

reaction would reach completion within the PMC phase.
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Potentially the preferred product from the solid state reaction can change as a function
of conversion. While dimerization is favoured at low conversion values, rearrangement can
become increasingly important as the reaction proceeds. However, as the reaction proceeds,
the local structure may be altered, so that potential reaction partners may no longer exist or

may not have the required orientation.
3.4 Experimental

Samples of CLCN and FLCN were obtained from Aldrich and recrystallized from
ethanol before irradiation. For the irradiation experiments, single crystals of CLCN and FLCN
acid were spread over a glass slide to form a thin layer of single crystals. We then introduced
the sample into a UV lamp housing and the sample was irradiated with an Oriel ultra-high-
pressure 200 W (Hg(Xe)) UV lamp. The power used to irradiate the crystals was 40 W and
the time was varied between 1 and 34 hours. We used a CVI Technical Optics 305 nm filter to
control the wavelength used in our experiments. In our samples, the optimum wavelength to
be used is at 305 nm, as shown in Figure 3.4. The starting material in both cases was

colourless, but turned yellowish on irradiation with UV light.

Once the reaction was finished, we immediately ground the sample using a pestle and
mortar until a fine crystalline powder was obtained. This sample was packed into a capillary
0.40 -

035

030

0.25 -

-0.05 v—

Ei v T v T ¥ T v T v T -r
269 319 369 419 469 519 569
Wavelenght (nm)

Figure 3.4. Preferable excitation wavelengths used for 3-phase of 4-chloro-trans-cinnamic
acid.
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glass tube which was mounted into a goniometer head to perform the PXRD analysis. It is
important to highlight that we performed the PXRD just after the solid-state reaction was
finished, as we noticed that the photoproduct was unstable and further recrystallization
processes were observed. The same samples used for the PXRD analysis were removed from
the capillary tube and dissolved in DMSO-d¢ to carry out solution state 'H NMR study in
order to assess the conversion from reactant to product. The changes in the lattice parameters
of the reactant and product were followed by a series of Le Bail refinements using the GSAS

package.
3.5 Results and Discussion

In this section, the crystal structure of the 3-phase of FLCN, solved from PXRD data, is
presented. This is followed by the description of the evolution of the lattice parameters of
CLCN and FLCN acid upon UV irradiation.

3.5.1 Structure Solution of 4-Fluoro-trans-cinnamic acid using PXRD

The powder X-ray diffractogram was measured at ambient temperature on a Siemens
D5000 diffractometer (operating in transmission mode using Ge-monochromatized Cu K
radiation). The data were recorded for 26 in the range 3.5-70° and the total data collection
time was 10 h. The diffractogram was indexed by the program DICVOL to give a monoclinic
unit cell @ =31.706(4) A, b=6.489(5) A, ¢ =3.878(1) A; B=94.74(0)°; ¥ =795.132(35) A%,
Z=4. The Pawley?® fit gives an agreement factor of R, =5.5 %, representing an acceptable
fit of the whole powder diffraction profile using this unit cell and allowing reliable peak width
and peak shape parameters to be determined for use in our subsequent GA structure solution
calculations. From systematic absences, the space group was assigned as P2/a and from

density considerations, there is one molecule in the asymmetric unit.

The structure solution was carried out using the “direct-space” methodology with a
Genetic Algorithm search method. The molecular fragment used in the structure solution
calculation is depicted in Figure 3.5. Each structure was defined by a total of six variables
(x,y, 2, 6, ¢, @) as there are no variable torsional angles (the molecule is constrained to be

planar).
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photoproduct and the maximum conversion is very close to that calculated by theoretical

approaches® for reaction maximum in B-phase cinnamic acid crystals.

(a)

cd
d O
[
e OH
C e
[ d a
[ 4
DMSO
1
3 12 1 1 9 8 7 6 S 4 3
Chemical shift (ppm)
d
<
d
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a
[
c d
&1 079 17 1S 13 11 & &7 &S cd
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e a b
3 12 11 10 9 8 7T 6 S5 4 3
Chamical shift (ppm)

Figure 3.10. (a) Solution '"H NMR spectra for the reactant 4-chloro-trans-cinnamic acid
and (b) the mixture of 4,4’-dichloro-B-truxinic acid and 4-chloro-frans-cinnamic acid
obtained for the photoproduct after 8 hours of photoreaction. Expanded region shown in the
inset.

60



Chapter 3  Aspects of Solid-State Photodimerization Reactions

As mentioned in Section 3.2, this kind of reaction corresponds to a reaction along a

stack of monomer molecules to produce a mirror-symmetric dimer, and the theoretical

maximum conversion calculated for a 8-phase structure is 86.46 %. The o and 8- phase differ

| <

COOH
COCH

Figure 3.11. Tlustration of dimerization in 8- and o phase cinnamic acids, showing that,
by the end of the reaction, certain monomer molecules can remain unreacted (‘isolated’) in
the B-phase, whereas for o~ phase structures all monomer molecules can react.
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dimerization-followed-by-recrystallization steps, the monomer-to-dimer conversion in the
system as a whole will progressively increase. If the monomer recrystallizes out as the
+phase, then this monomer can not take part in further reaction. In our experiments, the
maximum rate of conversion for 3-CLCN acid was obtained after 33 hours of photoreaction
with a yield of 86.6 %. In the case of B-FLCN acid, the maximum conversion was 77 % and

was achieved after 34 hours of photoreaction (Figure 3.12).
3.5.3 Monitoring the Evolution of the Lattice Parameters by PXRD

Powder X-ray diffraction patterns are valuable because they contain information
relating to the changes in structure. Using this technique, we can follow the evolution of the
lattice parameters corresponding to the reactant and product phases. As far as we know, this is
the first time that the photoreaction in a cinnamic acid crystalline phase has been evaluated
using PXRD. First of all, we demonstrate that the photoproduct obtained after irradiation
could not be described using only one phase, thus, it was necessary to use a second phase
(dimer) to fit the experimental data. We also checked that it was not possible to fit the data
using only product phase. Two phases, reactant and product phase, were necessary to monitor
the structural evolution of the system. In order to follow the evolution of the lattice
parameters, we carried out a series of Le Bail refinements. The first Le Bail refinement was
carried out for the original phases of S-CLCN and S-FLCN which provided us with the
starting point in our calculations. The lattice parameters were labelled as {aq, bo, co} for the
starting unit cell for both compounds, whereas the lattice parameters at different stages of the

photoreaction were labelled as {a, b, c}.

A feature of the results is the presence of both reactant and photoproduct peaks in the
powder diffraction pattern during the reaction. The model in Figure 3.11 for the B-phase
implies that if the reactant and photoproduct form a continuous solid solution after
dimerization, then a single set of peak positions (which may shift as a function of conversion)
is expected. Indexing of the pattern using conventional programs (ITO, TREOR, DICVOL) is
extremely complicated because in some areas of the diffractogram both sets of peaks overlap
and distinguishing between product and reactant peaks is difficult. For this type of solid-state

reaction, we expect to observe a doubling of the lattice parameter along the direction in which
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the stacking pattern of the monomer phase takes place (shortest unit cell axis). Once we had
established the lattice parameters corresponding to the dimer phase, we carried out Le Bail
refinements always using the previous photoproduct (i.e., from the previous value of
conversion) as the starting point. With this approach, we can monitor the evolution of the
lattice parameters of both reactant and product phases, and hence detect phase separations, as

a function of conversion.
3.5.3.1 Solid-State Dimerization of 4-Chloro-trans-Cinnamic Acid

Single crystals of CLCN acid were irradiated for different periods of time. The
maximum conversion (86.6 %) was obtained after 33 hours of reaction. The lattice parameters
for the reactant phase were: ap=32.813 A, by=3.890A, cy=6.538A4; S =95.94°
Vo=1830.30 A. The space group was P2;/a. Even in the early stages of the photoreaction
(=10 % conversion), there is already a second phase present in the sample. Thus, in the
PXRD diffractogram, there is a shoulder in the main peak (26 =18.5°) that is not predicted
for the starting unit cell (see Figure 3.13). Therefore, a second phase must be introduced to
match this peak, indicating that phase separation occurs in the early stages of the
photoreaction for CLCN acid (Figure 3.14). The unit cell used to predict the peak position
corresponding to the photoproduct was: a =32.813 A, 5=6.90 A, c = 6.538 A; = 95.94°;
V'=1476.96 A (the space group assumed for the Le Bail fit used was P2). Using this unit cell,
we could exactly predict all the peaks due to the dimer phase. This unit cell was refined using
the Le Bail method and was used as a starting unit cell for the photoproduct at the next value
of conversion. In carrying out the mixtures of reactant and product phases, the reactant unit
cell was refined while the product unit cell was held fixed and vice versa, until optimal fit was
obtained. This method was applied to analyze the materials cells obtained at all stages of this

solid-state photoreaction.
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topotactic reaction, the variation in the lattice parameters are very small. The values obtained

in this work are similar to the values observed in previous solid-state photoreactions.'®

(a) Reactant

0 10 20 30 40 50 60 70

% Conversion
(b) Product
0.02 .
0.01 ]
0.00 .- s 2
-0.01 .

0 10 20 30 40 50 60 70
% Conversion
Lattice parameters: m a; @ b, A ¢ VvV V. & B

Figure 3.16. Lattice evolution for (a) reactant and (b) product phase of CLCN.
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Table 3.2. Lattice parameters for the reactant phase of CLCN during conversion.

% Conversion a (A) bA) cRA) BO) VA
0 32.813 3.89 6.538 95.94 830.30
10 32.8491 3.893 6.533 96.186 830.54
13 32.877 3.891 6.536 96.341 831.04
27 32.884 3.886 6.539 96.278 830.77
40 32.888 3.886 6.54 96.327 830.84
64 32.888 3.885 6.537 96.354 830.16

Table 3.3. Normalized change of lattice parameters for the reactant phase of CLCN.

% Conversion Aa Ab Ac AB AV
0 0 0 0 0 0
10 0.0011 0.00066 —0.00073 0.0026 0.00028
13 0.00195 0.00026 —0.00038 0.0042 0.00089
27 0.00216 -0.0010 0.00015 0.0035 0.00056
40 0.00229 -0.0010 0.00030 0.0040 0.00065
64 0.00229 -0.00129 -0.00015 0.0043 -0.00017
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