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ABSTRACT

This thesis describes the completely coherent polariton optics of a spherical 
semiconductor photonic dot (PD). Our theoretical model solves the eigen-modes 
of the system to produce the polariton frequencies as a function of the PD radius, 
u;(a), where the photonic modes with A =  2a are resonant with the sphere. Disper
sion curves are classified into the weak and strong coupling regimes according to 
crossing/anti-crossing of the polariton branches, in analogy with polaritons in bulk 
materials. We assume the coherent distribution of energy between the photonic 
and excitonic branches in order to calculate the total radiative linewidth.

The effect of spatial dispersion of excitons is considered using the dispersion 
equations developed by Ruppin and the Pekar Additional Boundary Condition. 
The asymptotic values of the resulting dispersion curves are described, and plots 
of the dispersion curves for a CuCl PD show low-order modes (n =  1 and 2) to be 
in the weak coupling regime, whilst n =  3 and 4 are in the strong regime.

Our analysis of the radiative linewidth, both including and excluding spatial 
dispersion, produces a 1/a dependence for Tn for large radii, corresponding the 
“ballistic escape” of optically-dressed excitons from the PD. The low-radius be
haviour, usually described as an a3 volume-dependent increase of the oscillator 
strength, is shown to be more complex with powers from a1 - a7 depending on the 
mode polarisation and the presence/absence of spatial dispersion.

The transition between weak and strong coupling regimes is identified as a 
discrete point at which the two polariton branches meet, characterised by critical 
values of the Rabi frequency, dielectric permittivities of the PD and surrounding 
material, and the PD radius, which have been obtained analytically and numer
ically. We propose the observation of the transition point via derivatives of the 
radiative linewidth, using high-precision modulation techniques.
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Chapter 1

Introduction

Polaritons arise from the resonant interaction of photons with a matter excitation; 

excitons or transverse-optical- (TO-) phonons, resulting in hybridised eigenmodes 

which are a mixture of the original, non-interacting states. Theoretical descrip

tion of this phenomena was done in the 1950’s, first semiclassically by Born and 

Huang [1], and then quantum mechanically by Fano and Hopfield [2, 3]. In 1960 

Maiman demonstrated the first laser, providing a coherent light source for the 

laboratory and sparking a revolution in experimental optics, including the study 

of polaritons. Resonant Brillouin scattering (RBS) and hyper-Raman scattering 

experiments produced measurements of the polariton dispersion curves in bulk 

semiconductors [4, 5], proving polaritons to be true excitations of the material 

and a fundamental process in light-matter interaction. Their properties were thor

oughly studied, including absorption [3, 6, 7, 8], luminescence [9, 10, 11], non-linear 

optics [12], and reflectivity [13, 14].

Developments in semiconductor growth and fabrication techniques led to the 

ability to engineer materials on smaller length scales, producing first microstruc-

1



2 CHAPTER 1. INTRODUCTION

tures and then nanostructures. This saw reseach interests move away from bulk 

materials towards lower-dimensionality structures; quantum wells (QWs) which are 

quasi-2-dimensional [15], 1-dimensional quantum wires, and finally O-dimensional 

quantum dots (QDs) [16]. The novel physics present in low-dimensional structures 

in general have led to many valuable applications such as quantum dot lasers [17] 

and photonic crystals [18], with grand aims for future applications such as quantum 

computing [19] and quantum cryptography [20].

The study of polaritons progressed in tandem with these advances in material 

engineering. The effect of these low-dimensional systems on both light and matter 

excitations lead to subsequent effects on the polaritons.

1.1 B ackground  T h eory

We will now review the background theory of this research in the published litera

ture. For the purposes of this work we are interested only in exciton-polaritons, so 

we begin with a basic description of excitons in bulk semiconductors, before pro

ceeding to the interaction of excitons and photons and the formation of polaritons.

1.1.1 Excitons

Excitation of electrons in semiconductors and insulators can form excitons; Coulomb- 

correlated electron-hole pairs. The energy levels can be calculated assuming that 

the electron and hole bands are isotropic, parabolic and non-degenerate using [21]:
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where n  is the principal quantum number, k is the wavevector, Eg is the energy 

gap, Mx = m e + m,h is the exciton translational effective mass, and Enj  is the n th 

transverse exciton energy. R* is the excitonic Rydberg energy:

1 fie4
2  f c i** =  > (1-2)

where fi =  (m errih) / (me+ m j  is the exciton reduced mass, and £b is the background 

dielectric permittivity. This assumes that the effective mass approximation holds; 

R* E g- This two-band band description of excitons is a useful approximation, 

but does not fully describe excitons in most semiconductors, for example heavy- 

and light-hole excitons. However, a full description of excitonic properties is beyond 

the scope of this thesis. We stress, however, the useful description of the exciton as 

a point-particle in the effective mass approximation, allowing the relative electron- 

hole motion to be neglected in favour of the translational motion of the exciton as 

a whole.

1.1.2 E xciton-photon  interaction

The observed properties of bulk materials depend crucially on the hierarchy of cou

plings [22], in which all possible exciton interactions are ordered according to their 

strength relative to the incoherent perturbation of excitons within the material. If 

one interaction is stronger than all others and incoherent perturbations, then this 

coupling describes the states within the material. We will consider the case where 

exciton-photon coupling is strong compared to all others.

The non-interacting exciton dispersion curve is, within the approximation de

scribed in the preceeding section, a parabola EU}t + h2k 2 /  2MX. The photon disper
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sion is a straight line; hdt/y /ib . Due to the laws of conservation, the interaction 

of excitons and photons can only occur in the proximity of the crossing point of 

these dispersions in the u ,k plane. The relative strength of this interaction can 

be described by several parameters; the oscillator strength per unit cell / exc• the 

exciton polarisability a, or the longitudinal-transverse splitting energy E LT [23]. 

The resulting dispersion curves can be classified into two cases; the weak coupling 

and strong coupling regimes.

W eak coupling

In the weak coupling regime excitons resulting from the absorption of photons 

experience a scattering event before the reverse process, i.e. the recombination of 

the exciton and corresponding emission of a photon, can occur. This scattering 

occurs in time rx =  1/T. The rate of absorption of light in then determined by the 

exciton-photon coupling. The photons and exciton remain separate and distinct, 

and their dispersion curves remain similar to the non-interacting curves described 

above.

Strong coupling

The strong coupling regime corresponds to the scattering time being longer than 

the recombination time of the exciton. A photon may then be absorbed into an 

exciton and re-emitted many times before a scattering event occurs. The exciton 

and photon are then hybridised, the propagation of excitons and photons can no 

longer be considered separately, and polaritons become the true eigenstates of the 

system. The time oscillation of the system from one component to another is 

described by the Rabi formula [24, 25], with frequency Qr ~  where ujt
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is the frequency of the excitonic resonance and cjlt =  £ l t / h.

1.1.3 E xciton-polaritons

Since we will in general consider exciton-polaritons throughout this work, as op

posed to, for example phonon-polaritons, we will drop the “exciton” prefix for 

brevity in referring to exciton-polaritons. The dispersion relation can be obtained 

classically [1] or quantum mechanically [3, 6] in the single-band approximation to 

be:
„ x c2k 2 47:mj2(k)£(k, u )  =  — j -  =  Eb +  - j — ■ ---------2 ’ ( L 3 )

UJ ^n(k) — u

where u;n(k) is the non-interacting exciton dispersion curve, equation (1.1). The 

resulting dispersion curves, u;(k), are shown in figure 1.1. There n = 1 dispersion 

curve is characterised by E? =  E q — R*, £b, Mx and a term for the strength 

of exciton-photon interaction; / exc, a , or Ei^. For polaritons associated with 

excited exciton levels n > 1 we expect polariton effects to becoming increasingly 

less important because the exciton-photon interaction terms depend on n  as n~z. 

In the models we develop in later chapters we will consider a generic excitonic 

resonance, which can be applied to these excited excitons if desired.

Incoherent scattering, yx, which was neglected in equation 1.3, serves to damp 

exciton-photon interaction and hence polaritonic effects. Tait showed that for small 

scattering rates, 7 X < 0.1 cjlt, the polariton dispersion curves are relatively unaf

fected, however as scattering is increased the dispersion curves undergo a drastic 

change at a critical value, 7^r, given by [26]:

| , 4 >
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Figure 1.1: Dispersion curves for excitonic polaritons in the vicinity of a single exciton 
resonance JFt- Note that the asymptotic photon-like polariton states above El  are 
normalised by all excitations of the crystal above Ei, (photon “dressed” according to the 
background dielectric constant £b) and below E j by the same plus the excitonic level 
(total dielectric constant £b +  47ro:). Vacuum photon and longitudinal exciton (uncoupled 
to light) dispersion curves are also shown. Reproduced from [21].
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Increasing the scattering rate therefore causes a transition between undamped 

polariton states and heavily damped polariton states at 7 X ^  7xr. This is illustrated 

in figure 1.2 which plots the transverse solutions to a classical polariton model.

Spatial dispersion and A dditional B oundary Conditions (ABCs)

Spatial dispersion of the excitonic energy levels occurs due to the confinement of the 

exciton wavefunction at the interface of the material. If the exciton translational 

mass can be considered to be infinite, Mx =  oo, spatial dispersion is removed and 

the excitons are said to be “dispersionless” . This is most applicable to Frenkel ex- 

citons, though some Wannier-Mott excitons can have effective masses large enough 

that infinite mass is a reasonable approximation. In comparison, TO-phonons do 

not experience spatial dispersion and the Additional Boundary Problem we are 

about to discuss does not apply for phonon-polaritons.

Theoretical treatment of polaritons requires knowledge of the electric and mag

netic fields, E and H, inside the material in order to obtain knowledge of the 

polarisation field, P. As a result of spatial dispersion a polarisation field is associ

ated with each polariton branch, Pi, which can in general propagate at different 

frequencies. Maxwell’s boundary conditions alone are not sufficient in order to de

termine the resulting dispersion equations, and an Additional Boundary Condition 

(ABC) must be imposed.

An ABC describes the polarisation field at an interface, and possibly the 

derivative of the field perpendicular to the interface. The general form of an ABC 

can be written as:
dP
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Figure 1.2: Transverse forced-harmonic solutions of a classical polariton model [26]. k' 
and k" are real and imaginary wavevectors, respectively. For (0) and (O') yx =  0 eV, (1) 
and (V) 7x =  1 0 -5 eV, (2) and (2 ’) 7x =  10~4 eV, (3) and (3’) 7x =  10~3 eV, (4) and (4') 
7x =  10  ̂ eV , which can be compared to the oscillator resonance frequency uso — 1 eV. 
Reproduced from [26].
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though there are restrictions on the choice of A due to conservation laws [27]. The 

correct choice of ABC is still a bit controversial, but we will use Pekar’s boundary 

condition, P = 0 at the interface, for the purposes of this research.

1.1.4 Polaritons in Q uantum  W ells

A quantum well is a thin layer of semiconductor surrounded by thick layers of 

a different semiconductor with a larger band-gap. Electrons and holes confined 

within the well can be treated using the envelope-function method [28, 29] and 

described using an effective-mass equation with a confining potential determined 

by the band-offsets. The confinement of the charge carriers in the well quantises 

the motion of excitons perpendicular to the plane of the well (the growth direction, 

z-axis), but leaves them a 2D dispersion, £n(k||), called subbands, in the plane of 

the well. The bulk exciton binding energy, E\> = R*, increases monotonically as 

the well width, L, decreases, reaching a value of 4R* as L —> 0 assuming the well is 

surrounded by infinitely high barriers [30]. In true systems the barriers are finite 

and the exciton wavefunction is able to penetrate into the surrounding material. 

The binding energy hence reaches a maximum value (with an associated maximum 

in the oscillator strength) before dropping back to the bulk value as L —> 0 [31].

For well thicknesses below the exciton Bohr radius, L < ab, the exciton is asso

ciated with a pair of electron and hole subbands, each of which is strongly confined 

by the well. The motion of the electrons and holes must then be treated separately. 

This is called the strong confinement (or electron-hole) regime. Accurate deter

mination of the binding energy and oscillator strength requires the inclusion of 

additional physical effects such as heavy-light hole mixing [28], but leads to an 

increased ground-state binding energy [32, 33]. For wide wells, L »  ae, we have
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the weak confinement regime. The Coulomb interactions dominates the effect of 

confinement on the charge carriers, and the exciton can be treated as a point par

ticle (the center-of-mass approximation) [34, 35], which has been experimentally 

verified in a thin GaAs layer [36].

Polaritons in QWs can be treated semiclassically [37, 38] or quantum mechani

cally [39]. In contrast to bulk materials, where polaritons form from the interaction 

of an exciton and photon with the same wavevector kex« QW-excitons interact with 

a photon with the same ky and all possible kz, leading to a density-of-states func

tion for the radiative decay given by:

where V, S  and n are the volume, surface area and index of refraction of the QW, 

k0 is the wavevector of light in the QW, and 0(x) =  1 for x > 0, 0(x) = 0 for x < 0. 

Only states that lie within the photon cone, k < ko, are able to decay radiatively. 

Nonradiative states that lie outside the photon cone, k > k0, do not couple with 

light propagating along the z-axis, and are analogous to surface states.

The polariton states in QWs are denoted as L, T  and Z  modes depending 

on their polarisation vector. Taking kj; =  k\\x, L -modes have e||x, T-modes i\\y 

and Z-modes i\\z. Plots of the dispersion curves for these modes are given in 

figure 1.3. Radiative states lie to the left of the photon dispersion (dotted line) 

and nonradiative states to the right. The large splitting between the Z and L, T  

is due to the electron-hole exchange interaction [38] and is not a polariton effect. 

The radiative lifetime of the radiative polaritons can be calculated using Fermi’s

p(ki',w ) = T , k j ( f C + k i ) .

( 1.6 )
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Figure 1.3: Dispersion of radiative (left) and nonradiative (right) polaritons in a 20 Awide 
CuCl QW. The dashed line is the light dispersion. Reproduced from [40].

golden rule to be [41, 42]:

r L(&||) =

t t W  =  (L7)

r z(fc||) =  jjr>

where kz — ^jk^ — fcjj, and f xy and f z are the oscillator strengths per unit area 

in the corresponding direction of the polarisation vector. Figure 1.4 shows that 

as k\\ —► 0, the radiative width of the Z-mode vanishes, whilst those of the L 

and T  modes converge to the same value; 2Fo =  27Te2f xy/n m QcS ~  10 ps for a 

GaAs/AlGaAs system.
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Figure 1.4: Lifetime broadening of radiative polaritons in a 20 Awide CuCl QW. Repro
duced from [40].

1.1.5 E xciton-polaritons in m icrocavities

Microcavities are structures designed to confine the electromagnetic field. The size 

and shape of a microcavity is critical; the size will determine what wavelengths of 

light are confined by the structure, whilst its shape will determine the direction 

and symmetry of the confinement. Photons inside such structures propagate in 

cavity modes, which can be highly controlled by the design of the structure. Two 

types of microcavities can be readily identified: planar microcavities in which the 

electromagnetic field is quantised only along one direction, and photonic dots in 

which the confinement is fully three-dimensional.

Planar m icrocavities

The planar microcavity is the optical analog of a QW. Confinement of light in 

the z-axis (growth direction) is typically achieved by adding high-reflectivity, low- 

loss Distributed Bragg Reflectors (DBRs) above and below the cavity [43]. In-plane
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confinement is then usually achieved only by the change in refractive index between 

the cavity and the surrounding air. These structures have been extensively studied 

and many excellent reviews are available (see, for example, [44, 45]). One of the 

most exciting applications of planar microcavities is the polariton laser [46, 47, 48].

For the purposes of this work we will note only a few basic features of planar 

microcavities, before progressing to photonic dots. Polaritons in microstructures 

are the result of the resonant interaction of excitons with the cavity photon modes, 

and are a 2 D analog of bulk polaritons. Since the cavity photon modes are de

termined by the size and shape of the cavity, so are the cavity polariton modes. 

The strong coupling regime, as discussed for bulk materials, has been observed 

in a planar microcavity with an embedded quantum well [49] as two dips in the 

reflectivity spectrum, with a vacuum-held Rabi splitting of a few meV, which is 

considerably less than the splitting for the bulk material (about 16 meV for GaAs). 

However, polariton effects are generally easier to observer in microcavities than in 

bulk materials, despite this reduction of the Rabi splitting. This is because the 

requirement for spatial coherence in bulk materials -  the coherence length of the 

exciton being much larger than the wavelength of light -  is removed for cavity 

polaritons [see 40, sections 1.3 and 4.1].

Photonic dots

Photonic dots (PDs) are microcavities that confine the light modes in all three 

dimensions, and are the photonic analog of quantum dots. Many different theo

retical treatments of such structures have been made, due in part to the variety 

of shapes that can be considered. Cylindrical microcavities, created by etching a 

planar microcavity, can be treated by decoupling the strong vertical confinement
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Figure 1.5: (a) Blue-shifts of the lowest-energv modes in GaAs/AlG aAs pillar microcav
ities with respect to the reference planar cavity, as a function of pillar radius. Points: 
experimental results [50]; solid lines: theoretical results including the energy dependence 
of the refractive index, (b) Energies of the cavity polaritons for the lowest HE modes 
with angular momentum I = 1 in pillar microcavities with different radii, measured from 
the exciton energy hQexc. Vertical arrows denote the Rabi splitting. The energy of the 
Fabry-Perot mode of the planar cavity is represented bv a dotted line. Lower panel: 
same plot on an expanded scale, showing the radiative splitting of the exciton state [51]. 
Reproduced from [40].

provided by the cavity's D B R s. and the lateral confinem ent resulting from total 

internal reflection at the p illar/air interface [50. 51]. T he polariton frequencies 

are then given as a function of the height of the planar m icrocavity. Lc. and the 

radius of the pillar, a, and the blue-shifts of the polariton  energies with respect to  

a reference planar m icrocavity are p lo tted  in figure 1.5.

T he sim plest m icrocavity geom etry is that o f a sphere. T he structure then  

becom es geom etrically isotropic, and th is decoupling becom es unnecessary. Several 

approaches have been made to  treat the polariton optics of spherical P D s [45,
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52, 53, 54, 55, 56, 57], and the recent development of the embedding method for 

electromagnetics [58] provides yet another potential scheme in which this problem 

could be considered. The recent treatment by Bigenwald et al. merits particular 

attention as it models spherical microcavities within a paradigm very similar to 

that used in this thesis [59]. The results of the different methods do not always 

completely agree, in contrast to the more well-known bulk and QW systems.

Using the results of Ajiki et al. [55] we will review the general features of 

polaritons in spherical microcavities. The polariton states are identified by 3 quan

tum numbers: the radial quantum number, n, total angular momentum, I (Ajiki 

et al. choose to denote this as J), and momentum projection, m. For I > 1 

the polariton modes of the PD are transverse, with tranverse-electric (TE) and 

transverse-magnetic (TM) polarisations. For I =  0 the modes are longitudinal, 

and have zero frequency [60, 61, 62]. These modes are generally not of interest 

as they are not easily observed experimentally, and in this work we will consider 

the optics of / =  1 modes, m  takes integer values between —I and /, and for our 

purposes we will take m  =  0 .

In the bulk case the polariton frequencies are functions of wavevector, cj(k), 

but PD polaritons result from the interaction of excitons with the cavity photon 

modes, and k ceases to be a good quantum number. The polariton frequencies are 

functions of the dot radius, uj(a). In bulk materials the frequencies are real, but in 

PDs the transverse frequencies are complex due to leakage of the light out of the 

PD. The real part gives the energy of the spectral peak, and the imaginary part 

relates to the spectral width. Polariton dispersions for a CuCl PD surrounded by 

vacuum are plotted in figure 1.6. Only the polariton modes around the exciton 

resonance have been plotted, and in general another set of modes, similar to the 

photon modes of the cavity, should also be present.
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Figure 1.6: Calculated (a) real and (b) imaginary parts of the eigenenergy for / =  1. 
exciton-light coupled modes in a spherical CuCl nanocrystal. The solid and dotted lines 
represent the TM and TE modes, respectively. Modified from [55].

Fbr sm all radii the coupling betw een the confined excitons and the cavity  

photon  m odes is very weak, and the polariton frequencies remain very close to the 

non-interacting exciton  frequencies. As the radius is increased, the im aginary part 

starts to decrease (its m odulus increases) and successively reaches a minimum for 

each m ode, indicating a m axim um  in exciton-phot on coupling for that m ode. These 

peaks correspond to  radii at which the w avelength o f the photon m ode coincides 

w ith that of the exciton.

Hanam ura has shown that the decrease in the im aginary part of the frequency, 

and hence an increase in the radiative linew idth. goes as a3 for small radius. His 

approach considers a sphere of radius which is sm aller than the wavelength of light 

w ithin  the PD , but much larger than the exciton  Bohr radius: a B Rq <  A. The 

envelope function of the exciton  is described as:

^nZm(R?r) =  Fnim(R,  0. &)<P0(r). (1.8)

where Fn/m(R , 9, &) describes the center-of-m ass m otion , and <Fo(r. o f the exciton.
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The boundary conditions on \Pn/m(R, r) should be applied at the “effective radius” , 

R  = Rq-clb/2, which is smaller than the true PD radius due to the finite size of the 

exciton [63, 64]. However, because of the size regime being considered, <C Ro, the 

as factor is neglected and only R 0 is considered. The exciton-photon interaction 

is described using a completely resonant Hamiltonian:

where ik  is a unit polarisation vector of the photon field, /zCT is the transition dipole 

moment between the conduction and valence bands, and a,k (&£) and bn (Un) are 

annihilation (creation) operators for a photon with wavevector k and exciton of 

state n, respectively.

The radiative decay rate for the lowest-energy exciton is then calculated using 

Fermi’s golden rule to be:

27 =  647t 0 ^  7s , ( 1.10)

where fv)s is the decay rate at the exciton energy. This has been experimentally 

confirmed by Itoh et al. in CuCl microcrystals embedded in a NaCl matrix [65]. 

Figure 1.7 plots experimental data (open and closed circles) alongside solutions to 

equation (1 .1 0 ) expressed as:

1 647T£r / a * \ 3 AF?lt

r r(a*) ( ? ) ^
where A £ lt  is the exciton LT-splitting energy, A is the wavelength of light at 

the exciton resonance, e is the background dielectric constant around the exciton 

energy, and a* = R  is the effective radius of the PD.

There is therefore an dependence to the radiative decay rate, which is
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Figure 1.7: Dependence of the exciton radiative decay time on the effective radius both 
at 10K (open circles) and 77K (closed circles). The solid line represents theoretical values 
calculated with equation (1.11). Reproduced from [65].

interpreted as the volum e-dependent increase o f the oscillator strength. However 

one must take care to note the upper bound on the radii being considered: IT <  A. 

or else it appears that the behaviour continues for ever-increasing radius, when in 

fact the oscillator strength saturates at around Rn  ~  A.

In the course of this thesis we will consider spherical structures over a range of 

radii as large as several w avelengths, down to the limit that the a —> 0. Structures 

in this sm all-radius limit are typ ically  referred to  as quantum  dots rather than  

photonic dots, but for clarity (and brevity) we will refer to  all dots, irrespective of 

size, as PDs.
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1.2 O verview

The aim of this thesis is to add to this accumulated sum of knowledge by per

forming a theoretical study of polaritons in the simplest O-dimensional geometry; 

a sphere. In solving the eigenmodes of a spherical nanostructure we can obtain 

the frequencies of polaritons resulting from the interaction of excitons with photon 

modes which are completely resonant with the sphere. By removing all incoherent 

scattering from the model we also produce a scheme in which the exciton-photon 

interaction is entirely coherent. The resulting dispersion curves are then classi

fied into the weak and strong coupling regimes, in direct analogy with the same 

phenomena in bulk-materials. The radiative linewidth of the polariton modes are 

studied through the coherent distribution of the polariton energy between the ex

citonic and photonic components of the polariton. Finally, we identify a transition 

point between the weak and strong coupling regimes, similar to that studied by 

Tait in bulk materials several decades ago [26]. The conditions under which the 

transition occur are analysed in order to completely describe this phenomena in a 

spherical nanostructure.

Chapter 2 is the main base of this research, and covers the polariton optics of 

a spherical nanostructure in the absence of any spatial dispersion. A theoretical 

model of the polariton eigenmodes of the structure is developed, neglecting the 

effect of incoherent scattering in order to produce a picture of the completely 

coherent polariton optics of the system. This model is used to classify the polariton 

modes into the weak and strong coupling regimes -  in direct analogy with the same 

concept in bulk materials -  and to investigate the radiative lifetime of these modes. 

This is then extended in Chapter 3 to include spatial dispersion.

This forms the basis for Chapter 4, which defines the transition between the
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polariton regimes, and proceeds to  determ ine the conditions under which the tran

sition  takes place. O bservation of the transition  point is proposed in order to 

confirm the theoretical treatm ent given here, and this section  may be of particular 

interest to experim entalists.

A sum m ary is given at the end of each chapter, cu lm inating in Chapter 5 

which concludes the thesis and looks to  the future developm ent of this research. A 

final A ppendix. C hapter 6 covers supporting m aterial.

1.3 M a th em a tica

M athem atiea was used exclusively to  produce all o f the num erical results presented  

in this thesis. It is a fully integrated environm ent for technical com puting, and 

offers num erical, algebraic and graphical facilities in a single package. Hence1 it was 

not only used to produce num erical results but also all of the figures throughout 

this thesis, and even aided in the algebraic derivations o f the1 equations.

The m ost com prehensive source o f inform ation on M athem atiea is the1 Mathe- 

m atica Book [66]. It has been published in m any versions, alongside1 the1 continual 

re-releases of new versions of M athem atica itself, and th e reference given is for the 

5th edition.

T he use of M athem atica was only a m atter o f personal choice and there is no 

special requirement that M athem atica must be used to reproduce these results. 

However, aside from the core physics presented in this thesis, notes on specific 

aspects of the numerical com putations involved are included to aid the reproduction  

of these results. In particular, section 6.3 of the A ppendix discusses how features
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of Mathematica can be used to maintain the accuracy of numerical results, and 

how these results are best presented. Though these sections will be of most use to 

readers wishing to reproduce this work using Mathematica, they may still prove 

useful to readers intending to use other languages and packages.
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Chapter 2

Polariton optics of a spherical PD  

without spatial dispersion

In this chapter we develop a model of the coherent polariton optics of a spherical 

nanostructure in the absence of any spatial dispersion of the excitonic resonance. 

Although we will discuss exciton-polaritons in the development of our model, our 

approach is equally valid for any dispersionless matter excitation, e.g. transverse- 

optical (TO) phonons. Chapter 3 will extend this model to consider the effect of 

spatial dispersion.

The first section will describe the model we wish to use, introduce equations we 

use to describe exciton-photon interaction in the PD, and the resulting polariton 

dispersion equations. These are the fundamental equations which describe the 

polariton optics of the system, and their solutions are the eigenmodes of the PD. 

Numerical solutions will then be presented and the polariton modes shown therein 

will be classified into strong and weak coupling regimes, in analogy with the bulk 

polariton case. Section 2.4 then examines the radiative lifetime of the polariton

23
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Figure 2.1: An illustration of the PD and surrounding material being modelled.

modes. We will assume that the energy within a mode is distributed coherently 

between its two polariton branches, in order to maintain our picture of completely 

coherent polariton optics. The main subject of this section is the asymptotic 

behaviour of the radiative lifetime with relation to radius. Finally, section 2.5 will 

summarise the results of this chapter.

2.1 T he m odel

The aim of this model is to find the eigenfunction solutions for the polariton modes 

of a spherical nanostructure. The structure is modelled as a single sphere sur

rounded by an infinite expanse of another material. A simple schematic is shown 

in figure 2.1. The PD is assumed to be made from a semiconductor which is homo

geneous and optically isotropic, with no magnetic susceptibility. The surrounding 

material is also assumed to be homogeneous and optically isotropic, and may be a 

liquid, gas or even vacuum.

We consider the exciton to be a single-point particle generated within our 

sphere and travelling freely around it. The internal structure of the exciton, i.e. 

the relative motion of the electron and hole, is unaffected by the boundary of the
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sphere and it behaves as though the exciton were in a bulk material. This is the 

so-called weak confinement regime. This regime is applicable as long as the radius 

does not approach or fall below the exciton Bohr radius, ax. When the radius is 

below the Bohr radius, the strong confinement regime, the exciton is “squashed” 

into the sphere, and the relative e-h motion is affected. Although we will consider 

spheres of any radius, we will model the exciton in the weak confinement regime 

regardless of its size.

As discussed in the previous chapter, structures of various sizes are currently 

being studied both experimentally and theoretically. These can be broadly clas

sified into quantum dots (QDs) which have radii much less than the wavelength 

of fight within the material, a <  A, and photonic dots (PDs) which have radii 

greater than the wavelength of fight, a > A. The model developed in the following 

sections is equally applicable to QDs as PDs -  though the ax lower limit must be 

remembered -  and a very broad range of radii will be considered in this work. In 

particular, spheres with radii of the order of lambda, a ~  A, which can be called 

“small photonic dots” , are of particular interest. For simplicity the sphere being 

modelled will be referred to throughout this thesis as a PD, regardless of its radius.

2.1.1 E xciton-photon  interaction

Exciton-photon interaction is described by the set of macroscopic polariton equa

tions for the resonantly interacting light field E and excitonic polarisation P, given 

by [13]

^ ^ r E (r > <) + curl curl E(r, t) =
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Here £b is the high frequency background d ielectric constant of the op tically- 

isotropic sem iconductor, ujp is the polariton  Rabi frequency. E jj  is the exciton  

energy, M x is the effective translational m ass o f the exciton . and yx is the rate of 

incoherent scattering of excitons.

D ispersionless excitons

E xcitons are considered to be “dispersionless" if they have such a large effective 

m ass, M x, that the effect of spatial d ispersion is negligible. This is most applicable 

to  Frenkel excitons (which typically  have an effective m ass in the region of 5 

100 me [67, 68]) though som e W annier-M ott excitons can also apply. For the 

purposes of this chapter only d ispersionless excitons will be considered, and an 

extension  of the m odel to include spatial dispersion is left to Chapter 8.

N eglecting the spatial d ispersion term , for the transverse1 (d iv E  0)

polariton waves of frequency and w avevector k in bulk m aterials, expiations (2.1) 

yield

:(uj)
.2

1 I ^  . (2.2)
j~T ~  lx ~  J

while the longitudinal m ode (cu r lE  =■ 0) is characterised by \/^'i }
■ p '

Coherent polariton optics

Throughout this chapter incoherent scattering will be neglected, i.e. y x 0 in 

equation (2.2). As we dem onstrate below, for the photonic dots we are dealing  

with, the optical lifetim e of PD  photons is short in a sub-picosecond tim e scale 

so that the “optical evaporation" of PD  polaritons is rather effective1 [69. 70]. and
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Im{c<jpo1} is usually much larger than 7 X. Thus, in further analysis we neglect the 

7 x-terms in equations (2.1) and (2.2). This means that only coherent processes are 

occurring within our simulations, producing the “coherent polariton optics” of the 

system. It serves to clarify the source of the results, and makes the interpretation 

of the underlying physics clear.

2.1.2 D ispersion  equations

For a spherical photonic dot, the PD polariton (quasi-) eigenstates are the solutions 

of equations (2 .1 ), written in spherical co-ordinates and satisfying the boundary 

conditions for the light field. Two Maxwellian boundary conditions refer to the 

spherical surface at r =  a (a is the PD radius) and require the continuous behaviour 

of the tangential components of the electric, Er, and magnetic, Hr, fields. The 

third boundary condition requires the light field at r  —* oo to have an outgoing 

part only (no incoming field). Note that this third boundary condition causes the 

PD polariton eigen-frequencies, lj = cjpo1, to be complex even when the incoherent 

scattering is neglected, i.e. 7 X =  0. A full derivation of the following dispersion 

equations is given in the Appendix ( section 6.1).

For the transverse light field (divE =  0), the PD polariton dispersion equa

tions are given by [71, 72]

j , ( k ia)H liy (k2a) -  h f \ h a ) j [ { k xa) =  0, (2.3)

for the TE modes, and

eji{k\a)Hi ^ (k2a) — £ d h f \ k 2a)j[(kia) =  0 , (2.4)
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for the TM modes. Here Ji(z) = zji(z) and H \l\ z )  = zh\l\ z ), where ji(z)  and 

hi(z) are spherical Bessel and Hankel functions of the first kind; ki = k\(&) = 

ujy/e/c, where e = s(uj) is given by equation (2 .2 ); k 2 = uj) =  ujy/id/c, where £d 

is the constant dielectric permittivity of the material surrounding the sphere. The 

dispersion equations (2.3) and (2.4) are similar to those discussed in [73] for PDs 

without excitonic resonance. The subscript I refers to the angular momentum of the 

modes, which are frequency degenerate with respect to the momentum projection 

quantum number, m.

In this work only modes with the lowest possible angular momentum number, 

I — 1 , [60, 61, 62] (TEi and TMi) will be considered. For 1 = 1, the PD polariton 

dispersion equations (2.3) and (2.4) reduce to

k\a = arctan
k\k\a

i k f a a  — k{ + k^.
+  72 7T, (2.5)

for the TEi modes, and

k\a  =  arctan —ikia[k1k2a + (1  — ik2a)(kl — fcj)] 
k \k \a z + (k2 d + i)(k\ — k\)

+  72 7T, ( 2.6)

for the TMi modes. Here n  is the energy (radial) quantum number; 72 > 0  for TM 

modes, 72 > 1 for TE modes.

D im ensionless param eters

In the following analysis we will frequently use dimensionless, normalised vari

ables. The natural frequency scale for our model is that of the transverse exciton 

frequency, cuT, and all frequencies are scaled to this; polariton frequency v  = ut/vr, 

and Rabi frequency ujp = ujp/ ujj. Since these frequencies can be expressed as en-
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ergies, the same normalisation is used for all energy scales including, for example, 

the radiative linewidth, T = T/cjt- The PD radius is scaled to the wavelength of 

light within the PD; a =  y/eiuiTa/c. This makes it easier to identify and interpret 

physical phenomena arising from the resonant interaction of the light field with 

the PD, as they will occur at radii which are multiples of tt/2. Finally, the dielec

tric permittivity is normalised to the background dielectric permittivity inside the 

PD, £b, and we define the ratio of the background dielectric constants outside and 

inside the dot as i  = ea/^b-

We can substitute these dimensionless parameters into the dispersion equa

tions to put them in the form:

u>a =  arctan
coas

Ju jaV i  — 1 +  £_
+ 717T, (2.7)

for the TEi modes, and

-iuja[Cj2a2£ +  (1  — iua \fi) (e  — 1)] 
u)3a3£3/ 2 +  (Cba\fi +  i)(l — e)

iva = arctan + 717T, (2.8)

for the TMi modes. Though this form of the dispersion equations is no simpler 

than that given by equations (2.5) and (2 .6 ), it serves to more clearly illustrate the 

nature of the results we obtain from them; polariton frequencies as a function or 

radius, u>(a).

2.1.3 O btaining num erical solutions

The materials of the PD and surrounding medium of a specific being modelled 

determines the values of e and d)p. For a specific PD the radius, a, might also 

be set, but here the radius will be used as a parameter to plot the dispersion
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curves of the polariton frequencies, uj(a). The eigenmode solutions can therefore 

be considered to lie within a 3D solution space consisting of radius, a, and the real 

and imaginary parts of the polariton frequencies, Re(u') and Im(u>).

A priori we know that Re(u>) must not be negative, and Im(T’) must not 

be positive. The former corresponds to waves travelling in the opposite radial 

direction, i.e. towards the center of the PD instead of away from it. Similarly, the 

latter corresponds to waves leaking into the PD from outside, which is impossible 

since we only have an outgoing wave. Since we are considering the interaction of 

photons and excitons, we can expect -  even without resorting to the published 

literature -  that modes will exist around the exciton resonance, u> =  1 , but how 

close is unknown.

The Mathematica function FindRoot is extremely useful in searching for the 

roots to the dispersion equations. It will aim to find the root of a given equation 

using specified starting point. An example command could look like:

In:= FindRoot[f[x]==0 ,x,0 ]

This would attem pt to find the solution f ( x )  = 0 starting at x  -  0. In general 

terms, the gradient at the point is taken, a “step" taken “downhill” , and the 

process repeated until a minima is found. In this case the size of the step is 

automated, as discussed in the M athematica Book’s section on “Unconstrained 

Optimisation” . FindRoot is not limited to using real numbers and so can be 

used to find the complex frequency solutions, however it is restricted to discrete 

numerical operations. The arguments used in FindRoot, including the starting 

point, can have infinite precision, but the results cannot (see Appendix 6 .3 .2  for 

a discussion of accuracy and precision in Mathematica). The FindRoot option
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“WorkingPrecision” is set to “MachinePrecision” by default, and all output from 

the function will be given to this degree of accuracy. However, WorkingPrecision 

(along with “AccuracyGoal” and “PrecisionGoal”) can be set to higher values in 

order to obtain more accurate results.

For a first calculation, the starting points, or guesses, used to search for so

lutions can be spread throughout the solution space. A linear spread in the real 

domain and an exponential spread in the imaginary domain is recommended. How

ever, this brute force approach is inefficient, and in general will not yield a full set 

of solutions. It is still possible for entire areas of solutions to be missed.

A similar but more comprehensive technique is to take complex slices through 

the solutions space. Although we want to find the solutions of the dispersion 

equations, the values of the dispersion equations away from the roots can help 

indicate where those roots he. In other words, it is beneficial to examine the 

topography of the solution space. However, this produces a 4D solution space: a, 

Re(ti), Im(Cj), /[u>, a], where /  is the dispersion equation for the relevant modes, 

i.e. equation (2.3) or (2.4). Visually displaying a 4D space is extremely difficult, so 

this is simplified by considering only a single value of the radius, i.e. taking a slice 

through the solution space and plotting /[£>, a] over a complex plane of frequencies.

An example complex slice solution for TEi modes at a =  5 is shown in fig

ure 2 .2 . The polariton mode solutions lie at Abs(/[u),a]) =  0  and can clearly 

be identified as the minima of this plot, lying at the center of the red “dots” . 

Whilst interpreting this figure it should be noted that the topology of the complex 

plane is plotted only within a narrow band of values of the function near to zero; 

0 < Abs(/[u), a]) <  0.5. Points on the plot which have values above this maximum 

are plotted at the maximum value, creating the broad blue areas of the plot.



CHAPTER 2. POLARITON OPTICS OF A SPHERICAL PD WITHOUT
32 SPATIAL DISPERSION

Abs[f(fi>,D]

-0 .4  -0 .3  -0 .2  -0.1 0

Figure 2.2: A complex slice contour plot of the absolute value of the TEi dispersion 
equation. The polariton modes can be identified as Abs(/[u>, a]) =  0, and hence appear 
in the figure within the red “dots”. The simulation parameters are u>p =  1.95 and 
e = 0.52, corresponding to TO-phonon-polaritons in a LiF PD surrounded by vacuum.

Such complex slices serve two purposes. Firstly, they are a good way to visually 

identify regions of the complex plane in which solutions reside, and allow guesses 

for FindRoot to be chosen accordingly. Secondly, a more detailed plot helps to 

check that FindRoot has been able to find all the expected solutions.

However it must be stressed that, even using the methods discussed here, 

there is no guaranteed method for obtaining a full set of numerical solutions. Only 

through the algebraic analysis of the dispersion equations can we be certain that 

all of the solutions have been found.
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2.2 C lassifica tion  o f th e  P D  m odes

A variety of different types of mode result from solutions of the dispersion equa

tions. They can be classified according to their properties and behaviour, which 

in turn result from the underlying physics of the mode in question. Classifying 

modes allows us to group modes together according to these attributes, and allows 

us to discuss the underlying physics of specific modes or groups of modes quickly 

and clearly.

2.2.1 R esonant photon  m odes

This simplest possible solution to the dispersion equations is to remove the inter

action with the excitonic resonance altogether, i.e. u>p =  0. This produces the pure 

photonic modes resonant with the sphere. The photon eigen-frequencies <D° against 

the dot radius a, calculated with equations (2.5)-(2.6) for e =  1/2 are plotted in 

figure 2.3.

For a given PD radius a, the photon n-eigen-harmonics can be interpreted in 

terms of the interference pattern of the order n, which arises due to the partial 

reflection of the light field at the PD spherical boundary. The contrast of the inter

ference pattern as well as the radiative lifetime of PD photons, rn =  —l/(2Im{a;°}), 

strongly depend upon s, i.e. upon the jump of the dielectric constant from £b at 

r  < a to £d at r  >  a.
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Figure 2.3: The dependence of the frequency of the (a) real, and (b) imaginary parts of 
the complex photon mode frequencies against the PD radius. TMj modes are shown in 
yellow, TEi modes in blue. u>p =  0 and e =  0.5.
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2.2.2 P olariton  m odes

While the polariton dispersion in bulk semiconductors, ^bulk — ^bulk(^)’ deals 

with the dependence of the polariton frequency against the polariton wavevector 

k [1, 3, 26, 74], the PD polariton dispersion refers to the PD-radius dependence, 

u;£o1 =  a;£ol(a). Similar to the former case, when for a given k only two initial 

eigenstates (photon k and exciton k) couple each other, in the spherical PD of a 

given radius a only two energy states (the photon mode and the exciton at cjt) 

interact resonantly and independently of the other energy states. This can easily be 

illustrated by equations (2.5) and (2.6) where the energy number n appears on the 

right-hand-side of the equations and labels the pairs of the resonantly interacting 

PD states. If the maximum number of the energy states we examine is N,  the factor 

N  degeneracy should be attributed to the non-dispersive exciton state. In this 

case the resonant exciton-photon interaction removes the degeneracy of the initial 

exciton term even in the limit of weak exciton-photon coupling (see figure 2.5), 

and a single non-degenerate exciton resonance is only recovered if exciton-photon 

interaction is excluded entirely.

In the presence of the dipole-active dispersionless exciton state with frequency 

a>r =  1, the PD photon frequencies no longer characterise the true eigenstates, 

due to the resonant exciton-photon interaction. Within the completely coherent 

picture of exciton-photon coupling (7 * =  0 ), the uncoupled photon and exciton 

states are replaced by PD polariton eigenwaves. In this case the dispersion equa

tions (2.3)-(2.4) yield the PD polariton eigen-frequencies Cj = LU%°l(a). By analysing 

how the topology of the PD polariton dispersion arises from the initial exciton and 

photon terms, u>r(a) =  1 and <D°(a), and develops with increasing Rabi frequency 

u)p, we distinguish two limits of exciton-photon interaction in PDs: the weak (small
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u p) and strong (largo iZ'p) coupling regimes.

W eak coupling regime

The dispersion curves of the polariton modes of the sphere, calculated with equa

tions (2.3) and (2.4), are illustrated in figure 2.4 for the weak coupling limit. The 

interaction between the photon and exciton does not lead to any drastic topological 

changes of the PD polariton dispersion curves in this regime. The PD polariton 

dispersion curves can naturally be classified in terms of photon-like, and

exciton-like u>£o1 =  ££ polariton branches: u>^(a) and u>£(a) are nearly identical to 

o>°(d) and o>t(u) =  1, respectively. The most significant change in the dispersion 

curves occurs in the region of the resonant crossover between the PD photon and 

exciton eigen-frequencies, which occurs when Re{u>°(a =  an)} = 1. This deviation 

is most clearly seen in the fine structure of the exciton-like modes, which is illus

trated in figure 2.5. The photon- and exciton-like polariton dispersion branches 

thus can be interpreted as u)JJ(a) and u >t ( u ) ,  respectively, slightly deformed near

CL CLfi.

The condition Re{£>°(u)} =  1 yields;

0 ,1 , 2 , . . . )  for TMi (£ < 1) and T E l {£ > 1 ),

For the PD radius a ~  an, a negative imaginary part of the exciton-like n -polariton 

eigen-harmonics, Im{u’*}, has a local minimum, as shown in figure 2.5(b). In 

this region the excitonic state resonates with its corresponding PD photon eigen- 

harmonic, and can more effectively decay into the bulk photon modes.

for TMi (£ > 1 ) and TEi (£ < 1 ).
(2.9)
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Figure 2.4: The (a) real, and (b) imaginary parts of the complex PD polariton eigen- 
frequencies in the weak coupling regime obtained using u7p =  0.01 and e =  0.5. The 
photon-like (exciton-like) dispersion curves are shown in blue (red) for the TEi modes, 
and yellow (green) for the TMi modes. The exciton-like modes around Re(u>) =  1 are 
so close in frequency that the plots overlap, and only the final mode to be plotted -  a 
TMi mode -  can be seen. The true structure of the exciton-like modes is more clearly 
seen in figure 2.5.
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Figure 2.5: The (a) real, and (b) imaginary parts of the complex PD polariton eigen- 
frequencies in the weak coupling regime obtained using cJp =  0.01 and i  — 0.5. The 
frequency axes have been rescaled to clearly illustrate the fine structure of the exciton- 
like modes. Only a few of the lowest ordered modes have been plotted in order to 
maintain clarity.



2.2. CLASSIFICATION OF THE PD MODES 39

Strong coupling regim e

In figure 2.6 we plot the PD polariton dispersions calculated with equations (2.3) 

and (2.4) for the strong coupling limit. We use ljp =  1.95 and e — 0.52 to simulate 

dipole-active optical phonons in a LiF sphere surrounded by vacuum, but the 

following discussion applies equally to strongly interacting exciton-polaritons. In 

this case one has a well-developed polariton effect: a drastic change, so-called anti

crossing, of the non-interacting PD photon and phonon (or exciton) dispersions 

occurs near a ~  an. The real part of the polariton dispersion curves are now 

distinctly separate, with a frequency splitting A l t  =  Its therefore natural

to classify the modes as the upper (u>po1 =  > u)l =  \ / l  +  u)p2) and lower

( ^ r 1 =  c < ujt) polariton branches.

In the strong regime, interaction and hybridisation between the PD photon 

and exciton dispersions take place, so that the photonic/excitonic nature of the 

modes change with radius. The lower (upper) polariton dispersion branch n is 

exciton-like (photon-hke) at a <C an and becomes photon-like (exciton-like) at 

a an.

The Frohlich m ode

For the TMi polariton eigen-states, in both the strong and weak coupling regimes, 

there is one extra mode which has no TEi equivalent. This is a well-known Frohlich 

surface mode [71, 72], with frequency u^°l = in the optical “stop band”, 

1 <  ufg1 < lj L. Its frequency ufi?1 —* [1 +  d>p/(1 + 2i)}1/2 when a —> 0. It is 

shown along with its associated photon-like mode (or upper mode, depending on 

the regime) in figures 2.4, 2.5 and 2.6 as solid black lines.
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Figure 2.6: The (a) real, and (b) imaginary parts of the complex PD polariton eigen- 
frequencies in the strong coupling regime, obtained using up =  1.95 and e = 0.52. In (c) 
the frequency axis has been rescaled to show the fine detail of the imaginary parts of the 
lower modes.
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Complex slices have been used to prove that, using our model, the Frohlich 

mode does not exist for the TEi case. The complex slices shown in figure 2.7 cover 

a section of the complex plane around the stop band for relatively low radius, 

a =  2. In order to help interpret these slices note that the parameters of the sys

tem are set to model our cyanine-dye J  aggregate. In the TMi case, figure 2.7(a), 

the Frohlich mode is clearly identified, along with higher-order exciton-like modes 

and the longitudinal mode with real frequency, u>l- For the TEi case, the longitu

dinal and higher-order frequencies are present, but the Frohlich mode is absent, as 

expected.

2.2.3 C haracteristic com plex slices

A complex slice taken over a wide area of the complex plane is a very quick method 

to determine what regime is present for a given radius. The characteristics of the 

dispersion curves for both weak and strong coupling, shown in figures 2.4 and 2.6, 

translate into similar features in the complex slice. This is illustrated with typical 

complex slices for TMi modes shown in figures 2.8 and 2.9.

In the weak coupling example, the wide plot is dominated by a continuous 

vertical string of modes, figure 2 .8 (a); these are the photon-like modes seen in 

figure 2.4. The fact that this string of modes runs straight through Re(cD) — 1 

immediately indicates that the modes are in the weak coupling regime. The photon

like modes can be seen more clearly in figure 2 .8 (b), which has been zoomed-in to a 

smaller section of the complex plane, and the z-axis height re-scaled. However, the 

exciton-like modes are obscured because they have a very small imaginary part, 

and lie close to Re(u>) =  1. Figure 2.8(c) shows this region, and the modes can be 

compared with those shown in figure 2.4.
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Figure 2.7: Complex slices of (a) TMi and (b) TEi modes around the stop band region. 
The modes observed in (a) are the Frohlich mode (top left), higher-order exciton-like 
modes (lower right) and the longitudinal mode (upper right). The modes observed in 
(b) are exciton-like modes of order n >  1 (lower right) and the longitudinal mode (upper 
right).
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Figure 2.8: Plots of a typical complex slices for modes in the weak coupling regime. The 
plots illustrate (a) the topology of the complex plane over a wide range of frequency, (b) 
the characteristic continuous string of photon-like modes, and (c) the exciton-like modes.
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Figure 2.9: Plots of a typical complex slices for modes in the strong coupling regime. 
The plots illustrate (a) the topology of the complex plane over a wide range of frequency, 
(b) the upper modes, and (c) the lower modes.
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The complex slice of the strong coupling regime, figure 2.9, shows clears sets 

of upper and lower modes, in direct comparison with figure 2 .6 , and the stop band 

visible between these two sets of modes is a clear indication of strong coupling. 

The lower Frohlich mode can be identified as the lowest-left mode in figure 2.9(c), 

with a significantly lower imaginary frequency compared to the higher-order lower 

modes.

2.3 E xam p le m ateria l system : a cyanine dye J- 

aggregate  P D

The model developed above can be used to describe PDs without spatial dispersion 

made from any homogeneous, optically isotropic semiconductor material. Having 

classified the resulting modes into weak and strong coupling regimes in the pre

vious section, a single example material system will be used throughout the rest 

of this chapter. The requirement of the model that the materials (both the PD 

and the surrounding medium) be optically isotropic limits our choice of semicon

ductor materials. Broadly speaking, only semiconductors with a cubic lattice will 

be optically isotropic. The exclusion of spatial dispersion effects from this chap

ter further limits our choice of PD material to those with excitons showing very 

high effective translational mass, or to considering non-spatially-dispersive matter 

excitations such as TO-phonons.

The material chosen for the PD was a cyanine dye J-aggregate. This group 

of materials are disordered organic semiconductors and have attracted a lot of 

attention in recent studies because they exhibit very large Rabi splitting between 

about 80 meV and 300 meV at room temperature, compared to about 5 to 10 meV
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Figure 2.10: An illustration of a spherical PD made from a cyanine dye J-aggregate.

for inorganic materials [75, 76].

Although individual J-aggregates will have dipole moments directed along the 

length of the aggregate chain, we assume that the orientations of the aggregate 

chains are random, producing a PD which is optically isotropic on average. This 

assumption is valid because the length scale of the disorder is very small compared 

to A, and is supported by experimental results [76]. Figure 2.10 illustrates such 

a PD and its constituent J-aggregates. It is shown with no surrounding material 

because we will consider -  at least for the remainder of this section -  that the PD 

is surrounded by vaccuum. The background dielectric permittivity is £\> = 2.6 [76] 

giving i  =  0.385. The exciton absorption line lies around 1 .8  eV and Rabi splitting 

as high as 180 meV has been observed [77, 78], so we choose to take ujv  = 0.09 as 

a comfortable value.

Plots of the modes for the cyanine dye J-aggregate PD are shown in figures 2.11 

and 2 .1 2 . The range of the plots in figure 2 .1 2  have been chosen to illustrate the 

fine structure of the lower/exciton-like modes, and these plots have been restricted 

to n < 4 for the lower/exciton-like modes in order to maintain clarity. The crossing 

of the real parts of the dispersion curves, figure 2 .1 2 (a), shows that the n -  1 and 

n = 2  modes axe within the weak coupling regime, whilst the anti-crossing of the
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higher-order modes show that they are in the strong coupling regime.

The change between weak and strong coupling as the mode number is in

creased is attributed to the increasing size of the PD leading to a greater amount 

of exciton-photon coupling. The intrinsic properties of the materials; the Rabi 

frequency, u>p, and the ratio of dielectric permittivities, e, remain the same. The 

unit-volume oscillator strength remains constant, but the increasing radius results 

in an increasing total oscillator strength. Thus, at some radius the degree of light - 

matter interaction becomes high enough to move from weak coupling to the strong 

coupling, and modes below and above this radius are in the corresponding regimes.

The transition between the weak and strong coupling regimes and the param

eters which govern it are the subject of Chapter 4, and will be covered there in 

much greater detail.

2.4 T he rad iative lin ew id th  o f P D  po laritons and  

coherent ex c ito n s

In our model the incoherent damping rates due to phonon scattering, etc. are 

neglected (7 X =  0), but the eigenfrequencies given by the dispersion equations (2.3) 

and (2.4) are complex. This is due to the intrinsic escape of photons from the 

photonic dot. In this case Im{cD„} < 0, and Tn =  — 2 Im{u)n} is the width of the 

mode, or the inverse optical lifetime rn =  1 /T n [79]. Numerical values for the 

radiative linewidth, Tn, can be calculated directly from numerical solutions of the 

dispersion equations discussed in the previous section. In figure 2.13 we plot Tn as 

a function of PD radius, numerically calculated for a cyanine-dye J-aggregate PD
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Figure 2.11: Dispersion curves of the (a) real and (b) imaginary parts of the polariton 
frequencies of a cyanine dye J-aggregate PD surrounded by vacuum. Although the fine 
structure of the real parts of the dispersion curves are not visible (see figure 2.12) the 
weak (strong) coupling character of the n = 1 and n = 2 (n = 3 and n = 4) modes 
can still be identified via the high-radius asymptotic behaviour of the real parts and the 
crossing (anti-crossing) behaviour of the imaginary parts of the dispersion curves. Lower 
modes with n > 4 have been omitted for clarity.
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Figure 2.12: Selected portions of the dispersion curves of the polariton frequencies of a 
cyanine dye J-aggregate PD surrounded by vacuum. The ranges of the graphs have been 
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n =  4 is indicative of the strong coupling regime. Lower modes with n >  4 have been 
omitted for clarity.
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surrounded by vacuum.

We classify the radiative linewidths according to their corresponding modes. 

Hence and are the radiative linewidths of upper and lower polariton modes in 

the strong coupling regime, and and r* correspond to photon-like and exciton- 

like modes in the weak coupling regime. We now proceed to develop analytical 

approximations for the radiative lifetime, and in particular the asymptotic be

haviour of Tn for small and large radii in each of the regimes.

2.4.1 A sym ptotic  radial d ep en d en ce o f th e  radiative linew idth

The following sections will discuss analytical solutions for the radial dependence 

of the radiative linewidth for different conditions. The dependence at small radius 

will be covered first, which is governed by the same equations whether the mode in 

question is within the weak or strong coupling regime. The large radius dependence 

will then be similarly discussed, in the weak coupling regime first, followed by the 

strong.

Sm all radius, both coupling regim es

For a small radius (a 1) in both the weak and strong coupling limits, one has

r z u = 2 Bnun/a. ( 2 . 10)
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Figure 2.13: The dimensionless polariton radiative widths of (a) upper/photon-like and 
(b) lower/exciton-like TE and TM modes for n <  4. The calculation parameters simulate 
a cyanine-dye J-aggregate sphere surrounded by vacuum; tDp =  0.09 and £ =  0.385.
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' 2 a>p[(l +  2i) + til]2{ i f f2a3u;T
(1  +  2i)2 [(1  + 2  i f  +  uj 

for TM 1? n = 0 (Frohlich) mode.

Txj L =  <

2 a>p(£)5/2d7cJT
A4

for TM i, n = 1 , 2,3 . . .  modes
( 2 .11)

2 a)p(£)3/2d5cc;T
A4

for TEi, n — 1 , 2 ,3  . . .  modes .

where B n =  Re{Zn} ~  yfi. A  — nr̂  for TEi and A = (n + l/2)ir for TMi modes. 

Here Z  = Zn is the single solution of equation:

Z  =  arctan
Ze

i Z y f i  — 1 +
+ mr.

for the TEi modes, and

Z =  arctan

for the TMi modes.

—iZ [Z2i  -f (1  — i Z \ f i ) { i  — 1 )) 
Z 3i \ f i  + { Z \ f i  + i){l — i)

d  Tl 7 7 ,

( 2 . 12)

(2.13)

For small radius dots, equation (2 .1 1 ) gives for the ground-state (n = 0) 

exciton-like/lower-branch TMi polaritons (Frohlich mode) the well-known result, 

Tn=o 0(1 [65, 80, 81]. Usually, such a behaviour is interpreted in terms of the

PD-size-dependent coherent optical volume: for very small d the optically coherent 

area is given by the PD volume, i.e. is a  a3. W ith increasing a towards d ~  1 , the 

volume-dependent PD oscillator strength saturates, approaching the strength of 

exciton-photon interaction in the (PD) bulk material. According to equation (2.11) 

for n > I one has Tx’L{a 0 ) oc a7 for the TMi modes and TxX{a 0 ) oc d5 for



2.4. THE RA D IATIVE LINEWIDTH OF PD POLARITONS AND
COHERENT EXCITONS 53

the TEi modes. Thus, for a small PD radius, r*;f0 oc a3 absolutely dominates over 

r* ,L associated with the energy modes n > 0 .

Large radius, weak coupling regim e

For a large radius (a »  1 ) in the weak coupling regime one has:

TJ =  2Cnu T/a ,  (2-14)

■ (2-15)vecola

Here u>l =  is the longitudinal frequency, Cn = Re{Rn}, and R  =  Rn is

the single solution of the equation:

R  = -z~ arctan
R sujl

. iR y / iu l  — +  e.
+  wr, (2.16)

for the TEi modes, and

R  =  —  arctan < ----  — ----------- 7=------— ------------> + n 7r, (2.17)
I RiViujl +  (Ry/i +  i)(CjL — e) )

for the TMi modes.

According to equations (2.14) and (2.15), r* (a  -» 0 0 ) oc 1 / a 3 decays with 

increasing dot radius much more rapidly than T^(a —> 0 0 ) oc 1/a , i.e. at large 

a one has r ^ /T /  <C 1. The radiative lifetime for the photon-hke polaritons at 

large radius, =  l/T ^  =  a / 2 CnuJ7 , is 2 Cn times smaller than the time which is 

needed for the propagation of the light from the center of the sphere to the surface; 

Tbaii =  a/(jt-  Usually Cn ~  1, so that we interpret r^(a —► 0 0 ) in terms of the 

time needed for ballistic escape of photon-like polaritons from the large radius PD
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sphere. A similar ballistic decay channel is absent for the exciton-like polaritons 

because in our model the exciton state is assumed to be without translational 

spatial dispersion, i.e. the excitons are “mechanically” non-propagating modes.

The behaviour of 1 in the limits of small and large PD radius is highlighted 

in figure 2.14 for a cyanine-dye J-aggregate sphere surrounded by vacuum. The 

agreement between numerical solutions obtained by direct solution of the dispersion 

equations, and the approximations derived above, for both small and large radii, 

is shown to be very good.

In the weak coupling limit, according to equations (2.10)-(2.15), the ratio 

between the radiative lifetimes of photon-like and exciton-like PD polaritons, as

sociated with the energy level n — 0 (TMi Frohlich mode), for a small radius

txh 7  -  M l  +  2i)2 + i Z - g ]

~ ~  d i l  [ l  + i ' p / ( l  +  2 £ ) ] 2 e 5 / 2 a 4 ' ( 2 ' 1 8 )

and for a large radius:
CnVIl-Tt a2

r " /Tn7 (A + 7r/2)2i-p ' (2'19)

for levels with the energy' number n. Thus for both limits of the radius, the 

radiative lifetime of the exciton-like polaritons is greater than that of the photon

like polaritons.

Large radius, strong coupling regim e

Numerical evaluation of equations (2.3) and (2.4) show’s that, for the weak coupling 

regime, the real parts of the frequencies of the photon- and exciton-like polariton 

branches approach asymptotic values, a# —> 0  and uj* —> a)L, as a —> 0 0 . In the 

strong coupling regime these asymptotic limits are swapped and become 0% —►
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Figure 2.14: Plots illustrating the asymptotic behaviour of radiative linewidth, f  
at small radii (a 1) for the (a) exciton-like and (b) photon-like modes, and at large 
radii (a <  1) for the (c) exciton-like and (d) photon-like branches. The solid lines are 
results from numerical solutions of the dispersion equations. Points depicted by open 
squares and diamonds are approximations using equations (2.10)-(2.17). Note that the 
y-axes of (a) and (c) have been rescaled for clarity. The calculation parameters simulate 
a cyanine-dye J-aggregate sphere surrounded by vacuum; u>p =  0.09 and e =  0.385.
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and

has

0, as a —> oo. Thus in the strong coupling regime and for a »  1 one

2(A — 7r/2)2a)pU;T
y/iuj^a3

2 (A +  k /  2)2 ujpUJ'T
y/iujfa3

for TM i mode, e > 1.

for all other modes,

( 2 .20)

f t  =  2Chujt/ cl . ( 2 .21 )

We therefore obtain a 1 /a large-radius asymptotic behaviour and ballistic escape 

of photons in both the weak and strong coupling regimes.

2.4.2 Total radiative linew idth

In order to evaluate the total radiative lifetime, r„, associated with a PD exci- 

ton, one needs to determine how the energy of incoming excitons is split between 

the two polariton branches of the mode. In our approach we assume a coherent 

distribution of the PD exciton in the energy state n  between two relevant polari

ton branches, (x, L) ,n  and (7 , U),n.  The above assumption is consistent with the 

kinetic population of the polariton states by exciton-exciton and exciton-phonon 

scattering, if a ~  an.

The excitonic and photonic components of each polariton dispersion branch, 

X n and Yn, satisfy the polariton sum rule [3 ]:

X2'u +  X I ’L =  1, Y j v  +  y z -l =  1. 

XZ'V + Y J ’U = 1 , XZ’L + y ^ l  =  1 .
( 2 .22)
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The excitonic component is given by X  =  Wexc/ W , where Wexc is the energy den

sity associated with the excitonic polarisation, and W  is the total electromagnetic 

energy density equal to [1 , 26, 82]

w  = e jeo jE f  ^ + < 4 \ P f ) .
4 4 4£quj%k' 1

(2.23)

Here E  and H  are electric and magnetic fields, and P  is the excitonic polarisation. 

A non-magnetic semiconductor with no excitonic dispersion (Frenkel excitons) is 

assumed. Equation (2.23) yields

W  =  i e be0 |£ |: 4 + ( l UUJ +  1 )^ V

The exciton part of the energy is Wexc =  W  — Wph0t , and hence

(2.24)

X  =
w  -  wphot 

w (2.25)

Here the photon part of the energy, Wphot, is given by

Wphot =  W
\E\

<2>v = 0

(2.26)

and simple substitution of equations (2.24) and (2.26) into equation (2.25) gives

X  = 1 —

1 + 1 / 1  +
uj. 2

1- UJ4
1 + UJr (ujCj* +  l)c

1 - c ' (1 — Cj2){1 — a)*2) J
+

. (2.27)

Note that equations (2.22)-(2.27) deal with intrinsically complex polariton 

frequencies u  = Cjn, due to a finite radiative lifetime of PD polaritons. Nevertheless,
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Figure 2.15: Plot X n(a) for the n < 4 modes of a cyanine dye J-aggregate sphere 
surrounded by vacuum.

the result of equation (2.27) will always be a real number between 0 and 1 as it is 

simply a coefficient indicating the relative proportions in which the energy of any 

given mode, n, is coherently distributed between the two polariton branches. The 

dispersion of X n{a) is shown in figure 2.15 for the low-order (n <  4) modes of a 

cyanine-dye J-aggregate sphere surrounded by vacuum. By definition, the branch 

with frequency which is closest to the excitonic-resonance line, for any given mode 

and radius, will have a higher X n value than the other corresponding branch. 

Thus the lines in figure 2.15 cross for modes which exhibit anti-crossing in their 

dispersion curves, and anti-crossing for those tha t exhibit crossing. Or, in other 

words, the nature of the lines in figure 2.15 is the same as that of the imaginary 

parts of the dispersion curves. The Frohlich mode may be difficult to discern in 

the plot, but its exciton-like mode maintains a value very close to 1 for all radii, 

and correspondingly its photon-like mode remains close to 0 .
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Figure 2.16: The total radiative linewidth, f * ,  calculated with equation (2.28), for 
polariton modes with n <  4. The contributions to the total radiative width from TE and 
TM contributions are shown, except for f j f  which is entirely TM. This simulation models 
a cyanine dye J-aggregate PD surrounded by vacuum, with u>p =  0.09 and e = 0.385.

Within our picture of the coherent distribution of incoming PD excitons among 

the relevant polariton dispersion branches, the lifetime r *  of level n  is r *  = 1 /T * , 

where T* is given by

T* =  X ^ T l u + X * ’Lr j 'L . (2.28)

In figure 2.16 we plot the dependence of T;) =  F*(5) for n  =  0 to 4. The TE 

and TM components, as well as the sum total, are plotted. The maximum values 

of r *  refer to the PD radius 2a ~  2an ~  nX/2, where A =  (27rc)/(cJTx/£b) is 

the wavelength of the light field resonant with the exciton state. In this case, the 

photon spatial quasi-eigen-harmonics nA/2, which can be interpreted in terms of 

constructive interference giving the standing light field pattern inside the spherical 

photonic dot, resonates with the exciton state. In each double-peak structure, for 

r^ o (a ) , the first, less-developed maximum is due to the TEi mode, while the 

second one, which occurs at larger values of a, is attributed to the I Mi mode.
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2.4.3 A nalytical approxim ations for sm all and large radius

Our model is mostly relevant to a cz an. For either very small, a 1 , or very large, 

a^$> 1, PD radius, the excitonic radiative width T*, evaluated by equation (2.28), 

is dominated by the photon-like polariton branches. In this case, the relevant 

polariton energies are rather far from the energy u>t =  1 of the optically-undressed 

excitonic state, and, therefore, the coherent distribution of the incoming excitons 

among the polariton states is unlikely to occur. Nevertheless, to complete our 

description of T*, below we examine analytic approximations of equation (2.28) 

for a 1 and a »  1 .

For a •C  1, in both weak and strong limits of exciton-photon interaction, we 

obtain from the equations for the small-radius dependence, (2 .1 0 ) and (2 .1 1 ), and 

from equations (2.25) and (2.28):

XI,V =  ‘V 5  + B T a x * L =  1 -  x-y-u ~  1
{(tf + B i )  -  D lY  + 4D2nB l '  " " -  ’

p x  _  vr.Lpij ,  . 2Bnu!rH'p(a2 + B 2)a B^a
n ~ X n  + W  + B l ) - D l \ 2 + AD‘i B l -  (B l  + D l f

(2.29)

where Dn =  Im{Zn} and Zn is given by equations (2.12) and (2.13). Equa

tion (2.29) shows that coherent distribution between the polariton branches results 

in the linear dependence r^" oc a. This is due to the strongly dominant contribu

tion to the optical decay from the photon-like/upper-branch polariton levels, i.e. 

in equation (2.28) one has X ^ UT ^ U »  X * ’LF%L, if a <  1 .

For a »  1 in the weak coupling regime, equations (2.14), (2.15), (2.25) and



2.4. THE RAD IATIVE LINEWIDTH OF PD POLARITONS AND
COHERENT EXCITONS 61

(2.28) yield

^  P~’i y  1 X l  ( i + ^  ’( i + ^ ) ’ n ^  a + ^ )

(2.30)
x  _  2CnO^rpp 2(A +  7r/2)2o;pU;T

( l + ^ P)a \/IcDl(1  +  o)p)a3

In a similar way, for a »  1 and the strong coupling regime, one derives from

equations (2.20), (2.21), (2.25) and (2.28):

~  2
v U    1 v L    -l   v U ____________

» ( T T ^ ) ’ x " ( ! + % ) ’

rX _  2 CTOo;Ta>p 2 £ga;T I ~  t1" / 2 ) 2 for ™ i  m°de, £ > 1 ,

(1  +  \/Ic j l (1  +  a>p)u ^  7r / 2 ) 2 for all other modes.

(2.31)

Thus for a —> oo equations (2.30) and (2.31) are approximated by the same formula:

v 2Chujt:u}1 
C p,  . (2.32)

(1  + ( j p ) a

Equation (2.32) yields r *  oc a, which can be interpreted in terms of the ballistic 

escape ( “optical evaporation”) of optically-dressed excitons from large-size spher

ical photonic dots. The ratio between radiative time t*  =  1/T* and the time for

the propagation of the light from the center of the sphere to the surface, n aii, is

given by:
t *  1 ( l + W p J a ^  l + £ 2 (2 33)
Tball r n Tball 2 C >n CJT^p & 2 CnUJp

In this expression the term u)p/(l +^p) takes into account the excitonic component 

of the polariton branch with zero asymptotic frequency as a —► oo (photon-like 

branch for the weak interaction regime, lower-branch for the strong). Hence, for 

the weak coupling regime the exciton part is very small and t* / nail >  1. For the
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strong coupling regime, when u)p ~  1 , the excitonic component is of the order of 

unity so that t* / rbaii — 1 / 2 Cn ~  1 .

2.5 Sum m ary

The aim of this chapter has been to examine the polariton optics of a spherical 

nanostructure without considering the effects of the spatial dispersion of excitons. 

By also neglecting incoherent scattering the model is somewhat simplistic but 

produces a picture of the completely coherent polariton optics of the system. The 

relative simplicity of the model allows for a clear and precise understanding of the 

underlying physics to be obtained.

The assumptions used in the derivation of this model limits its applicabil

ity. The requirement that the PD and surrounding material be optically isotropic, 

homogeneous, non-magnetic materials does limit the scope of the model's applica

bility. However, a great many semiconductors -  both organic and inorganic -  still 

satisfy these conditions, including very popular materials such as gallium arsenide 

and copper chloride. The use of the weak-confinement regime to model the exci

tons as point particles, discarding the need to consider the relative electron-hole 

motion, sets a lower limit on the size of the PD that can be truly simulated by this 

model. Although this may make the model unsuitable for small quantum dots, 

the most interesting aspects of polariton optics occur at larger radii, where the 

excitonic and photonic frequencies converge. The greatest limitation of the model 

arises from our exclusion of spatial dispersion. Only excitons with very high effec

tive translational mass, Mx —> oo, or truly dispersionless m atter excitations such 

as TO-phonons, can be considered, though this restriction can be relaxed for radii
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large enough that the effects of spatial dispersion become negligible.

Our model produces the frequencies of the polariton branches as a function 

of radius; u)(d), for any given set of simulation parameters. With suitable selec

tion of the Rabi frequency, ujp and the ratio of dielectric permittivities, £, we can 

model any materials that fall within the models limits for both the PD and the 

surrounding medium. Of course, any radius range is possible, also within the limits 

of applicability outlined above.

By analysing the topology of the dispersion curves produced for different values 

of the material parameters we have defined the weak and strong polariton coupling 

regimes, in direct analogy with the bulk material case, and illustrated how modes 

can hence be easily be identified and classified accordingly. As a direct consequence 

of this classification, the terminology used to identify a mode is thus strictly defined 

and we have stressed the use of exciton-like and photon-like modes to refer to modes 

in the weak coupling regime, and upper and lower modes for use in the strong 

coupling regime. This removes any ambiguity that would be caused by using upper 

and lower when discussing weak-coupled modes, which exhibit crossing in their 

dispersion curves and hence could be thought of either upper or lower depending 

on the radius in question. Our terminology is also very succinct, as it conveys both 

the mode’s regime and branch-type in a single word.

For determining the radiative lifetime of the modes we have maintained a 

paradigm of completely coherent polariton optics by coherently distributing the 

energy of each mode between the corresponding two polariton branches. This 

is in contrast to an incoherent distribution as would result, for example, from 

direct optical pumping near the exciton resonance. We have shown that the radial 

dependence of the inverse radiative lifetime, r * ,  at small radius is dominated by
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the cubic dependence, a3, of the Frohlich mode, whilst higher order modes exhibit 

high-order behaviour of a5 and a7. r *  thus increases to a maximum point at 

2 a =  2an ~  n \ /2 ,  and decays oc 1/a  as the radius is further increased. We have 

thus reproduced the well-known conclusions tha t the behaviour at low radius can 

be attributed to the volume-dependent increase of the oscillator strength, whilst 

the large radius behaviour results from the ballistic escape of optically-dressed 

excitons from the PD.



Chapter 3

Polariton optics o f spherical 

nanostructures including spatial 

dispersion

In this chapter we extend our treatment of the polariton optics of a spherical PD 

to include the effects of the spatial dispersion of excitons. The confinement of the 

exciton wavefunction within the PD causes the allowed energy levels of the exciton 

to rise. If the radius of the PD is reduced towards zero, the exciton energy levels 

rise rapidly towards infinity.

The following section will introduce the dispersion equations for polaritons 

including spatial dispersion. These will be used to plot the dispersion curves for a 

CuCl PD surrounded by vacuum, and the data compared to results published in 

the literature. Section 3.3 derives equations for the dispersion of excitons in the 

absence of any photon field, which are then used to form analytical expression for 

the polariton frequencies. These are used in Section 3.5 to calculate the radiative
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lifetime of the polariton modes. During this latter section we will investigate the 

radial dependence of the modes, in a similar manner to Section 2.4.1, using three 

different approaches: analytical, semi-analytical and purely numerical. From this 

we will conclude that, as a —► 0 , the a3 dependence does not apply in the presence 

of spatial dispersion due to the rise of the excitonic frequencies towards infinity, 

and the subsequent breach of the Long-Wavelength Approximation (LWA).

3.1 P o la r ito n  d isp ersio n  eq u a tio n s

In Chapter 2 we neglected the effect of spatial dispersion by removing the A/x 

from the macroscopic polariton equations, (2.1). Reintroducing this term we can 

identify three types of waves: two are transverse with propagation constants k\ 

and k,2 given by solutions to:

^ - =  s (uj, k)

= £b
u  .2 1 (3.1)

.

ujj +  {hjj'Y /  Mx)kl — fu.'7 x — u;“

and the third is longitudinal with propagation constant k3 defined by the root of 

the equation:

e{uj,k) = 0. (3.2)

We will continue to neglect incoherent scattering, 7 X =  0 , removing this term from 

equation (3.1) and maintaining our picture of the completely coherent polariton 

optics.

In order to solve the macroscopic polariton equations within spherical co

ordinates we must apply the boundary conditions used in Chapter 2  (continuous
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behaviour of the tangential components of the electric and magnetic fields at the 

surface of the sphere, and the light field at r —* oo has an outgoing part only) plus 

an additional boundary condition (ABC) [52]. We use Pekar’s boundary condition 

according to which the excitonic polarisation becomes zero at the surface of the 

sphere; P r=a = 0 [83]. This is most applicable when the size of the PD is large 

compared to the Bohr radius of the exciton, and the potential difference at the 

surface of the PD is large, such that the exciton wavefunction is strongly confined 

within the PD.

The polariton eigenfrequencies in the presence of spatial dispersion can be 

classified as TM and TE modes [52, 55, 72]. The TM modes have mixed character 

(they are neither pure transverse, nor pure longitudinal). The dispersion equation 

is:

[k0ahi(koa)}' [kiaji(kia)]' [k2aji(k2a)}' ~ji{k3a)

(k0a)2hi(koa) (kia)2ji (kia ) (k2a)2ji(k2a) 0

0  (si -  £b)[kiaji(kia)}' (e2 -  £b)[k2aji(k2a)}' shji(k3a)

0  (ei -  eh)l{l +  l)ji(kia) (s2 -  £b)l(l +  i) j i(k2a) £bfaa{ji(k3a)}'
(3.3)

where ki, k2 and k3 are the propagation constants given above, e i =  k\c2/ u 2, 

e2 = k\c2/u;2, a is the radius of the sphere, ko — ujy/id/c, £d is the dielectric 

permittivity of the medium surrounding the sphere, and ji(kia) and hi(kia) are 

spherical Bessel and Hankel functions of the first kind, as described in the previous 

chapter. In solving these dispersion equations we will again restrict ourselves to 

the case of lowest angular momentum, I = 1 , in order to minimise the energy of 

the polariton modes.

=  (

Equation (3.3) was derived by Ruppin when he was investigating the frequency
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of the TM I = 1 surface mode [72, equation (97)J. In his earlier work he found the 

light scattering coefficients from a sphere including and excluding spatial dispersion 

([52] and [72] respectively). We believe that the dispersion equation (3.3) should be 

identical to the denominator of the scattering coefficient, Q [see 52, equation (24)] 

despite Ruppin’s omission of a prime to indicate a derivative in the last term of 

the determinant.

TE modes have transverse character (divE =  0), and are described by the 

dispersion equation:

hi(k0a) j i i h a )  j i(k2a)

lk0ahi(k0a)} [kiaji{kia)\ [k2aji(k2a)\

0  (ei -  £b)ji(kia) {e2 -  eh)ji{k2a)

=  0 . (3.4)

It can be derived by taking equations (92) and (93) in [72], relevant to TM case, and 

exchanging the positions of N*m and M jm, and either by equating the coefficients 

C\m to zero, or by equating the denominator S  to zero [see 52, equation (23)]. 

Dispersion equations can also be obtained using spherical vector harmonics Y jlm 

instead of vectors N/m and M /m [84], however the dispersion equations obtained 

there are not the same as Eqs. (3.3) and (3.4) due to the approximations used.

3.1.1 D im ension less param eters

The results shown in this chapter will be recognisable and comparable to those 

shown in Chapter 2 , and we therefore will not rely on dimensionless parameters in 

order to understand the physical processes underlying the numerical results. Where 

possible we will plot the resulting polariton frequencies in dimensional parameters 

in order to give a clearer indication of the actual values of the parameters concerned,
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in particular the radius of the PD and the polariton frequencies.

However the same dimensionless parameters as used in the previous chapter 

will be used once again, particularly in the analytical solutions for the radiative 

linewidth (Section 3.5). They are repeated here for clarity: frequency Gj — uj/ ujt;, 

Rabi frequency cJp =  cjp/a>r, PD radius a = y/EbUJ^ajc, and ratio of dielectric 

permittivities e =  Sd/tb- We also introduce a dimensionless parameter which 

measures the degree of spatial dispersion; D = (fajTSb) /  (Mxc2) .

3.2 E xam p le  m a ter ia l system : C opper C hloride  

(C uC l)

Since we are no longer constrained to modelling dispersionless excitons there is a 

much wider range of materials that can be considered, however the material must 

still be homogenous and optically isotropic. CuCl is a natural choice as an example 

material system because it is one of the most thoroughly investigated materials for 

the physics of excitons. The parameters for modelling a CuCl PD surrounded 

by vacuum are: cjt =  3.203eV, ujp = 0.191 eV and £b =  5.6 [54, 85]. We use 

Mx =  2.3 m e [54] to obtain D — 1.35 x 10-5.

Plots of the TE modes of a CuCl PD, for n  =  1 to 4, are shown in figure 3.1. 

Modes including spatial dispersion, calculated with equations (3.3) and (3.4), are 

plotted as dashed coloured lines over the same modes without spatial dispersion 

(solid black lines). Figures 3.1(a) and 3.1(b) show that the real and imaginary 

parts of the dispersion curves of modes calculated with spatial dispersion agree 

with those calculated without, with the exception of the close vicinity of a —> 0 .
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Figure 3.1: Plots of the T E i, n =  1 ,2 ,3 ,4  polariton dispersion curves for a CuCl PD 
surrounded by vacuum excluding (black solid lines) and including (dashed red and blue 
lines) spatial dispersion. The position of the longitudinal frequency, usl is indicated by 
a horizontal dotted line, (a) and (b) show the real and imaginary parts of the polariton 
frequencies over a wide radius range, making the effect of spatial dispersion almost 
impossible to see. The frequency axis is rescaled in (c) and (d) in order to show the 
states around the exciton line and illustrate the effect of spatial dispersion.
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Figure 3.1(c) shows the effect of spatial dispersion more clearly. For small radius 

the real parts of the exciton-like/lower branches rapidly rise towards infinity, whilst 

the imaginary parts are left almost unchanged.

Figures 3.1(c) and 3.1(d) show that the n =  1 and 2 modes exhibit crossing and 

are in the weak coupling regime, whilst n =  3 and 4 anti-cross and are in the strong 

coupling regime. This is in direct contradiction to CuCl dispersion curves plotted 

by Ajiki et al. which are purely in the weak coupling regime [55]. This discrepancy 

is due to the uj dependence of coefficient A^> {u) being neglected in equation (62) 

of that reference. The coefficient A^/(cj) is the interaction energy between the 

exciton and photon field and the removal of the omega-dependence introduces the 

assumption tha t this interaction is constant, directly leading to all modes being 

found in the same coupling regime. If the omega-dependence is included in the 

method described by Ajiki et al., the more detailed behaviour shown by our results 

is revealed.

3.3 S p atia l d isp ersio n  o f exciton s

Equations (3.3) and (3.4) can be solved numerically to give the frequencies of 

polariton modes including spatial dispersion. However for analytical purposes and 

the determination of the total radiative lifetime (Section 3.5) we derive expressions 

for the frequencies of exciton modes in the absence of any transverse light field.

We solve the Hopfield equation for the polarisation (2.1) with the Pekar bound

ary condition and obtain two types of solution. The first is purely transverse,
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divP =  0, and corresponds to TE polaritons:

ji(k'a) = 0, (3.5)

where (A/ ) 2 =  (a;2 — a;2) /  {Hut /  M x) . It immediately follows that

2 2 i X ni f r i
uJni — 3----77 5 ’ (3-0)n M xa

where X ni is the nth root of the function ji, i.e., j i ( X ni) =  0 .

If we consider these levels coupled with TE photon modes to form TE polari

tons, using the approximation cjt ^ X 2J  Mxa2 we reproduce the result:

w„, =  WT + h X l J 2 N L a 2 (3.7)

obtained in [54]. It is clear that at large radius the frequency of the exciton levels 

tend to the frequency of dispersionless excitons, i.e., jjni —> when a —* oc.

The second solution has mixed character (divP ^  0 and curlP /  0, applicable 

to TM polaritons) with dispersion equation

Id + 1)A(*'a)*(fe”«) -  <3-8)
d(k a) d{k a)

where (k ) 2 =  (uJ2 — a;2 ) / ( h u r / M x) and (k")2 = (oj2— u 2— u;2) /  (hui7  /  Mx). Solutions 

of Eq. (3.8) can only be obtained numerically, but the asymptotic values of these 

solutions coincide with results obtained in previous works: for small radius and 

frequencies higher than cjl , with
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derived in [84]. For large radii, solutions of equation (3.8) asymptotically coincide 

with frequencies:
ft(wr) 2

2 Mxa2
Mnl — &T +  (3.10)

and
h(mr)2 
2 Mxa

u;nl = ujt + A LT + (3.11)

obtained in [54, see figure 4], where longitudinal splitting is A lt  =  ^p/(2cjt). It 

can be seen that at large radius there are two asymptotic frequencies; u ni —> cjt 

and ujni —> ujl &s a —> oo.

3.4 T otal rad ia tive  lin ew id th

We can now determine the total polariton radiative linewidth in a similar manner 

to that presented in Section 2.4.2. The excitonic component of the polariton energy 

is described by the Hopfield transformation coefficients [3, 74] modified for complex 

frequency:
y    ^ ______ UpCJgx _____

“  +  ( “ 4  -  “>'■')(“&  -  u*2) ’
(3.12)

Y =  1 - X ,

where u;ex is equal to ujni from one of equations (3.6 ),(3.9),(3.10) or (3.11). The 

radiative lifetime of level n  is then t*  =  1 /T * given by

r ^  =  x j un - u + x*-Lr* 'L. (3.13)

Equation (3.13) assumes that the energy is distributed between one photonic 

branch and one excitonic branch, which entirely describes the TE case. However,
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Figure 3.2: The total radiative linewidth, f * ,  calculated with equation (3.13), for po
lariton modes with n <  4, with the TE and TM contributions. This simulation models 
a CuCl PD surrounded by vacuum.

for TM modes there are two excitonic branches; one that asymptotically approaches 

cjt, and one which approaches uji. However, the excitonic mode near the longitudi

nal frequency have radiative lifetimes two or three times larger than the radiative 

lifetimes of the branch close to cjt ;  their contribution to T* is negligibly small. 

The resulting radiative linewidths are plotted in figure 3.2.

3.5 A sy m p to tic  rad ial d ep en d en ce  o f th e  radia

tiv e  lin ew id th

The effect of spatial dispersion has been shown to be limited to small radii. As 

the radius is increased the polariton frequencies rapidly approach those calculated 

without spatial dispersion, and hence the radial dependence at large radius is the 

same as described in Section 2.4.1. Spatial dispersion also has no effect on the 

photon branches, so we must now consider only the effect of spatial dispersion on
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the excitonic branch at small radius. In the following sections we will undertake 

three different approaches: the first approach is a purely analytical expansion 

of the dispersion equations in a similar manner to that used in Section 2.4.1, 

the second approach is a semi-analytical analysis of the dispersion equations to 

identify negligible terms, and the last approach is a purely numerical analysis of 

the polariton frequencies.

3.5.1 A nalytica l expansion

If we expand the dispersion equation in terms of the complex frequency, as outlined 

in Section 2.4.1, we can isolate the imaginary parts of the dispersion equations to 

derive equations for Tn at small radius. Though we take radius a to be small it is 

possible to identify two possible approximations; a2 < X 2tD and a2 > X 2tD. The 

resulting equations for the radiative linewidth are:

2 X 2tD 2Cj2J e f ' 2a

r*-L a  C„

(TEi  modes, a2 < X ^ D ) ,

2(rer)2£>2t^ (£ )5/2a3 _2 2 -
------------ g-E----------  (TMi modes, a < X 2tD ),

(3.14)

and

r;-L =* cn

' 2 £>p(e)3/ 2a' (TEi modes, a2 > X ^ D ) ,

(3.15)

2U9 ( n f f i ~ (TMl m°deS’ > X *‘b ) -

The proportionality coefficient Cn «  1 is a complicated function of n and i,  and 

for certain parameters it can have a large deviation from unity. However, most 

importantly it is not a factor of radius.
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Although our desire to find a small radius dependence suggests that a2 < X ^ D  

would be an appropriate condition, D takes very small values (1.53x 10-5  for CuCl) 

such that these equations can, at best, only be considered applicable exceptionally 

close to a —> 0. The condition a2 > X ^ D  produces equations with a0 and a7 in 

agreement with similar equations excluding spatial dispersion.

3.5.2 Sem i-analytical expansion

Dr. Nikolaev (Cardiff University) has performed a semi-analytical approach to 

finding the small-radius dependence. By expanding the dispersion equations and 

examining the magnitude of each term for different radii, small-magnitude terms 

were identified and removed, whilst plots of the resulting dispersion curves were 

made to ensure tha t accuracy was not lost. The resulting dispersion equations 

were considerably reduced and yielded:

r x,L  ^  
1 n

This reproduces the a5 dependence for TEi modes produced by the analytical 

method. An a3 dependence is produced for TM X modes, similar to the Frohlich 

mode in the absence of spatial dispersion. However, the Frohlich mode does not 

exist in the presence of spatial dispersion, and instead appears as an anti-crossing 

interaction in the other TM modes (n > 0) at frequencies corresponding to the 

dispersionless Frohlich mode [54]. The Frohlich mode can be described as being 

distributed across the other modes. If we sum up all the TMi modes, ie. sum

12cdl(i )5/2ujTa3
W W i )

P2 — 7T7 - (TMi modes).

(3.16)

2 ^ ) 3/V < U
Sifn + 0.5)*]a <T E > modes)
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over all n  in equation (3.16), we get:

Y 'p x . L  ^  y v  2 2x 12u ;p (£ )5/2o ;T a3 2ul(i)5/2uTa3
h  ” = h ( ] ( ^ + l ) a =  (2s + 1)2 ' (3'17)

This numerical agreement is reinforced by the fact that this summation agrees 

analytically with our expression for the dispersionless Frohlich mode in equa

tion (2 .1 1 ) if a)2 is taken to be small in comparison to (1 +  2e). Our radiative 

linewidth summed from the TMi modes:

-  = (3.18)
t v  ^  n  2 e  +  l ) 2 \ \ J  %  v 'n= 1

recovers the well-known result of Hanamura [65, 81], where A is the wavelength of 

the excitonic resonance and A ELT is the longitudinal-transverse splitting energy. 

Note, however, that we use the true radius of the PD, a, rather than the effective 

radius, a*.

3.5.3 N um erical analysis

We will now analyse the behaviour of Tx directly from the numerical results cal

culated from the dispersion equations. If we consider the radiative linewidth to be 

proportional to the radius to some unknown degree, x:

T* = K a x, (3.19)

where K  is an unknown constant. We take the natural logarithm of both sides:

ln(r*) =  In (Kax) = In (K) +xln(a), (3.20)
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Figure 3.3: Plots of x =  hi(r*) against ln(a) including (solid-blue line) and

excluding (dashed-red line) spatial dispersion for the T E i, n =  1 exciton-like/lower 
mode of a CuCl PD surrounded by vacuum.

which has the form of a straight line. In order to find x  we take the derivative:

d
d[ln(a)] ln(r*)=s. (3.21)

Not only is this analysis elegantly straightforward, but plotting x  against ln(a) 

serves to highlight the low-radius section of the dispersion. We choose to use the 

dimensionless radius rather than its dimensional form to make it easier to identify 

sections of the curve.

Figure 3.3 plots x  against ln(a) for the T E 1? n = 1 exciton-like mode, includ

ing and excluding spatial dispersion (solid-blue and dashed-red lines respectively). 

The jagged fluctuations in the curve including spatial dispersion are the result of 

numerical inaccuracies. General features of both curves are a peak in x  at a ra

dius corresponding to the resonant cross-over, which then immediately inverts and 

remains negative at high radius. Excluding spatial dispersion we see a constant 

value of x  = 5 at low radius, confirming the a5 dependence given by equation (2.11). 

When spatial dispersion is included the a5 dependence tapers down to about a 1
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(averaging out the numerical fluctuations) as a —* 0. This corroborates both equa

tions (3.14) and (3.15) given by our analytical expansion.

Figure 3.4 plots similar curves for the n = 2,3 and 4 modes. These graphs show 

clearly that at high radius the modes all approach value of x  =  —1 , confirming the 

1/a  dependence derived in Section 2.4.1. They also show decreases in x  around 

ln(a) =  1 . This is far enough away from a =  0 that this region should not be 

considered to be at “small radius” and hence there is no conflict with the equations 

derived either by our analytical or semi-analytical approach. It serves, however, 

to illustrate that the behaviour of the radiative linewidth is not as simple as the 

low-radius dependencies alone.

3.6 Sum m ary

The purpose of this chapter has been to expand on the analysis done in Chap

ter 2 to include the effects of spatial dispersion of excitons. We have used the 

dispersion equations derived by Ruppin to plot the dispersion curves for a CuCl 

PD surrounded by vacuum. In doing so we have shown that the weak and strong 

coupling regimes apply just as discussed in the previous chapter. We show that 

the n = 1,2 modes are in the weak regime, whilst n — 3,4 are in the strong regime, 

in contrast with the work of Ajiki et al. where all modes are in the weak regime 

due to the approximations used [55].

We have shown that the dispersion of non-interacting excitons agree with the 

results of Ajiki et al. , and used these equations to plot the radiative linewidth using 

the coherent distribution of energy between the polariton modes.
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Figure 3.4: Plots of x =  against ln(a) including (solid-blue line) and

excluding (dashed-red line) spatial dispersion for the T E X, (a) n = 2, (b) n =  3 and (a) 
n =  4 exciton-like/lower mode of a CuCl PD surrounded by vacuum.
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Since spatial dispersion of excitons only affects the excitonic polariton branch, 

and only at low radius, the asymptotic behaviour of the radiative linewidth of 

the photonic branch (and the excitonic branch at high radius) is the same as the 

dispersionless case. We have analysed the asymptotic behaviour of the radiative 

linewidth of the excitonic branch at low radius using a purely analytical, semi- 

analytical and purely numerical approach. We obtain an a3 dependence for TMi 

modes, which can be attributed to the interaction of the TMi modes with the 

Frohlich surface mode in the infinite-mass, dispersionless case.

Numerical results support the result of the analytical approach that the behav

iour of the TEi modes drops towards an a1 dependence as a —» 0 . This dependence 

would dominate even the a3 dependence, and appears to contradict observed data 

[65]. However, Hanamura’s a3 dependence is only valid in the Long-Wavelength 

Approximation, ae <  a <  A. In the presence of spatial dispersion the real frequen

cies of the excitonic polariton branches rapidly rise towards infinity, Re(o;) —* oo 

as a —► 0 , quickly becoming comparable to the frequency of the photonic branches; 

Re(u#L) -  Re(a^,f/), and the LWA is no longer valid. Our a1 dependence is just an 

interesting artifact of our continuous model because the radii over which it applies 

are smaller than the size of real quantum dots. In the extreme limit, as a —> 0, the 

radius becomes smaller than the lattice constant of the crystal, and the existence 

of excitons this small -  let alone a nanostructure to confine them -  is impossible.

In the next chapter we will investigate the conditions that determine whether 

any given mode is in the weak or strong regime, and the transition between these 

regimes. Prom our results in this chapter it will be useful to note that the effect 

of spatial dispersion is restricted to very small values of radius. Whilst the radius 

at which spatial dispersion becomes truly negligible will vary depending on the 

simulation parameters, i.e. the materials be modelled, we can note that for CuCl
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spatial dispersion becomes negligible long before a given mode reaches its resonant 

cross-over point.



Chapter 4 

Transition betw een the polariton  

coupling regim es

In Chapter 2  we classified polaritons into the weak and strong coupling regimes, 

depending on the topology of their dispersion curves within a three-dimensional 

space; Re(u;), Im(u;) and a. This classification is equally applicable to the modes 

including spatial dispersion shown in Chapter 3. In the weak coupling regime the 

real parts of the dispersion curves cross whilst the imaginary parts anti-cross, but 

in the strong coupling regime this is reversed. These different dispersion curves all 

result from the same dispersion equations, and it is possible to move smoothly from 

one regime to another simply by changing the simulation parameters. Therefore a 

transition must occur between the two regimes, and the purpose of this chapter is 

to define this transition and the conditions at which it occurs.

In either the weak or strong regime, the two polariton branches of any given 

mode never have the same complex frequency. Whilst the real parts of the polariton 

frequencies cross in the weak regime, the imaginary parts do not and the branches

83
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never meet. The reverse behaviour in the strong coupling regime has the same 

effect. However, as the transition between regimes occurs the different topologies 

must swap over. It is therefore very natural to define the transition between the 

two regimes as the point at which the two polariton branches of a given mode have 

the same frequency:

a ? "  = ^ ' L- (4.1)

Our simulations in previous chapters have shown that the regime in which a

mode resides is determined by the parameters of the simulation: simply compare 

figures 2.4 and 2.6. Within a completely coherent picture, one can easily move 

between the coupling regimes simply by changing cjp, i.e. the oscillator strength 

of exciton-photon interaction, and keeping all other parameters unchanged. The 

topology of the polariton dispersion curves changes at ujp =  u.'pr, so that for u;p < u;pr 

( o j v  > U p 1-)  one has the “crossing” ( “anti-crossing” )  behaviour of the real parts of 

the polariton frequencies, i.e. the weak (strong) coupling regime. The transi

tion is illustrated in figure 4.1. This transition is simple to comprehend, since 

an increasing oscillator strength will result in greater exciton-photon interaction.

Since cjp =  0  must give purely photonic modes, and a high u,’p must give strongly

interacting polaritons, the transition due to o;p is clearly logical.

The dispersion curves in in figure 4.1(b) are, strictly speaking, plotted near the 

transition, as it is numerically impossible to plot the curves exactly at the transition 

point. A close inspection of the real parts of the dispersion curves reveals a small 

gap between the lines, indicating that the mode is just inside the strong coupling 

regime, and the lines on the graph are coloured accordingly. Nevertheless, the 3 D 

plot of the dispersion curves illustrates the two modes intersecting at the transit ion 

point, whilst a clear gap remains in both figure 4.1(b) and (c).
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A similar transition can be achieved by changing the ratio of the background 

dielectric permittivities, £ = sa/tb,  which is considerably easier to achieve experi

mentally than a change in cvp. In figure 4.2 we have plotted the dispersion curves 

with corresponding values of £a under the condition that £b remains constant. This 

gives a direct measure of the change in the refractive index of the surrounding ma

terial that must be achieved in order to move through the transition. For values of 

ea below the critical value, £ < £cr, the mode is in the strong coupling regime, and 

for e > scr it is in the weak coupling regime. Interpretation of this transition is less 

straightforward than for u p, but can be considered to be result of the confinement 

of both excitons and photons within the PD.

If there is only a small difference between the permittivities inside and outside 

of the PD, e ~  1 , the photons will be confined within the PD by only a small 

potential barrier. This is true whether the medium surrounding the PD has a 

lower or higher permittivity; i  < 1 (which we have simulated exclusively in our 

figures) and i  > 1 , respectively. If the difference in permittivities is large (i  *C 1 or 

i  1 ) then the photons will experience a large barrier and be strongly confined. 

Stronger confinement logically increases how long any given photon spends within 

the PD and hence increases the likelihood of exciton-photon interaction and results 

in stronger coupling.

The transition point for a given mode occurs at a — o^r ~  an, where crossing of 

the polariton frequencies takes place, whether it is crossing of the real parts of the 

dispersion curves in the weak regime or imaginary parts in the strong regime. We 

can therefore attribute the transition to a discrete point at which the simulation 

parameters have these specific, critical values; (Ẑ L £cr and acr.
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4.1 C ritica l p aram eters o f  th e  tra n sitio n  p o in t

Analytical expressions for the critical transition parameters can be obtained from 

the dispersion equations. Since the radii at which the transition occurs are large 

even for the low order modes, spatial dispersion associated with excitons can be 

neglected. We thus take the dispersion equations without spatial dispersion, equa

tions (2.3) and (2.4), and, considering u>p to be a small dimensionless parameter, 

approximate the dispersion by:

uj3 — b2uj2 — b\Cb — 6q =  0 , (4.2)

where

i[a rc tan (— i y f  1 / i )  -I- m 7r] for TMi, (4.3)

b2 =  <

A[arctan(—i y / i )  + t u t : ]  for TEi modes, v ex

Here m  is related to n  in the following manner:

For y /i  < 1 : m =  ra + 1 , (TM : modes) 

m  =  n, (TEi modes)

(4.4)

For y /i  > 1 : m  = n, (TMi modes) 

m  = n  +  1 . (TEi modes)

This inelegant correspondence between m  and the radial quantum number 

arises because the definition of b2 is rooted in the dispersion equations for / = 0
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photon modes. During the derivation of the above approximation we take the 

Rabi frequency to be small, and take this to the limit of ujp = 0 to substitute in a 

photon frequency term, for a polariton frequency term. Although 1 = 0  modes 

are unphysical within a spherical PD, there is a numerical correlation between 

I = 0 and I = 1 modes which allows us to swap one for the other. This correlation 

is discussed and proved numerically in Section 6 .2  in the Appendix. The definition 

of 62 should be compared to the I = 0  photon dispersion equations, (6.56) and 

(6.57), noting that the T E 0 equation is used to describe TMi modes, and the 

TM0 equation for TEi modes. This substitution is extremely useful in making 

the equations tractable because of the absence of any /c-terms in the dispersion 

equations.

In figure 4.3 we show that, although it loses accuracy as the radius decreases 

towards zero, approximation (4.2) is very accurate for a cz an, i.e. where the 

transition between two coupling limits occurs.

One root of Eq. (4.2) yields a polariton frequency with negative real part, and 

is hence unphysical. The remaining double root satisfies the transition criterion, 

Eq. (4.1), and hence we can obtain the transition critical parameters as solutions
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(d) illustrate the good agreement for radii around the transition point, o ~  an. The 
simulation is for the lower-order modes, n < 4, of a CuCl PD surrounded by vacuum; 
e = 0.179 and cDp = 0.0596.
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This can be further approximated to:

For yfk <  1

= n'K (TEi modes) (4.6a)

= (n + 0.5)7: (TMi modes) (4.6b)

~ c r  1 1 I T  V& t  A n  \

“  2a^ n T 3 7 f ’ (4-6c)
=  [1 -e x p (2 £ pg ) ] 2 

[1 +  exp(2£pa^)]2’
(4.6d)

For V i  > 1 :

= (n + 0.5)77 (TEi modes) (4.7a)

— Tin (TMi modes) (4.7b)

~ c r  1 1 1 T V i  , v

"■> “  2 %  ln ^ T T  (4-7c)
[1 +  exp(2(5PC ) ] 2

c r \ l 2  '[1 -  exp(2wpa")]
(4.7d)

The approximate equations (4.6a) and (4.7a) are plotted alongside direct nu

merical solutions of (4.1) in figure 4.4. It shows that the approximations remain 

accurate for small values of u p, but become progressively less accurate as ujp in

creases, or as £d approaches £b =  5.6 ( i  =  1).

Figures 4.4(c) and 4.4(d) can be used to determine which modes will be in 

which regime. Find the point on either graph corresponding to any given values 

of u;p and £d, and note where the transition lines for different modes he relative 

to that point. In figure 4.4(c) modes lying above the point will be in the weak 

coupling regime, whilst those below will be in the strong regime. Similarly with 

figure 4.4(d) modes to the left of the point will be strong, and those to the right
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will be weak.

4.2 P o ss ib le  ex p er im en ta l observation  o f th e  tran

s it io n  p o in t

Any theoretical model of the transition point will remain strictly that -  a theory -  

until such time as experimental evidence that supports it can be obtained. Unfor

tunately, our description of the transition point using dispersion curves does not 

lend itself to experimental verification, since dispersion curves are notoriously diffi

cult to map experimentally. To solve this problem we have identified the transition 

point within a quantity tha t is more easily observed: the total radiative linewidth.

As an example for the rest of this chapter we will consider the transition of 

a single mode; the TE i, n  =  3 mode of a CuCl PD. We have chosen CuCl as the 

PD material because it is cheap and widely used, particularly for making colloidal 

dots. The n  =  3 mode was chosen because, as shown in figure 3.1, it is the first 

mode to lie within the strong coupling regime when a CuCl PD is surrounded by 

vacuum. Since the addition of a non-vacuum surrounding material will inevitably 

lead towards weaker-interacting modes, it is the natural choice.

Simulating a CuCl PD, just as in Chapter 3, we plot for values of

£d above, below, and on the critical value, for a constant ujp. The results are 

shown in figure 4.5. For £d =  £dr =  1-495 the plot forms a sharp “vertical wedge” 

shape, which is indicative of the transition point. When we differentiate the data 

with respect to the radius, this wedge produces a sharp jump in dT^/da  at the 

transition point, illustrated in figure 4.6. A similar discontinuity occurs in dT^/dsd,
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Figure 4.5: The total radiative linewidth of the n = 3 mode of a CuCl sphere as a 
function of the PD radius for different values of £d. The thick solid line shows that a 
sharp wedge forms at the transition point when the mode is at the transition point; 
£d =  4 r =  1.495.

shown in figure. 4.7, and we therefore propose tha t the transition point should be 

experimentally observable via these discontinuities, derived from the total radiative 

lifetime, using high-precision modulation spectroscopy methods [85].

In order to experimentally reproduce the figures discussed above it would be 

necessary to modulate ed. This may be achieved through sinusoidal temperature 

changes of a dielectric liquid surrounding the PD [86]. Alternatively, a pressure 

variation may be used, but this is less likely to be able to produce a wide change 

in ed for the transition to be easily observed. Other methods, such as modulation 

of an electric field, are undesirable as they will alter the excitonic states within the

Whatever material is chosen to surround the PD it must have ed close to ed =  

1.495 and be transparent at 3.203eV. Refractive index liquids, such as Cargille 

Laboratories’ “immersion liquids” , are strong candidates. These liquids are stable 

perfluorocaxbons and their optical properties have been thoroughly measured and 

documented.

PD.
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(b) £d =  £% = 1.495, and (c) ed =  1.7. While both the TEi and TMi modes contribute 
to r*=3, the critical value £% ~  1.495 refers to the transition associated with the TEi 
mode.
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The range of PD radius, a, required presents another challenge. To produce 

dT*/da it would be necessary to rapid fluctuate the radius of the PD. This may 

be achieved by applying a surface acoustic wave (SAW) to the sample [87], but 

because of the relative complexity of this technique, observation of dF*/dea may 

be preferable over dF*/da.

The plots of the dispersion curves throughout this work have shown that there 

are a great many modes around the exciton resonance frequency, and this is com

pounded when one considers tha t we have only plotted modes with I =  1, whilst 

any experiment would incorporate modes with many values of angular momentum. 

However, the mode associated with the transition should be easily identifiable, de

spite the dense mode spectrum, as the brightest mode in the region of u;T- In 

figure 4.8 we plot this region of the mode spectrum for values of angular momen

tum up to Z =  4, and the TEi mode is clearly visible as having the highest value of 

r *  In fact we can expect the observed value of F* for the transition to be about 

double that shown in figure 4.8. This is because the numerical results effectively
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model the modes just off transition -  it is impossible to model the transition with 

complete accuracy -  and means that both branches are plotted on the graph. The 

raised TEi point can just be seen as being shadowed by another point. Experi

mentally the radiative linewidths of both branches effectively stack, doubling the 

value given in the figure.

4.3  Sum m ary

We have identified the transition between the weak and strong polariton coupling 

regime as a discrete point at which the two branches of any given mode intersect 

in a three-dimensional space; Re(u), Im(a;) and a. Only at this point do they 

have the same complex quasi-eigenfrequency. The regime in w’hich a mode resides 

is dependent upon the the Rabi frequency of the PD material and the dielectric 

permittivities of the PD and surrounding material; cup, eb and £d. The transition 

point occurs for critical values of these parameters, and only at radii at which the 

photonic and excitonic parts of the dispersion cross -  u;pr, i CT, and acr -  and values 

of these parameters have been obtained both numerically and analytically.

It may be useful, especially for experimentalists, to assume that the dielectric 

permittivity of the PD, is held constant, allowing the transition criticality to be 

transferred to the external dielectric, sd = In fact is likely to fluctuate as a 

result of any experimental technique employed to change ed. In any case, sight of 

the true cause of the transition -  that of e rather than ed -  must not be lost.

The dependence of the regime of any given mode -  and hence the transition 

point -  upon ujp, e and a can be interpreted as follows. The Rabi frequency 

is a measure of the inherent strength of exciton-photon interaction within the
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material, and does not depend on the size or shape of the structure. The ratio of 

the dielectric permittivities determines how strongly the photon is confined within 

the PD, and stronger confinement will lead to a greater degree of light-matter 

interaction. There is therefore an intrinsic factor, inherent to the material, and an 

extrinsic factor which is dependent upon the size and shape of the PD. The critical 

radius simply arises from the geometrical resonance of the photon field with the 

exciton resonance.

By examining the dispersion curves at the transition point we have identified 

a jump in the derivative of the total radiative linewidth, dT^/dSd, which presents a 

parameter through which the transition point could be observed. We have proposed 

a scheme for this experiment using modulation spectroscopy, with a sinusoidal 

thermal variance used to induce a change in the dielectric permittivities, and a 

surface acoustic wave to fluctuate the radius of the PD.

Since the transition point is a general feature of PD polariton optics there is 

broad scope for experimental observation using many material systems, and modes 

with various angular momenta, /, and energy level, n. Our choice to model a CuCl 

PD means that it should be possible to produce a sphere of suitable radius using 

colloidal techniques. The choice of n  =  3 results from the trade off between the 

required £d and a„. For higher n, £d rises which may offer a greater range of 

surrounding medium, but the CuCl PD must have a larger radius.

The results of this chapter parallel the work by Tait on the polariton tran

sition in bulk semiconductors, however, the work presented here differs in several 

key respects beyond the fact that we deal with a nanostructure. In his work the 

bulk polariton dispersions lie within (Re(fc), Im(fc), u) space, whilst our PD po- 

laritons correspond to (Re(u;), Im(o;), a). In his work the transition was achieved
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by varying the degree of incoherent scattering to achieve a transition between un

damped, strongly-coupled polaritons and strongly-damped polaritons. We neglect 

incoherent scattering to show the transition between weakly-coupled polaritons 

and strongly-coupled polaritons within a completely coherent framework.



Chapter 5

Conclusions

The main aim of this thesis has been to describe the completely coherent polariton 

optics of a spherical semiconductor nanostructure. The model developed in Chap

ter 2 solves the eigen-modes of the system to produce the polariton frequencies as a 

function of the PD radius, u>(a), in contrast to bulk polariton frequencies which are 

a function of the wavevector; u;(k). These dispersion curves are then classified into 

the weak and strong coupling regimes depending on whether they exhibit crossing 

or anti-crossing of the polariton branches, in direct analogy with polaritons in bulk 

materials. The removal of incoherent scattering creates a picture of the completely 

coherent polariton optics of the PD, where the photonic modes with A =  2a are 

resonant with the sphere. We maintain this coherent picture by distributing the 

polariton energy coherently between the photonic and excitonic branches in order 

to calculate the total radiative linewidth.

Our choice of a cyanine dye J-aggregate material as our main example material 

for this dispersionless model is partly a m atter of necessity; though there are many 

dielectric materials which are both homogeneous and optically isotropic, there are

101
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few which also have excitons which are truly dispersionless. However, the current 

interest in these disordered organic semiconductors has put them at the forefront 

of research. The development of our dispersionless model in Chapter 2, which is 

simple and elegant whilst maintaining accuracy and applicability, is therefore very 

timely.

Chapter 3.1 considers the effect of spatial dispersion of excitons using the 

dispersion equations developed by Ruppin and the Pekar Additional Boundary 

Condition. The asymptotic values of the resulting dispersion curves are shown to 

agree with the results of Ajiki et al. [55]. However plots of the dispersion curves 

for a CuCl PD show that the TEi, n =  1 and 2 modes are in the weak coupling 

regime, whilst n  =  3 and 4 are in the strong regime. This contrasts with similar 

results by Ajiki et al. showing all of these modes in the weak regime due to the 

approximations used in that paper.

Our analysis of the radiative linewidth, both including and excluding spatial 

dispersion, produces a 1/a dependence for Tn for large radii. This corresponds 

to the “ballistic escape” of optically-dressed excitons from the PD. The low-radius 

behaviour has been shown to be more complicated. Excluding spatial dispersion we 

observe a clear a3 dominance from the Frohlich mode, corresponding to the volume 

dependent increase of the oscillator strength, whilst a7 is observed for other TMi 

modes and a5 is observed for TEi modes. In the presence of spatial dispersion, 

numerical results support the decrease of these dependencies to a 1 and a5 for TMi 

and TEi modes respectively at very low radius. This contradiction with the well- 

known volume dependent increase of the oscillator strength is explained as the 

violation of the long wavelength approximation (LWA) upon which it is based.

Chapters 2 and 3 formed the basis for analysing the transition between the
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polariton coupling regimes. The identification of the transition as the discrete 

point at which the two polariton branches meet is a simple, natural definition, 

but a critical concept for all of the work that follows. We have shown that the 

regime in which a mode resides is determined by the inherent oscillator strength of 

the PD material (described by cjp) and the degree of light trapping within the PD 

(governed by the permittivities of the PD and the surrounding medium). Equations 

for the critical values of the these parameters, along with the radius, at which the 

transition point occurs have been derived, though truly accurate values can only 

be obtained numerically. The transition in bulk materials, analysed by Tait as 

a function of incoherent scattering several decades ago, has thus been completely 

described within a spherical geometry as a purely coherent phenomena.

The unique nature of the transition as the meeting of the polariton branches 

leads to a discrete jum p in the derivative of the radiative linewidth, dT*/da or 

dr*/de,  presenting an observable parameter through which the transition point 

can be experimentally observed. We have outlined a scheme through which this 

could be achieved using high-precision modulation spectroscopy.

5.1 F u tu re o u tlo o k

The main prospect for future work from this thesis is the experimental verification 

of the transition point. The main obstacles to performing such an experiment 

are obtaining a suitable sample, and achieving the required modulation of the 

parameters; e and a. Colloidal dots offer the best hope for obtaining a sample 

with the required geometry and radius; dots grown through Stranski-Krastanov 

methods are significantly non-spherical, and are generally not grown large enough
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to provide the required radius. The use of sinusoidal temperature variance to 

modulate the dielectric permittivities, and a surface acoustic wave to fluctuate the 

radius of the PD, is speculative but based on the results of published experiments. 

Although the author would not wish to suggest tha t such an experiment would be 

easy, it is within the realm of possibility.

From a theoretical viewpoint there are several possible extensions to this work, 

largely based around additional complications to the model. For example, the 

model could be extended to include a layer (or multiple layers) surrounding the 

PD, instead of our infinite medium. Just a single layer would allow the model to 

more accurately model a colloidal dot, which typically grow with an inhomogeneous 

material composition such that a thin layer around the outside of the dot has a 

different composition to the core.

The dispersionless model can be used almost its exact current form to model a 

spherical PD which does not have an excitonic resonance, surrounded by a material 

that does. An example would be a porous semiconductor, where a spherical pore 

could be treated as a vacuum sphere with appropriate radius surrounded by the 

semiconductor.

The most interesting area of development may be to perform a similar analysis 

of the transition point within a more complex geometry. Spheroidal geometry is 

of particular interest and has received considerable attention in the literature in 

recent years. It offers the potential to more accurately model a Stranski-Krastinov 

dot, but at the cost of significantly more complex dispersion equations.

Perhaps the greatest potential in this research lies beyond what can easily be 

foreseen. The transition point offers some interesting physical phenomena, notably
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a strong enhancement of Tx  at the transition point. It may prove to offer a novel 

method of examining light-trapping within nanostructures, or spawn a new breed 

of applications and devices based around the transition point’s specific qualities.
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Chapter 6

A ppendix

This appendix covers topics which support the research presented in this thesis. 

The next section contains a full derivation of the polariton dispersion equations 

equations excluding spatial dispersion. Section 6.2 goes on to derive the dispersion 

equations for / =  0 modes, and indentifies a correlation between I =  0 and I =  1 

modes which proves useful as an analytical approximation. Section 6.3 covers 

various aspects relating to the Mathematica package and its use in obtaining the 

numerical results presented in the main body of the text, and is followed by a 

discussion in Section 6.4 on complex slices as a tool for presenting those results.

6.1 D eriv a tio n  o f  p o la r ito n  d isp ersion  equ ation s  

ex c lu d in g  sp a tia l d isp ersion

Here is a detailed derivation of the polariton dispersion equations excluding spatial 

dispersion, which are the basis of the work in Chapter 2. We derive the dispersion

107
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equations which describe how light is emitted from a dielectric sphere surrounded 

by another material. Each material has a magnetic permittivity, /x, and dielectric 

constant, s, associated with it. Although our initial derivation will include a change 

in fi between the sphere and the surrounding media, this difference will be removed

due solely to the effect of the change in e. Throughout this section we closely 

follow the derivation of Weng Cho Chew [88].

We first solve this problem by describing it as a transmissivity problem, where 

there is a source at the center of the sphere. In this case the problem is entirely 

homogeneous and to remains real. We then re-set the problem as an eigenvalue 

problem, to show that the same result can be obtained but now using a complex 

frequency.

6.1.1 Vector wave equation in spherical coordinates

To solve the vector wave equation in spherical coordinates we introduce the De

bye potentials 7re and 7rm to describe the transverse-electric, TE, and transverse- 

magnetic, TM, modes respectively. The H  and E  fields are then of the form

from our final solutions so that the resulting dispersion equations describe modes

H =  V X T7Te +  X V X r7Tm ,

(6 .1)

E =  V X T7Tm -  J j - V  X V X r7Te ,

with 7re and 7rm having general solutions of the form

(6 .2)



6.1. DERIVATION OF POLARITON DISPERSION EQUATIONS
EXCLUDING SPATIAL DISPERSION 109

Here the curly brackets indicate a linear superposition of terms, and the functions 

ji (x ) and hi (x ) are the spherical Bessel functions of the first and third kind re

spectively. The latter is often denoted as hn \  but the superscript is dropped here 

for brevity. In this work the order of these functions, often written as n, equates 

to the angular momentum quantum number, /, and is denoted as such throughout. 

P™ (x) is an associated Legendre polynomial.

We can now extract the r, 0, and (f) components of the field. The radial 

components give

H r 1
iujfi

E r = —
i u j s

§-^rite + k 2 rne lor

which can be simplified using the identity

(6.3)

d2 
dr2

r'Krn

rite

2 1 ( 1  + 1 )kf -

'T'Km

rite
(6.4)

to give

Hr —  1 /( / +  !)
lUĴ i 'Kmi

E r =  - , 1 ^ ± 1 1 ^
r  I U J S  T  e

(6.5)

The 9, and 4> components can be extracted from (6.1) to give the components 

tangential to the surface as

Hs -  - r  x V stre +  [r2V s7rm] ,

E s =  - r  x V s7rm — ^ 2̂ s7r̂  •

(6 .6)
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These can be rearranged to give

and

H<
He

H,

I d  —i I d 2 r
sin 9 d(j) T drd9 fte

d — i 1 d 2
W  r  sin 0  drd 4> ftm

d -1  d n - i  I d r
f f l sin 9 d(p fte

1 d 
sin 9 d(j)

d -1  0 Tfm

E,
Ee

Ej,

i 1 d 2 I d
r drd9 sin 0  dcj) TTe

i 1 d 2 d
u)£ r sin 9 drd(p B9 Ti’m

d -1  d
u k Y j f r r 0m sin 6  d(f) f te

1 d 
sin 0  d(f) I

0 -1

We can write the Debye potentials in the general form 

/
7T.

7Try

[aji (kr ) +  b h, (kr)\ PP  (cos 0 ) e‘m*,

(6.7)

(6 .8)

(6.9)

where a  and b  are column vectors. Substituting this into (6.7) and (6.8), we finally
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obtain

where

and

H s — P z (cos 0) • [ jlh (kr) • a + hih (far) • b] • etrn4>, 

=  P/ (cos 9) • [ jZe (kr) • a + h ie (far) • b] • e*m<̂ ,

m p r(cosO) ^ a i p r  (cose)

(cos 6) J^PT (cos 0)

p I (cos 9)

b/e (kr) U e T ^ rbi (k r ) 0

0 - 6 /  (At )

bfo (fcr) =

The function bi can be either ji or hi

0 ~IJn.T-&rbi(kr)

—bi (kr) 0

(6 .10)

(6 .11)

(6 .12)

(6.13)

6.1.2 R eflection  o f  w aves at a spherical boundary

Having established base equations for solving the vector wave equation in spherical 

coordinates we now proceed to solve the problem of the light modes of a dielectric 

sphere in terms of a transmissivity problem. Consider a source at the center of the 

sphere shown in figure 6.1. The outgoing wave in region 1 will strike the spherical 

boundary at r = a and be partially reflected. This will set up a standing wave 

inside the sphere and a purely outgoing wave outside of it, in region 2. Solutions 

for the problem can then be found via the determination of the reflection and 

transmission coefficients as functions of the frequency.
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Region 2
e2’ M*

Region 1
£i • h  l.

r = a

Figure 6.1: Diagram illustrating the transmissivity problem of waves reflected from a 
spherical boundary. The source at the center of region 1 emits waves which are partially 
reflected at the boundary at r = a.

Since we consider a source at the center of the sphere we need not worry about 

maintaining a finite field at r =  0. The standing wave within region 1 will result 

in a field of the form

E 2s =  P; (cos0) • hie (h r ) • T i2 • a.

In the above equations we have dropped the exrn<t> dependence. In addition the 

orthogonality of the harmonics means that all of the I harmonics are decoupled, 

and only a single harmonic need be considered at a  time.

Hi* =  PT  (cos0) • [hlh (kir) +  j ih ( h r )  • R i2] • a.

(6.14)

E ls  =  PT  (cos 9) • [ hie ( h r )  +  j/e ( h r )  • R 12] * a.

In region 2 the transmitted wave is an outgoing wave only, and hence the field in 

region 2 is

H 2s =  PT  (COS0) •hlh ( h r )  • T n  • a,

(6.15)
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Applying the boundary conditions

His|r=a H2sL=a

E2s|r=a

(6.16)

to (6.14) and (6.15) gives

hih (h r )  +  j lh (fcjr) • R i 2 =  hlh (k2r ) ■ T 12, 

hu (kir) +  j le (fcir) • R i 2 =  hie ( k2r )  • T i 2 .

(6.17)

Since we know the form of the components of b ie and b/e, given by (6.12) and 

(6.13) respectively, we can rewrite these equations in symbolic form

< n \  /a\ 0

0 a2

0 d\ 

d2 0

+
bi 0 

0 62

/

+
e2 0

R\  i?2 

R 3 Ra

R\ R 2 

R 3 Ra

t C\ 0

0 c2

\  (

\ t 2 N

/ Ti )

G , A
(T, A

(6 .18)

which allows us to more clearly solve to  get eight simultaneous equations

ai +  b\R\  =  C1T1, d2 +  e2.Ri =  /2^\> 

b\R 2 =  C1T2, c2 R 2 =  / 2T2 ,

G R 3  — c2T3, C\R3 — /i^3?

U 2  +  6 2 ^ 4  = =  C 2 T 4 ,  d i  +  e i / ? 4  =  / 1 T 4 .

(6.19)

In the above nothing has been assumed about the form of the matrices R 12 and 

T 12 • We will now show that R 2 and R 3 are in fact zero. By taking the two



114 CHAPTER 6. APPENDIX

equations above that refer to jR2, and casting them in matrix form

bi ci 

$ 2

 ̂  ̂ r 2 ^  

V Tl I
o. (6 .20)

it can be seen that in general R 2 and T2 will be zero except when

61 c 1 

2̂ /2
(6 .21 )

In a similar manner it is possible to show that the same applies for R 3 and T3. We 

have thus shown that R42 and T i2 are diagonal, implying that the TE and TM 

waves are decoupled.

We can hence define

R 12

R

V

> T M
'12 0

0 R j f

(6 .22)

and proceed to define as follows. Taking the parts of (6.19) relating to Ri, 

and equating them gives

£ i + &L*
Cl Cl f2 h (6.23)

so that
Cb\ d2

C l _____f a

C2 _  h
S2  Cl

(6.24)

Referring back to previous equations and substituting in the b ie and compo-
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nents gives

1 L [a. hl(kia)] ^
UJ\£\

— ^ -1  a - h t (k2 a)] h,(k2a)
d T M  _  v 2£ 2 o a

12 -  i  d -------------------

M k i a )  ^ 7  Y a {a-j,(kia)] 
ht (k2 a) _ i _ d  (

uj2£2 dd

1 $  1 ^
'a • hi (kid)] • hi (k2 d ) --------- —  [a • hi (k2 a)] • hi (kid)

  CJl£l deb______________________uj2s 2 do,

 —  [a • hi (k2a)] • ji (& ia)--------- —  [a • ji (kid)] • ht (k2a)
<j J 2 £ 2  C/CL U J \ £ \  O l 2

We can substitute in for cji and (J2 using [43]

k  =

which can more conveniently be expressed as;

h eUJi
y/

giving

d d
k2 J s 2tii —  [a-hi(kia)\'hi(h2 a) -  h y / e i ^ —  [a-hi(k2 a)]-hi(kia)

p T M    _______ od________________________ c/d_____________
i t  12    r \  p \

k\^£ilA2 ~]  ̂ [d-hi(k2 d)] 'ji(k\d) — k 2 y/£2 f i \ - ^  \d-ji(k\d)]-hi(k2 d) 

We now introduce the functions

(6.25)

(6.26)

(6.27)

(6.28)

Ji (x) = x -  jl (x ) , 

Hi (x) = x  • hi (x) ,

(6.29)
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to give

 d  d
y/sdjTi —  [a ■ hi {kia)\ • Hi (k2a) -  y/dJH—  [a • hi (k2a)\ • Ht (kid)

R ™  = ---------^2--------------------------------------------f a ------------------------------- (6.30)
y/£ifi2 ~  [a • hi (k2a)] • Jt (kid) -  y/i^JH—  [a • ji (kid)] ■ H{ (k2a)

This can be further simplified using the following proof that for an arbitrary spher

ical Bessel function, / ,

j ^ [ a -  f(ka )  ] =  a • ^  [f(ka)\ + f(ka)

(6.31)

= k a ' M a  + f ( ka) = W h ^ k a ‘ f ( ka^  '

which finally gives the reflection coefficient as

?T M  __ V £2 HiHi (kia) • Hi (k2a) -  y / e i ji2H[ (k2a) • Ht (kid) 
12 y/eifaHl (k2a) • Ji (kid) -  y/e2HiJ[ (kid) • Ht (k2a) ’

By duality we can now immediately transform the TM reflection coefficient using 

(21

e —> —/i, // —>■ — <5 , (6.33)

to define the coefficient of reflection for TE polarised waves,

r t e  =  \ / £ i ^2Hj (kid) • Hi (k2a) -  y/e2fiiH[ (k2a) • Ht (kid) ^
12 y/£2fiiH[ (k2a) • Ji (kid) -  y/eiii2J[ (kid) ■ Ht (k2a)

Transmission coefficients can be found using a similar method, but are unnecessary 

for the proceeding derivation.

The TM and TE modes of the dielectric sphere can then be found when the re

spective reflection coefficient is at a maximum. This occurs when the denominator 

of the coefficients given above is equal to zero, giving a transcendental equation.
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Modes can then be found by scanning through the frequency u>, included in the 

above equations as part of k.

6.1.3 E igenvalue problem

We now alter the problem to that of solving the eigenvalue problem for the dielectric 

sphere. In doing so we will prove the assertion above that the TM and TE modes 

can be solved from the denominators of the reflection and transmission coefficients.

Consider the dielectric sphere with surrounding material as shown in figure 6.1, 

where there is now no source at the center of the sphere. We choose forms for the 

field inside and outside of the sphere such that there is a finite field at the center 

of the sphere, and an outgoing field in the surrounding medium. These conditions 

are satisfied by the functions ji (kr) and hi (kr) respectively.

The tangential components of the fields inside the sphere are then given by
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and in the surrounding material by

' i d '

v H v

\ K /

P, (cos 9) • hih(k2r)

= P z (cos 6) • h/e(fc2r)

vbv
V
vbv

jm4>

j.m4>

(6.36)

We can apply the boundary condition that the tangential components of the electric 

and magnetic fields must be continuous at the boundary,

H I |   I u l |    t t 2 I
Q \ r = a  —  i J - g | r = a ?  ^*-d>\r—a  ■n <̂) I r = a

E El ■p11 I   p*2 |*-̂ S\r—a r=a<

(6.37)

to obtain

and

3 i h ( k i r )  \ r = a

\le(hr) \r = a

( \  ai

vav
\ai

V32/

h i h ( k i r )  \ r = a

h<e(fc2r) |r=a

V
Vb2/

V b 2 /

(6.38)

(6.39)

These two conditions will allow us to derive the transcendental equations for the 

TM and TE modes.

Substituting (6.12) and (6.13) into (6.39) gives
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Multiplying this through produces two equations;

1 1 d  X X (9
 —  [a • ji (kia)} • a i = -------- —  [a • hi (k2a)] • b i, (6.41)
U iS ia d a  uj2e2 ada

and

-ji (fact) • a 2 =  - h i  (k2a) • b 2, (6.42)

which can be cast in matrix form. Solutions then occur when the determinant of 

this matrix is zero;

- j i  (h a )

a ^ l a ' hl (ha)}

hi (k2a)
= 0. (6.43)

Multiplying this out gives

1 1 O 1 1 ^
[a-ji(kia)}-hi(k2a) -  — ^ r ~ —  \a-hi(k2a)\- ji(ha)  =  0, (6.44)

l0 \S\ a da (jJ2£2 a da

and substituting in using (6.26), (6.29) and (6.31) gives the transcendental equation 

for the TM case:

y/eU^Hl (k2a) • (h a )  -  y/e2Hi J[ (ha )  • Hi (h a )  = 0. (6.45)

Taking (6.38) and performing similar manipulations and substitutions gives us the 

TE case:

y/£2fi\H'i (k2a) • Ji (h a )  — (ha) • Hi (k2a) =  0. (6.46)

These transcendental equations are identical to the denominators of (6.32) and 

(6.34) from the transmissivity problem.
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6.1.4 Constant m agnetic p erm ittiv ity

We consider a sphere surrounded by a material with different dielectric constant 

but the same magnetic permittivity. In doing so we can investigate the light 

modes formed solely by the change in dielectric constant. We will only detail the 

derivation of the TM case here, as the TE case is almost identical.

We wish to find solutions to the problem of a dielectric sphere of radius a, sur

rounded by a material of different dielectric constant. The magnetic permittivity 

is the same in both materials, so that H\ = n2 = immediately simplifying (6.45) 

above;

6.1.5 A ngular m om entum  1 =  1

The general dispersion equations above can be simplified for the specific case of 

angular momentum / =  1. The spherical Bessel functions for / = 1 given by:

y/elHl (k2a) • J/ (Aqa) -  f̂e~2 J[ {k\a) • Ht (k2a) =  0. (6.47)

and equation (6.46) to:

y/e^Hl (k2a) • J/ (k Ya) -  y/£[J[ (k\a) • Hi (k2a) = 0. (6.48)

. ( x sin(x) cos(a;)
n { x )  = N r '  — *

(6.49)
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are substituted into equations (6.47) and (6.48) giving:

k\a  =  arctan
k\k\a

_ik{k2a — k{ + k2_
+  717T, (6.50)

and for TE modes, and:

k\a  =  arctan —ikialkfk^a  + (1 — iA ^ a )^  — kf)}
k\k\a ;3 +  (foa + i)(kf — k^)

+ rwr, (6.51)

for TM modes. Where n  is the radial quantum number. TM and TE solutions 

can now be found numerically for any given set of system parameters by finding 

complex energies for which (6.50) or (6.51) is satisfied.

6.2 C o rre la tio n  b e tw e e n  I =  0 and I =  1 m od es

Although modes with angular momentum I = 0 within a sphere are unphysical, 

there is a useful mathematical correlation between I = 0 and I = 1 photon modes 

which can be exploited during analytical derivations in order to greatly simplify 

the resulting equations. In this section we will derive the dispersion equations of 

the / =  0 modes, both in general and specifically in the non-interacting case, and 

numerically compare them  with Z =  1 to illustrate this correlation.

The reader is reminded that we refer to the transverse modes in the form TE; 

and TM;, so tha t I = 0 modes are called TE0 and TM0, and / =  1 modes are called 

TEi and TMi modes. The I subscript should not be confused with the radial mode 

number, n.



122 CHAPTER 6. APPENDIX

6.2.1 / =  0 dispersion equations

Taking the general dispersion equations, (6.45) and (6.46), and substituting in the 

I =  0 equations for the spherical Bessel functions;

. , x sin(x) jo(x) =

ho(x) =  ^  [sin(x) — icos(x)] =  —

we obtain;

t n n d c i n )  = .  — i
k2

(6.52)

tan(fcia) =  — (6.53)

for TE modes, and:

for TM modes.

tan(fcia) =  - i — y-s (6.54)
£\ IC2

In the absence of any exciton-photon interaction, si and £ 2  become £b and £d? 

respectively. We can then substitute in for k\ and k 2 using:

L u '°  ' ’°

k\ =  — y/sb* and /C2 =  — \/£d, (6.55)c c

where are the non-interacting photon mode frequencies, to give:

arctan(—i y / l / i )  +  nir , (6.56)J i

for TE modes, and:

arctan(— iy/i)  + nir , (6.57)

for TM modes. Here we have introduced the dimensionless parameters i  = £d/£b, 

and a =
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6.2.2 N um erica l com parison o f I =  0 and I =  1 m odes

In figure 6.2 we plot numerical results from both I =  1 and I = 0 modes. The TEi 

and TMi polariton dispersion curves, calculated from equations (6.50) and (6.51) 

are in the weak coupling regime, and are plotted alongside TE0 and TM0 photon 

dispersions calculated with equations (6.56) and (6.57).

There is an obvious correlation between the modes plotted in figure 6.2, how

ever the / =  0 and I =  1 modes do not agree on a one-to-one basis. Consideration 

of the mode numbers, which go from lowest real-frequency up to highest real- 

frequency, shows tha t the TMi, n  =  0 mode is approximately the same as the 

TEo, n = 1 mode, the TEi, n  =  1 mode is very close to the TM0, n  =  1 mode, 

and so on. The TMo, n  =  0 mode lies along Re(u>) =  0, though it has a signifi

cant imaginary component, and the highest-order TMi mode has no corresponding 

I =  0 mode. This is because all sets of modes have been plotted up to n  =  4.

The correlation between the modes is described as follows:

assuming tha t e < 1. In the less usual case of e > 1, the correspondence becomes:

TM i, n mode ~  TE0, (n+1) mode, 

TE i, n mode ~  TM0, (n) mode,
(6.58)

TM i, n mode ~  TE0, (n) mode, 

TE i, n mode ~  TM0, (n+1) mode.
(6.59)

The difference in the imaginary dispersions, figure 6.2(b), arises because the 

photon dispersions inherently have the same imaginary value set by the dielectric 

permittivities. Better agreement of the imaginary components would be obtained
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tT rn rrr rm

a

(a)

)3_
E

0

0

0

0

-1

a

(b)

TMo modes 

□  TEo modes

Figure 6.2: Plots of the (a) real, and (b) imaginary parts of the TEi polariton modes 
(blue lines), TMi polariton modes (yellow lines), TEo photon modes (open squares) and 
TMo photon modes (open diamonds). The TM modes are plotted for n =  0 to 4, and 
for TE modes n =  1 to 4. The simulation parameters are u>p =  0.09, e =  0.385.
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if the I — 0 polariton equations, (6.53) and (6.54), were used instead of the photon 

dispersions. However, this is generally far less useful as an analytical approxima

tion.

6.3 A sp e c ts  o f  nu m erica l so lu tion s w ith  M athe- 

m a tica

This section highlights some of the problems associated with obtained numerical 

solutions to the equations presented in the manuscript. Although such solutions 

can be obtained using many programming languages and packages, and within each 

language different procedures and methods can be used, this section will focus on 

specific problems and solutions associated with using the Mathematica package.

6.3.1 A ccuracy and precision

Most programming languages such as C, C+, and Fortran store numbers using 

the standard data  constructs called Integer and Real numbers. However, the lim

itations of Real numbers can lead to inaccuracies in the results due to rounding 

errors. M athematica also uses a form of Real numbers, but has some very useful 

features for extending beyond their usual limitations and thus avoiding numerical 

problems. Fortan 90 [89] will be used to compare and contrast with Mathematica.

Integer and Real numbers are represented in a computer using a set number 

of bits. This sets a fundamental limit on the accuracy to which a number can 

be stored and operated upon, as well as the maximum and minimum value that



126 CHAPTER 6. APPENDIX

number can take. A real number, using a floating point representation, is typically 

stored with up to six or seven digits of precision. Usually computations take place 

in registers which have twice that level of precision, so numbers are operated on 

and then rounded for storage. This introduces rounding errors into calculations.

Mathematica does not have this limitation, and instead stores numbers (and 

operates on them) with any number of digits. Mathematica differentiates between 

two distinct types of numbers; exact numbers, which are represented perfectly 

with no rounding, and approximate numbers which have been rounded to some 

degree. An integer is exact, 5, as is the fraction 1/2. However, the floating point 

representation of 1/2; 0.5 is an approximate number.

Approximate numbers are rounded down to MachinePrecision. This is a set

ting within Mathematica which sets the numbers of digits used to represent a 

number. The standard value of MachinePrecision is:

In:= $MachinePrecision 

O u t:-  15.9546

This is similar to a normal Real number except that MachinePrecision can be 

changed. For example, 7r can be expressed as follows:

In:= N[tt]

Out:= 3.14159

This is 7r expressed to MachinePrecision. Howrever, we can easily change the level 

of precision being used, for example:

In:= N[?r, 4]

O ut:- 3.142
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In:= N[7r, 10]

Out:= 3.141592654

Here, the function 7V[x, n\ simply displays the variable x  using a precision of n.

This ability to change the number of digits used to represent, store and operate 

upon a number is called arbitrary precision. This very useful concept can be 

implemented with other programming languages, usually as an additional library 

package, for example the Variable Precision Arithmetic package for Fortran 95 

[90]. However, the use of higher precision numbers has the drawback of using more 

computer processor resources both to store and operate with that number. This 

inevitably leads to slower calculations and longer simulation times.

One solution to this problem is to express all numbers in the calculation as 

exact numbers. For example, ljp =  1.95 can be expressed as 195 x 10~2, e =  0.5 

as 5 x 10-1 . Exact numbers have an infinite precision, since they are defined 

completely, and require relatively little processor power.

Very high precision is required for accurate solutions to the dispersion equa

tions throughout this thesis. In particular, the fine structure of modes around the 

excitonic resonance can produce very small fluctuations. These can easily be lost 

if the numbers are rounded too much. Typically a MachinePrecision value of 30 

has been used for much of the numerical results shown in this thesis, but a value 

of 200 has been used in difficult cases.
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6.3.2 Underflow and overflow errors

An underflow or overflow error occurs when the value of a variable, whether it 

is Integer, Real or Complex, exceeds the limits of the range of numbers that can 

be expressed using the given data structure. For example, a typical Integer is 

restricted to within a range of —109 to 109, and a real number to the range —1038 

to 1038. If a calculation generates a number which lies outside this range, it cannot 

be represented and an overflow error occurs. If a number is generated which has a 

magnitude which is so small that it cannot be expressed, an underflow occurs.

Different languages may respond differently to flow errors, but typically the 

variable will just be capped at the most extreme value that can be represented, 

and the calculation will continue. This effectively introduces an inaccuracy into the 

calculation. Since an integer variable which should be 1015 would be represented 

as being five orders of magnitude less than that, this form of error can be much 

more problematic than a simple rounding error.

With Mathematica the limits upon machine precision numbers are given by 

variables SMaxMachinePrecision and SMaxMachinePrecision, which have typical 

values of about 2 x 10308 and 2 x 1CP308 respectively. This already significantly 

better than most standard programming languages, but this can be extended, 

since these values are 2n, where n is the maximum exponent that can be used in 

the internal representation of machine-precision numbers. Hence one possibility 

to avoid flow error with Mathematica is to simply increase the precision of your 

variables, as discussed in the above section.
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6 .4  C o m p lex  s lices

In solving the polariton dispersion equations throughout this thesis, the Rabi fre

quency and dielectric permittivities are generally set at given values, in effect 

describing the materials of the PD and surrounding medium. The complex po

lariton frequencies are then calculated as a function of radius. This produces a 

three dimensional (3D) solution space comprised of radius, a, and the real and 

imaginary parts of the frequency, Re(cj) =  cor and Im(cj) =  uj{. Plotting this data 

clearly is critical to analysing the results and understanding the underlying physics. 

Thankfully M athematica includes a range of functions for plotting both 2D and 

3D graphs.

2D graphs of any function f ( x )  can be produced simply using the Plot function. 

A 2D data set can be plotted using ListPlot. These are basic functions and are 

covered quite extensively in The Mathematica Book [66, sections 1.91 and 1.98 

respectively]. 3D versions of this functions, Plot3D and ListPlot3D, also exist 

and function in a very similar manner. The 3D graphs in figures 4.1 and 4.2, 

illustrating the meeting of the two polariton branches at the transition point, were 

generated using the ListPlot3D function. Plotting this single mode alone, over a 

relatively short section of the solution space, produced a clear graph, but including 

additional modes quickly clutters such graphs. Hence 2D graphs have been used 

to show multiple mode dispersions.

The polariton mode solutions to a dispersion equation can be expressed in a 

general form as f(uJr +  itJu a) = for given dielectric permittivities. However, for 

values of co and a which do not correspond to a solution, the function will take 

non-zero values, f(ujr + iuJi, a) = x , where x  may be complex. So, in searching for 

solutions we have a 4D solution space; ujt , uii, a and x.
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To make this manageable in terms of graphing solutions we take the absolute 

value of the function, Abs[f{(ur + iu i , a)] to force x  to be real. A 3D plot can then 

be made x  over a complex plane, u r, We effectively take a slice through the 

4D solution space to produce a 3D graph. An example is shown in figure 6.3(a) 

for a direct numerical solution of equation 2.3 for TEi modes. The parameters 

o>p =  1.95 and e =  0.52, are the same as for figure 2.6. An arbitrary radius of 

a = 5 has been chosen.

The plot is featureless except for a large increase for highly-negative values of 

oji. The code to generate this figure is:

In:= Plot3D[Abs[f[u,y + iuJi,a\], {ĉ v,0,5}, {a;*,-5,5}]

but since we are searching for solutions near zero, we add a PlotRange option:

In:= Plot3D[Abs[f[ccy + iui,a\\, { c j r , 0 , 5 } ,  { c J i , - 5 , 5 } ,

PlotRange—>{All, All, {0,0.5}}]

The third entry in the PlotRange sets the z-axis range for the plot. The resulting 

graph is shown in figure 6.3(b).

Solutions can be seen at the minima of this plot. However, the 3D nature of 

the graph makes the solutions difficult to isolate. It is therefore much better to use 

the ContourPlot function to produce a very similar effect to Plot3D, but resulting 

in a 2D, “bird’s-eye-view”, of the complex plane, as shown in figure 6.4. Such plots 

are called a complex slice because they provide a clear illustration of the topology 

of the dispersion curve for that given radius, within the 4D solution space.

The region of the complex plane being shown in figure 6.4, as well as the 

range of values over which the figure is plotted, has been chosen to illustrate
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Abs[f(a>,a)]

5

(a)
Abs[f(£>,a)]

0.4

0.2

-25

(b)

Figure 6.3: 3D plot of the absolute value of the TEi dispersion equation (a) as calculated, 
(b) plotted only within a range 0 <  Abe[f(a>,o)] <  0.5, over a range of complex frequency. 
d)p =  1.95, i  =  0.52, a =  5.
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Abs[f(u>,a)]

-0.4 -0.3 -0.2 -0.1 0
(Oi

Figure 6.4: Contour plot of the absolute value of the TEi dispersion equation. The 
simulation parameters are the same as figure 6.3.

the polariton modes. These can be seen as minima within the graph, coloured 

red. Unfortunately, regions of the plot which exceed the maximum value set by 

our PlotRange, in this case any point with a value greater than 0.5, is plotted 

at the maximum value. This produces the large blue “background”, obscuring 

the topology of the solutions in these regions but making the solutions easier to 

identify. The upper polariton modes can be seen lying at the center of the large 

red regions towards the top of the plot, whilst the lower polariton modes are on 

the lower right.

Complex slices are thus a useful tool in identifying the general location of 

modes. In particular it can help verify that the methods used to find modes 

through exact solutions of the dispersion equation have located all of the polariton 

modes, and none have been overlooked.
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