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Abstract

Binary star formation is the dominant mode of star formation, in contrast to the 
traditional picture of single star formation. The work in this thesis investigates the 
properties of binary stars with the aid of numerical simulations, using N-body and 
Smoothed Particle Hydrodynamics codes.

First, we develop a simple model of isolated binary star formation assuming 
prestellar cores fragment due to rotational instabilities into a ring of J\f (< 6) stars. 
We follow the decay of this small-N cluster into singles and multiple systems using 
the N-body code NBODY3. We can reproduce most of the observed stellar and 
binary properties of young stars, including the high multiplicity and wide separation 
distribution, in low-mass star forming regions like Taurus. We extend this further 
into a model of clustered binary star formation assuming 100 small-N clusters form 
in fractal clusters of radius ~  1 pc, similar to many young embedded clusters. We 
follow the dynamical interactions of these clusters using the N-body code NBODY6. 
We find that disruptive binary-binary encounters in dense clusters can explain the 
differences between binary properties in low-density and high-density star forming 
regions.

We develop a new test of Smoothed Particle Hydrodynamics (SPH) called the 
Jeans Test. We demonstrate that SPH correctly models fragmentation and tha t 
under-resolved SPH simulations supress real fragmentation rather than promote ar
tificial fragmentation. Thus binary and multiple systems produced in SPH simula
tions are real and not the result of numerical effects. Finally, we perform simulations 
of turbulent prestellar cores in the context of binary star formation. We extend the 
work of Goodwin, W hitworth & Ward-Thompson (2004) by investigating 2.17 M© 
and 4.34 MQ cores.
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Chapter 1 

Introduction

1.1 Theoretical star formation

Stars appear to account for most of the visible dense baryonic matter in the Universe. They 
are therefore a fundamental constituent of the Universe, and of great importance in their own 
right. Moreover, astronomers also have to understand the life-cycles of stars before they can 
attempt to understand the structure and evolution of galaxies, the origin of the heavy elements, 
or the genesis of planetary systems. However, although the Main Sequence and post-Main Se
quence phases of stellar evolution have been studied for over a hundred years, the field of star 
formation has a much shorter history, and only really developed in the last few decades, with the 
introduction of long-wavelength observing techniques (for example infrared and sub-millimetre 
telescopes) and the advent of powerful computers. These developments allowed observers to 
probe into the dark dense clouds where new stars are forming, and enabled theorists to start 
simulating the complex non-linear gas dynamics which converts interstellar gas into Main Se
quence stars (a conversion which takes the gas through about twenty orders of magnitude in 
density and six orders of magnitude in temperature). A key feature of the stellar systems we see 
in the sky is that many (probably most) of them are actually binary -  or higher order multiple -  
systems.

1.1.1 Binary and multiple systems

A binary system is a pair of stars in orbit around one another. Observational surveys of galactic 
field stars (e.g. Duquennoy & Mayor 1991, Fischer & Marcy 1992, Mayor et al. 1992) indicate 
that a significant number of nearby stellar systems are binary systems. In fact, approximately 
60% of solar-mass Main Sequence primary stars are part of binary systems. This suggests that 
the final result of the star formation process is very often a binary star.

1
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Star formation theory cannot explain the high frequency of binaries if we assume that stars 
form as single systems and are later on ’paired-up’ to form binary systems. Stars must be bom 
as part of a binary system; otherwise we cannot explain the high binarity of stars in the galactic 
field. Binary star formation is thus likely to be the dominant mechanism of star formation over 
single star formation.

1.1.2 The life cycle of stars

The life cycle of a star consists of a series of different evolutionary stages, of which some are not 
well understood. We briefly describe the main steps during star formation in order to appreciate 
which steps are relevant to this research.

The diffuse interstellar gas that pervades the disc of a galaxy provides the raw material from 
which stars form. By some mechanism, this gas assembles into dense clouds called molecular 
clouds (MCs). It is unclear how molecular clouds form, how they are supported, and how 
long they live for. At some point, a molecular cloud will fragment into a number of smaller 
self-gravitating gas clumps called prestellar cores. These prestellar cores evolve to become 
either young protostars or groups of protostars (e.g. young binary systems). These protostars 
will accrete extra mass and evolve to become Main-Sequence stars, like our Sun. The original 
molecular cloud has now become a young cluster of stars which may then disperse and populate 
the galactic field with newly-born stars. These stars will remain in the field during the Main- 
Sequence phase until they exhaust their fuel supply for nuclear fusion and die. Lower mass 
stars will cool and fade away as white dwarf stars or neutron stars whereas higher mass stars 
may explode as supemovae enriching the galaxy with heavy elements, and possibly triggering 
a new phase of star formation.

1.1.3 The goals of this thesis

The main aims of the work in this thesis are to gain insight into the origins of binary stars, and to 
explain the statistical distribution of binary properties. We look at the properties of very young 
(i.e. primordial) binary systems and also older, galactic-field binaries.

1.2 The main stages of star formation

Here we discuss each of the main stages of the star formation process in more detail describing 
how each stage could affect the properties of the resulting stars and binary systems. Under
standing the different stages allows us to set up more realistic initial conditions for numerical 
simulations.
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Figure 1.1: The Ophiuchus molecular cloud observed in the Infra-red using IRAS (Wheelock et 
al. 1991, IRAS Sky Survey Atlas Explanatory Supplement). The grey-scale shows the intensity 
of thermal emission from dust (dark - low emission, light - high emission). This image shows 
the filamentary structure of a molecular cloud.

1.2.1 Molecular clouds and star forming regions

Molecular clouds are large condensations of interstellar gas which are optically thick to disso
ciative UV photons, thereby allowing molecular hydrogen, H2, to form. Evidence of recent star 
formation, such as the presence of young stellar objects (YSOs), is only found in the vicinity 
of a molecular cloud. Figure 1.1 shows the Ophiuchus molecular cloud observed at infra-red 
wavelengths.

Molecular clouds have masses from ~ 102 M© up to ~ 106 M©. Molecular clouds with 
masses greater than 104 M© are usually called Giant Molecular clouds (GMCs). Figure 1.1 
shows that molecular clouds are not single coherent structures (such as spheres) but are often 
observed to have a filamentary structure. Considerable sub-structure is present in the form of 
larger clumps (coherent regions of higher than average density) and smaller, higher-density 
prestellar cores which are believed to be the progenitors of individual stellar systems (i.e. either 
single systems or binary stars). Only a small fraction of observed clumps are gravitationally 
bound due to the high effective internal pressure which prevents gravitational collapse. Line- 
width observations of clumps and cores suggest suprathermal motions due to turbulence in 
molecular clouds (Larson 1981). The origin of turbulence in molecular clouds is unclear, but
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is likely to be either hydrodynamical turbulence, feedback from protostellar jets or magneto- 
hydrodynamical waves (e.g. Ballesteros-Paredes et al. 2006). Turbulence is also important in 
binary star formation since simulations indicate that turbulence can promote fragmentation of 
molecular clouds and of prestellar cores.

Another possible indication of the effect of turbulence in molecular clouds is their filamen
tary sub-structure. This sub-structure can be quantified using fractals (e.g. Blitz & Williams
1999). A cloud is fractal if the perimeter of any region of the cloud, P, is related to its sur
face area, A, by the relation P  oc ADf/2 where D f is the fractal dimension. For some molecular 
clouds, the observed fractal dimension is D f ~ 1.5 (Blitz & Williams 1999).

For many years, it was believed that molecular clouds were long-lived structures with life
times of order 1 Gyr, i.e. much longer than their dynamical crossing times (e.g. Ballesteros- 
Paredes et al. 2006). Some form of support was presumed to balance gravity so that molecular 
clouds could survive for so long. Magnetic fields were identified as the likely source of this 
support. However, in the last decade or so, new evidence suggests that cloud lifetimes are much 
shorter than 1 Gyr and are of order a few free-fall times (e.g. Blitz & Williams 1999, Elmegreen
2000). Molecular clouds are now believed to be transient structures that are formed, make stars, 
and then disperse quickly. The formation mechanism of molecular clouds is not well under
stood, but they are probably destroyed by the luminous and mechanical output from high-mass 
stars formed within the molecular cloud. The typical lifetime of a Giant molecular cloud is 
believed to lie in the range 20 Myr < rGMC < 100 Myr (e.g. Blitz & Williams 1999).

Two of the most well-known star forming regions are the Taurus-Auriga and the Orion 
molecular clouds. They are contrasting examples of the physical conditions in star forming 
regions. Orion is an example of a high-mass, ‘clustered’ star-forming region with a total mass 
of 105Mq and is extended over a region of size 50 pc. Orion produces stars in dense clusters 
(such as the famous Trapezium cluster). Taurus is an example of a low-mass, ‘isolated’ star- 
forming region with only 104M0 extended over a region of size 10 pc. Although the average 
density of the two regions is comparable, the young stars of Taurus are formed in small but 
relatively extended groups in contrast to the concentrated high-density regions in Orion like the 
Trapezium cluster.

1.2.2 Prestellar cores and Young stellar objects

Prestellar cores and young stellar objects are dense condensations of gas in molecular clouds 
which are gravitationally bound and represent the early stages of a star’s life. Prestellar cores are 
the youngest objects which are considered to be the progenitors of young stellar systems. Many 
are observed to be collapsing under gravity (e.g. Andre et al. 2000), but do not yet have a central 
protostar. A young stellar object represents the next stage of evolution where a prestellar core
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has formed a central object (i.e. a protostar). YSOs radiate brightly due to accretion and due to 
the release of self-gravitational potential energy as they collapse. YSOs are usually located deep 
inside molecular clouds so any emission from them is obscured by the surrounding envelope of 
gas and dust. It is usually only possible to observe YSOs at long wavelengths such as the sub
millimetre (d ~ 10"4 -  10-3m) and infra-red (d ~ 10-6 -  10"4m). Observed YSOs belong to one 
of four defined classes, Class 0 ,1, II and III (e.g. Lada 1999, Andre et al. 2000). Each class is 
believed to represent a different stage in a young star’s evolution; Class 0 is the youngest stage 
and Class III is the oldest.

Class 0 objects are believed to be the earliest phase of a protostar’s life. The spectral energy 
distribution (SED) of a Class 0 source is very similar to that of a modified blackbody . The SED 
peaks at sub-millimetre or far-infrared wavelengths suggesting a temperature of « 10 -  20 K. 
Class 0 objects are almost always associated with highly energetic bipolar outflows which are 
jets of gas ejected from the central object along the poles (e.g. Andre, Ward-Thompson & 
Barsony 1993, 2000).

Class I sources have a SED that peaks at far-infrared wavelengths, and contain a relatively 
large infrared excess. The SED cannot be characterised by a simple blackbody (or greybody) 
curve, as with Class 0 sources, due to this excess. Modelling the SED as a composite of different 
temperature blackbody (or greybody) SEDs suggests that Class I objects contain a dense central 
object surrounded by an envelope of gas and dust. Class I objects are also associated with 
bipolar outflows (e.g. Bontemps et al. 1996, Lada 1999).

Class II sources represent the emergence of the central stellar object from the surrounding 
envelope and into the pre-Main Sequence phase of evolution. The SED is dominated by emis
sion from the central object, but contains a relatively small infrared excess (compared to Class 
I objects) which is presumed to be emission from a circumstellar disk. The SED peaks at near- 
infrared or visible wavelengths. The SED also contains characteristic emission lines. Class II 
objects are known historically as Classical T-Tauri stars (e.g. Lada 1999)

Class III objects represent the last phase of the development of a YSO into a star. The SEDs 
of Class III objects have very little excess emission and can be fitted well with a blackbody 
spectrum which peaks in the near infrared or the visible. Class III objects are known historically 
as Weak-line T-Tauri stars (e.g. Lada 1999)

Using statistical arguments and models of pre-Main Sequence evolution, it is possible to in
fer ages and timescales for the various stages of a protostar’s evolution. Approximate timescales 
for each stage are tc„,,0 : ra„ , : tc,„sl] : = 104 yrs : 105 yrs : 106 yrs : 107 yrs (e.g.
Lada 1999).

The distribution of clump and core masses has been measured by various authors (e.g. Motte 
et al. 1998, Testi & Sargent 1998, Johnstone et al. 2000, Motte et al. 2001). I will refer to the
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core mass spectrum of Orion-B as observed by Motte et al. (2001) in this thesis which can be 
expressed as the following two-part power law,

0.5 Mq < Mcore < 1.0 Mo ;

( 1.1)
1.0M q <  Mcore < 10.0M q .

1.2.3 Embedded clusters

An embedded cluster is a cluster of young stars which is hidden deep within a molecular cloud 
by gas and dust that obscures visible light. Longer wavelengths (e.g. infrared) must be used to 
observe embedded clusters. Lada & Lada (2003) report that there are more than 100 embedded 
clusters in nearby molecular clouds (within 2 kpc). It is suggested by various authors that the 
majority of stars is formed within embedded clusters (Lada & Lada 1991, 2003, McCaughrean, 
Rayner & Zinnecker 1991). This is often referred to as the dominant mode of star formation. 
Statistical arguments based on number counts suggest that the vast majority of embedded clus
ters are destroyed when the molecular cloud is itself destroyed. The rapid loss of gas from a 
molecular cloud leaves the newly formed cluster gravitationally unbound and the constituent 
stars disperse into the field. It is rare that an embedded cluster remains bound after residual gas 
loss; in this case, the embedded cluster becomes an open cluster.

1.2.4 Open clusters and OB associations

An open cluster is a group of young stars, formed immediately after a molecular cloud is de
stroyed. Open clusters contain from as little as a few dozen stars (e.g. Ursa Major) to around a 
thousand members (e.g. the Pleiades). Open clusters represent the most advanced stage of the 
star formation process before stars join the galactic field. The oldest open clusters are nearly 
1 Gyr old. Binaries in open clusters may be altered or destroyed due to many-body interactions.

OB associations are groups of O- (M > 20 MQ) and B- (M > 4 M0) stars which are always 
found in the vicinity of molecular clouds. The largest OB association in the solar vicinity 
is that of Orion, which contains 9 O-stars and more than 300 B-stars. The significance of 
OB associations is that the O and B stars have very high luminosities and thus short lifetimes. 
There is little time for them to move very far away from their birthsite, and since most are found 
near molecular gas, their existence and location is good circumstantial evidence that molecular 
clouds are the sites of star formation. However we note the existence of high-velocity OB-stars 
outside of the galactic plane which may be due to dynamical ejections from dense protoclusters 
(e.g. Clarke & Pringle 1992).

k M~h5
dN  1 1 CORE’'  CORE

^ ^ C O R E  | ,  l l / f - 2  5

1
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1.2.5 The Main Sequence

A star will evolve from the pre-Main Sequence phase by continuing to collapse until it is dense 
and hot enough to begin nuclear burning. The star will reach an equilibrium state where the 
energy generated by nuclear reactions provides sufficient pressure support to prevent further 
collapse under gravity. This is the Main-Sequence phase where the star will remain for the 
majority of its life. Stars with masses less than 0.08 M© do not reach the required temperature 
to bum hydrogen and become Brown Dwarfs (BDs) and thus do not reach the Main-Sequence 
phase.

The spectrum of stellar masses immediately after formation is called the initial mass func
tion (IMF). The first determination of the IMF was made by Salpeter (1955) who showed that 
the distribution of stellar masses could be fitted with a simple power law between 0.4 M© and 
10 M©. More recent determinations have extended the IMF down to lower masses. We will 
refer to the IMF determined by Kroupa (2001); this IMF is a 4-part power law parameterized as

dN.
dM .

where

oc M~a dM  , (1.2)

cto — +0.3 ± 0.7, 0.01 M© < < 0.08 M©;
ari =+1.3 ± 0.5, 0.08 M© < < 0.50 M© ;
a 2 = +2.3 ± 0.3, 0.50 M© < M ^ <  1.00M©;
a 3 = +2.3 ± 0.7, 1.00 M© < M .

1.3 Numerical star formation

The details of the star formation process are not very well understood. The main difficulty is that 
star formation converts low-density material from the interstellar medium (p < 10-20g cm-3) 
into stars which have a much higher density (p > 1 g cm-3). This range of density spans more 
than twenty orders of magnitude where the gas is subject to many different physical processes. 
Overall, this makes the construction of realistic models difficult. Until recent years, obser
vations of star formation did not provide many physical constraints on the models, and often 
presented new problems (e.g. the origin of outflows from young protostars). Observations 
and theory appear to suggest that star formation is a non-linear process, rendering analytical 
methods inadequate and requiring the use of numerical methods. As the main paradigm of 
star formation has shifted from quiescent, isolated star formation towards a more dynamical 
picture of rapid, turbulence-controlled star formation, computers have become an important 
requirement to investigate theoretical models. Numerical star formation requires considerable
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computing resources and due to the nature of the problems, the development of effective and 
efficient algorithms is difficult. We briefly discuss the numerical codes which I have used for 
the work in this thesis.

1.3.1 N-body simulations

Once most of the gas in a star forming region has been accreted by stars and/or evaporated from 
the cluster by high-energy photons emitted from O-stars, the dominant force in the system is 
gravity due to the protostars in the young cluster. The problem becomes one of stellar and cluster 
dynamics where gravity alone determines the fate of the cluster rather than hydrodynamics. At 
this point, N-body codes can be used to follow the ballistic evolution of the cluster. N-body 
codes solve the equation of motion assuming stars can be treated as point masses and interact 
only through gravity.

In this thesis, I have used N-body codes to model the evolution of small-N clusters to inves
tigate the properties of primordial binaries, and also of large-N star clusters to investigate the 
disruption of binaries in dense star formation regions.

1.3.2 Hydrodynamical codes

Hydrodynamical codes are used to model star formation when most of the mass is still molecular 
gas in molecular clouds. Hydrodynamical codes are required to follow processes such as the 
fragmentation of molecular clouds into cores and into protostars. Such codes have become 
increasingly sophisticated in recent years allowing most of the main physical processes involved 
in star formation to be included in simulations. These include hydrodynamics, gravity, radiative 
transfer, magneto-hydrodynamics, thermal physics and chemistry.

The two numerical schemes most commonly used to treat star formation problems are 
Smoothed Particle Hydrodynamics (SPH) and Adaptive mesh refinement (AMR) finite differ
ence codes. SPH is a Lagrangian code which uses particles to represent the fluid (Lucy 1977, 
Gingold & Monaghan 1977). SPH is particularly well suited to problems with large changes in 
density such as star formation, due to its Lagrangian nature. AMR is an Eulerian code which 
assumes a grid fixed in space where each cell represents a fluid element (e.g. Truelove et al. 
1998). The resolution of the grid (i.e. number of grid points) can increase in localised regions 
where needed. Both numerical schemes have advantages and disadvantages depending on the 
details of the problem.

One concern about hydrodynamical codes that has been highlighted in recent years is that 
of resolution. If a simulation with SPH has an insufficient number of particles, or a simulation 
with AMR uses an insufficient number of grid points, then particular physical processes will not
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be modelled correctly. In simulations of star formation, the critical process is fragmentation.
During my PhD, I have assisted in the design and coding of a SPH code, DRAGON, which 

was written as a tool to model certain stages of the star formation process. I have investigated the 
evolution of turbulent prestellar cores with particular focus on binary star formation following 
the work of Goodwin et (2004a, 2004b). I have also developed a test of our SPH code to 
investigate the resolution of SPH simulations with respect to gravitational fragmentation.

1.4 Overview of thesis

The main focus of this thesis will be to investigate the formation of binary systems using nu
merical methods. Due to the non-linear nature of star formation, we will conduct our research 
using numerical N-body and hydrodynamical codes.

In Chapter 2, we discuss in detail the orbital properties of binary stars, observational tech
niques used to detect binary stars, the extent of observational surveys of binary stars, the main 
models of binary star formation, and discuss some of the main problems that need to be an
swered in this field.

In Chapter 3, we discuss the main algorithms and features of N-body codes, in particular 
with reference to Aarseth’s NBODY series which we will use in this thesis.

In Chapter 4, we develop a simple binary formation model where cores fragment into small- 
N clusters. We then perform N-body simulations of these small-N clusters using Aarseth’s 
NBODY3 and compare the results to the observations.

In Chapter 5, we investigate using N-body simulations, the effect of the larger cluster envi
ronment on the statistics of binary stars.

In Chapter 6, we discuss the main algorithms and features of Smoothed Particle Hydrody
namics, a Lagrangian hydrodynamics algorithm commonly used in numerical star formation 
problems.

In Chapter 7, we test our Smoothed Particle Hydrodynamics code, DRAGON, using various 
standard test cases, with particular focus on the effect of artificial viscosity in simulations. 
Also, we discuss a new test called the Jeans test, designed to test the ability of SPH to resolve 
gravitational fragmentation.

In Chapter 8, we perform simulations of turbulent star forming prestellar cores. This follows 
the work of Goodwin et al (2004a, 2004b).
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Chapter 2 

Binary Stars : Observations and Theory

In this chapter, we discuss the main properties o f binary stars and higher-order multiple sys
tems. First, we discuss the parameters that define the orbits o f binary stars and higher-order 
multiple systems. Second, we review the main observational surveys o f binary stars that have 
been performed in the last two decades and summarise the main statistical properties o f field 
binaries, binaries in open clusters and pre-Main Sequence binaries in star-forming regions. Fi
nally, we discuss the main theoretical models o f binary star formation highlighting the strengths 
and weaknesses o f these models, and which are the main questions o f binary star formation that 
need to be answered.

2.1 Binary stars

A binary is a system of two stars which orbit their common centre of mass due to their mutual 
gravitational attraction. Observations show that a high fraction of the stars in the night sky 
are in fact binary systems. Higher-order multiple systems with three stars (triple systems) and 
four stars (quadruple systems) are also observed, although they are less abundant than binary 
systems. The distance between the two component stars of a binary system is generally much 
larger than the radii of the stars. We can therefore model the stars as point masses and use 
Newton’s law of gravity to model the dynamics of the system. The only stable configuration 
which has an analytical solution for the orbit is a binary system. Higher-order multiples (N  > 3) 
are generally unstable but since we have observed such systems, we know that quasi-stable 
configurations exist. These systems can be modelled numerically, or semi-analytically in special 
limiting cases.

11
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e = 0

(c)

0 < e < 1
e > 1

Figure 2.1: The possible orbits resulting from two-body interactions under gravity, (a) A circu
lar orbit with eccentricity e = 0 for two bound objects, (b) An elliptical orbit with eccentricity 
0 < e < 1 for two bound objects. The main orbital parameters are shown: a - semi-major axis, b 
- semi-minor axis, c - distance between focus and centre of ellipse, (c) A parabolic (hyperbolic) 
orbit for 2 unbound objects with eccentricity e = 1 (e > 1).

2.1.1 Orbits of binary stars

An exact general analytical solution for the orbital motion of a system containing N  gravitating 
bodies is only possible for the N  = 2 case, using the reduced two-body problem. Consider two 
bodies with masses mi and m2 (where mi > m2), having relative separation vector R = r2 -  rj, 
and assume that gravity is the only force. The equivalent reduced 2-body problem consists of a 
body of reduced mass // = mim2/(mi + m2) orbiting a stationary body of effective gravitational 
mass M = m\ + m2. The equation of motion is

cpR G(mi + m2)
I F  = IRP

R. (2 .1)

The solution of this differential equation shows that the orbits follow conic sections. The sep
aration between the two components, R = |R|, as the body moves around the orbit is given 
by

h2l{G{m\ + m2))
R = (2 .2 )

1 + e cos 6
where h is the specific angular momentum of the orbiting body, e is the eccentricity of the orbit 
and 6 is the true anomaly (i.e. the angle between the long-axis of the ellipse and the vector ). 
The eccentricity characterises the type of orbit:

For e = 0, the orbit is circular (Figure 2.1a), i.e. R = const.

• For 0 < e < 1, the orbit is elliptical. Figure 2.1b shows the main geometrical measures 
of an ellipse. The semi-major axis, a, is the length of the long axis of the ellipse, and the
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031

Figure 2.2: Examples of common multiple systems. Circular orbits are used here for simplicity, 
with each diagram in the centre of mass frame, (a) An hierarchical triple system; stars 1 and
2 are part of a bound binary, which is represented by its centre of mass, A. Binary A and star
3 orbit their centre of mass as would 2 single stars in a binary system, (b) An hierarchical 
quadruple system; stars 1 and 2 form a bound binary system, A, and stars 3 and 4 form a bound 
binary system, B; Binaries A and B orbit their centre of mass as would 2 single stars in a binary, 
(c) A planetary multiple system; The mass of the central star, A, is much greater than that of the 
other stars; Stars 1, 2 and 3 orbit around the star A.

semi-minor axis, b, measures the short axis of the ellipse. The central object is located 
at one of the foci of the ellipse, a distance c from the centre of the ellipse. In terms of 
geometrical quantities, the eccentricity is given by e = c/a.

•  For e > 1, the orbit is not closed, following either a parabolic path (e = 1) or a hyperbolic 
path (e > 1; Figure 2.1c). For e = 1, the total energy of the system is exactly zero and the 
orbiting star moves asymptotically towards infinity, i.e. the star decelerates to zero speed 
as it approaches infinity. For e > 1, the total energy of the system is positive and the body 
decelerates towards a finite speed as it moves to infinity.

A binary star must have negative total energy to be a bound system, and thus only orbits 
with 0 < e < 1 are bound orbits. Stars that travel on orbits with e > 1 are unbound.

2.1.2 Higher-order multiple systems

Although the dynamical motion of N-body systems with N  > 2 is generally non-linear, some 
quasi-stable configurations exist. Higher-order multiple systems have been observed such as 
triple systems and quadruple systems. Figure 2.2 shows the configuration of common types of 
multiple systems (using circular orbits for simplicity).
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1. Hierarchical triple systems
An hierarchical triple system (Figure 2.2a) consists of a hard binary system (i.e. a binary 
with small separation and high binding energy) which is orbiting a more distant single 
star (or more correctly the binary and the single star orbit their common centre of mass). 
If the single star is far enough away from the binary, the tidal perturbing force it exerts 
on the binary is negligible. The further apart the binary and the star, the more stable the 
system.

2. Hierarchical quadruple systems
An hierarchical quadruple system (Figure 2.2b) consists of two hard binary stars which 
are in orbit around their common centre of mass. If the distance between the binaries is 
much greater than the separation of the individual components, then the perturbing forces 
the binaries exert on each other will not be sufficient to disrupt the binaries.

3. Planetary multiple systems
A planetary multiple system (Figure 2.2c) consists of several relatively low-mass stars 
in orbit around one very massive star which dominates the gravitational potential of the 
system. This is analogous to the solar system where many planets have stable near
circular orbits due to the dominating gravitational attraction of the Sun.

2.2 Orbital parameters and statistics of binary stars

In both observational surveys and computer simulations, the binary parameters are usually pre
sented as statistical distributions of the total ensemble. The main statistics used in the literature 
are stated here, and will be used in this thesis. It should be noted that there is no universal 
convention for the definition of some parameters (in particular the multiplicity); different publi
cations use different definitions and different naming conventions which can make comparison 
difficult. The main statistics are:

• The masses of the binary components, m\ and m2. Equivalently, we could use the primary 
mass, mi, and the mass-ratio of the binary components, q = m2/mi where m2 is the 
secondary mass. In observational surveys, the latter convention is used since most surveys 
of visual binaries observe a range of primary masses.

• Measures of multiplicity - The multiplicity of stars gives a quantitative measure of how 
many binaries exist relative to the number of single stars. Several different definitions are 
used (some with different naming conventions) in the literature. We define S, B ,T  and Q 
as the number of single, binary, triple and quadruple systems respectively.
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1. Multiplicity frequency (mf) - This is the fraction of systems that are multiple. This 
does not depend on the type of multiple system.

B + T + Qmf = ------------------- (2.3)
S + B + T + Q

2. Binary star fraction (bf) - This is the fraction of stars that is in multiple systems.

2B + 3T + 4Q „
“ 5 + 2 5  +  37  +  4 2

3. Companion star fraction (csf) - This is the average number of orbits per system, 
counting a binary as one orbit, a triple as two orbits, and quadruples as 3 orbits.

,  B + 2T + 3Q 
csf = — - — - — -  (2.5)S + B + T + Q

Observational surveys are usually restricted to a particular primary mass-range. Therefore 
it is meaningful to calculate the multiplicity for a particular primary mass (or mass-range), 
rather than all stars of all masses. The binary star fraction (bf) is thus difficult to calculate 
since it requires looking at all stars in that range, including secondaries, whereas the other 
two measures of multiplicity require only observing primaries of that mass.

Physical separation - The separation of the binary components is characterised by the 
semi-major axis, a. Histograms of the separations usually use logarithmic binning, i.e. 
AN/A  log10 a or dN /d  log10 a. The area under the histogram is usually normalised to equal 
the total multiplicity of the sample. In previous publications (e.g. Duquennoy & Mayor 
1991, Patience et al. 2002), both the mf and the csf have been used.

Orbital period - The orbital period of the binary system. If we know the total mass and 
semi-major axis of the binary, then we can use Kepler’s third law to determine the period,

16 2 4 /rV
P  = G (m ,+ m 2) (2'6)

The period distribution is also presented in the form AA^/Alog10P or dN /d  log10 P, i.e. 
using logarithmic binning.

Orbital eccentricity - e
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2.3 Observational techniques

Although binary stars were known about in the 19th century, the first complete statistical surveys 
were not conducted until the early 1990’s. Such surveys have shown binary stars to be extremely 
common. Thus it is important to compile statistically robust distributions of the properties of 
binary stars in order to constrain binary star formation models, and indeed star formation models 
in general. Here, we briefly review the principal techniques used to detect binary stars.

1. Common proper-motion pairs
If two relatively close stars are observed to have a nearly identical proper-motion, it is 
inferred that they are part of a co-moving binary system. This technique is commonly 
used to detect very wide binaries where the period could be as long as 107 years making 
it impractical to follow the orbits for a complete period.

2. Direct imaging o f visual binaries
Visual binaries are binary stars where both of the individual components are resolved 
and identifiable as two single stars in the optical, or in other wavelengths such as the 
infrared (IR). Both components can only be observed if the binary system is relatively 
nearby, or if the component separation is large. Long-term observations may reveal if 
the two stars are orbiting each other, or if it is just a chance alignment of two distant 
single stars. In statistical surveys, a proportion of the binaries will be unassociated stars 
in the same region of sky by chance (called ‘apparent binaries’). Poisson statistics gives 
the probability of this occurring and thus allows a confidence level to be assigned to the 
identification of visual binaries, if the overall surface-density of stars in the region is 
known.

3. Adaptive optics imaging
The advent of adaptive optics (AO) systems has improved the resolution of telescopes 
towards their theoretical diffraction limits. Adaptive optics requires the use of a nearby 
bright reference star, which makes this method practical in young star clusters and star 
forming regions where reference stars are abundant.

4. Lunar occultation
Close binary systems (i.e. angular separation < 1") cannot be resolved due to the seeing
effects of the atmosphere. However, if the moon passes across an unresolved binary, the
moon will block out the light from one of the stars, shortly followed by the second. This 
luminosity change can be recorded easily. This method can measure angular separations 
between the binary components projected along the normal to the moon’s surface, but can
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only be used for binaries in regions where the moon passes, i.e. between a declination of 
-30° and +30°.

5. Speckle interferometry
Speckle interferometry attempts to de-convolve the effects of ’seeing’ from the true diffrac
tion limited image. Turbulent motions in the atmosphere cause light from a source to be 
diffracted with a particular point-spread function. If a short enough exposure is made, 
the effects of the diffraction can be de-convolved increasing the resolution of the image. 
Binaries with angular separations less than 1" can then be resolved. A derivative of this 
method, speckle holography, has also been adopted recently.

6. Eclipsing binaries
Eclipsing binaries have an orbital inclination close to the line of sight, such that the two 
stars eclipse each other at some point during the orbit. The total luminosity of the binary 
is reduced during an eclipse. If the luminosity is observed to vary periodically, then it is 
inferred that the star is part of an eclipsing binary system. This method cannot be used 
on its own as a tool for large statistical surveys since the percentage of systems with a 
small enough orbital inclination is very low. This method is only practical for very close 
binaries (e.g. such as interacting binaries) where the components cannot be resolved.

7. Spectroscopic binaries
The radial velocity of a star can be measured by calculating the Doppler shift of a known 
spectral line. If the Doppler shift (and hence radial velocity) is oscillating in time, we can 
infer that the star is orbiting another body, and hence is part of a binary system. If only 
one spectral line is seen to oscillate, then it is known as a single-line spectroscopic binary. 
If each spectral line has two components which oscillate in opposite directions, then it is 
known as a double-line spectroscopic binary. This is the same technique that is used to 
find planets orbiting around stars.

2.4 Surveys of Binary Stars

Observational surveys of binary stars have been conducted in many different environments using 
one or more of the techniques described in Section 2.3. Knowledge of the binary population at 
different stages of star formation (Main Sequence vs pre-Main Sequence) and in different star 
forming environments (clustered vs. isolated) provides important constraints on star formation 
theory. Many surveys have only been completed in specific limited samples e.g. volume- 
limited, magnitude-limited, resolution-limited. A complete description of binary parameters
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Sample/Region Author(s) Detection method(s) Survey limits Separation/Period Mass-ratio Eccentricity Sample size (S:B:T:Q)
Field G dwarfs Duquennoy & Mayor (1991) Spectroscopic, visual, CPM All G-dwarf primaries within 22pc, 5 < 

-15°.
10-1 < Pj  < 1010 Complete q > 0.1 

and P j  > 103
Limited P j  < 103 164 : 62 : 7 : 2

Mazeh et al. (1992) Spectroscopic All G-dwarf primaries within 22pc, 6 < 
-15°.

Complete P j  < 
3000

23 binaries

Field K dwarfs Mayor et al. (1992) Spectroscopic, visual, CPM All K-dwarf primaries within 22pc, 6 < 
-15°.

1 < Pd < io 10 Limited 
P j  < 103 5

172 : 67

Field KG dwarfs Halbwachs et al. (2003) Spectroscopic All KG-dwarf primaries within 22pc, 
6 < -15°

52 binaries

Eggenberger et al. (2004) Spectroscopic, Visual All KG-dwarf primaries within 22pc, 
S < -15°

£ A X Complete q > 0.6 570 : 51

Field M dwarfs Fischer & Marcy (1992) IR imaging, IR speckle interferome
try, Spectroscopic, visual

All stars within 20pc 0.04 AU < a < 104 AU Complete q > 0.4 Many samples - see pa
per

Udry et al. (2000) Spectroscopic All M-dwarf primaries within 20pc, 5 < 
-15°

Incomplete Pj  < 
104

31 binaries

Table 2.1: Summary of main observational surveys of field star binaries
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Sample/Region Author(s) Detection method(s) Survey limits Separation/Period Mass-ratio Eccentricity Sample size (S:B:T:Q)

Taurus Simon et al. (1992) IR imaging, IR lunar occultation T-tauri stars in the northen Taurus star- 
forming region

0.005" < 8 <  10". 28 : 11 : 2

Leinert et al. (1993) IR imaging, IR lunar occultation, IR 
speckle interferometry

T-tauri stars within Taurus star forming 
region, 3h45 < a  < 5h 15, 15° < <5 < 
35°.

0.13" < 8 <  13". 104 : 39 : 3 : 2

Simon et al. (1995) IR lunar occultation, IR imaging T-tauri stars within Taurus star forming 
region

0.005" < 8 <  10". 47 : 22 : 4

Kohler & Leinert (1998) IR imaging, IR lunar occultation, IR 
speckle interferometry, X-ray imaging

T-tauri stars within Taurus star forming 
region

0.13" < 8 <  13". 178 : 68 : 9 : 3

Torres et al. (2002) Spectroscopic X-ray selected sample of young stars in 
the Taurus-Auriga star-formating region

P y <  1 43 binaries

Duchene et al. (2004) IR imaging Class I protostars in Taurus star forming 
region

0.8" < 8 < 30". 110AU < 
a < 4200AU

2 2 :5

Ophiuchus Simon et al. (1995) IR lunar occultation, IR imaging T-tauri stars in Ophiuchus star forming 
region

0.005" < 8 < 10" 35 : 10 : 2 : 1

Barsony et al. (2003) IR speckle interferometry T-tauri stars in Ophiuchus star forming 
region

0.1" < 8 <  1.1" 19 : 4 : 1

Duchene et al. (2004) IR imaging Class I protostars in Ophiuchus star 
forming region

0.8" < 8 < 10", 110AU < 
a < 1400AU

41 : 12

Ratzka et al. (2005) Speckle interferometry . Ophiuchus star forming region 0.13" < 0 < 6 .4 " 158 : 43 : 3
Orion Prosser et al. (1994) HST PC imaging Trapezium cluster 0.06" < 8 < 1", 26AU < a < 

440AU
319:35

Padgett et al. (1997) H S1 WhPC2 imaging NGC-2064, NGC-2068 & NGC2071 0.3" < 8 < 2 .3", 138AU < 
a < 1050AU

99:15

Petr et al. (1998) Speckle holography Trapezium cluster 0.14" < 8 < 0 .5 ", 63AU < 
a < 225AU

35:4

Simon etal. (1999) Adaptive optics IR imaging Orion Trapezium Cluster 0.3" < 8 < 0.6" 292 : 17
Scally et al. (1999) CPM pairs Orion Nebular Cluster 1000AU < a  < 5000AU 8 9 4 :3
Kohler (2004) AO imaging 0.7pc -  2.0pc from ONC 0.13" < 8  < 1.11", 60AU < 

a < 500AU
See paper

Chamaeleon Kohler (2001) IR imaging, IR speckle interfermotry, 
X-ray imaging

X-ray selected T-tauri stars in the 
Chamaeleon star-forming regions

1"  < 8  < 12", 150AU < a < 
1800AU.

8 0 : 19

Southern sky star 
forming regions

Reipurth & Zinnecker (1993) IR imaging Chamaeleon, Lupus, Ophiuchus, 
Corona Australias

1"  < 8  < 12", 150AU < a < 
1800AU.

238 : 37 : 1

Ghez et al. (1997) Speckle interferometry, imaging T-tauri stars within Chamaeleon, Lupus 
and Corona Australis

0.1 < 0 <  i i . 4 3 :2 5

Melo et al. (2003) Spectroscopic Ophiuchus-Scorpius, Chamaeleon, Lu
pus, Corona Australis

Pd < 1(H 6 5 :4

Table 2.2: Summary of main observational surveys of pre-Main Sequence binaries.
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| Sample/Region Authors) Detection method(s) Survey limits Separation/Period Mass-ratio Eccentricity Sample size (S:B:T:Q)

Hyades Stefanik & Latham (1992) Spectroscopic Visible stars in Hyades cluster Pd < 103 Limited P j  < 105 200 : 46
Patience et al. (1998) Speckle Interferometry Visible stars in Hyades cluster 0.044" < 9 < 1.34" Complete q > 0.2 167:33

Pleiades Mermilliod et al. (1992) Spectroscopic, photometric KG primaries in the Pleiades cluster Pd < \ & Complete q > 0.4 
for photometric bi
naries

Limited P j  < 10' 56:30:2

Bouvieretal. (1997) IR Adaptive optics imaging KG primaries in the Pleiades cluster 0.08" < 9 < 6.9", 11AU < 
a < 910AU

144 : 22 : 3

Martin et al. (2666) IR photometry and optical spec
troscopy

Brown dwarfs in the Pleaides

Praesepe Mermilliod & Mayor (1999) Spectroscopic, photometric KG primaries in the Praesepe cluster Pd < 104 Complete q > 0.5 
for photometric bi
naries

Limited Pd < 104 47:30:3

Bouvier et al. (2601) IR Adaptive optics imaging KG primaries in the Praesepe cluster 6.08" < 9 < 3.3", 15AU < 
a < 600AU

149 : 26

Patience et al. (2002) Speckle Interferometry, Near-IR HST Praesepe cluster 6.053" < 6 <  7.28" Complete q > 0.4 100: 12
Persei Patience et al. (2002) Speckle Interferometry, NIR HST 

NICMOS
Persei cluster 0.053" < 6 < 7.28" Complete q > 0.4 109 : 10

Scorpius Brandner & Kohler (1998) X-ray selected sample of weak-line T- 
tauri stars in the Scorpius-Centaurus 
OB association

IR speckle interferometry. X-ray imag
ing

o .i"  < e < y 114: 39

Kohler et al. (2000) X-ray selected sample of T-tauri stars 
in the Scorpius-Centaurus OB associ
ation

IR speckle interferometry, IR imaging, 
X-ray imaging

0.13" < 9 < 6 " 104 : 36 : 5

Shatsky & Tokovinin (2002) Near-infrared adaptive optics B-type stars in the Scorpius OB2 associ
ation

0.3" < 9 < 6.4" 115 : 27

Kouwenhoven et al. (2004) Near-IR adaptive optics Hipparcos selected A- and B-type stars 
of the Scorpius OB2 association

0.22" < 9 < 12.4" 199 : 74

Table 2.3: Summary of main observational surveys of binaries in open clusters.
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in star formation regions is not yet available, although on-going surveys like those performed 
using CORAVEL (e.g. Duquennoy & Mayor 1991) are likely to provide invaluable constraints 
on star formation theory in the future. Here we discuss the extent and results from existing 
surveys. Tables 2.1, 2.2 and 2.3 summarise the main surveys that have been performed of 
binary systems.

2.4.1 The galactic field

The galactic field represents the final destination for the majority of stars formed. While there 
are believed to be different star formation environments that form binaries with different prop
erties (e.g. the difference between Taurus and Orion), the overall resultant binary distribution 
must be that of the field. Surveys of field star binaries provide the most complete and statis
tically robust observed binary distributions available. Table 2.1 summarises the main surveys 
performed of field stars, which binary parameters were measured, and the observational limits.

G-dwarfs
Duquennoy & Mayor (1991; hereafter DM91) published the first complete survey of the binary 
properties from a selected volume limited sample of stars. DM91 chose nearby (within 22 pc) 
field G-dwarf (F7 - G9) stars corresponding to Main-Sequence primary stars with masses in 
the range 0.84 M© < M  < 1.2 M©. This study was part of the ongoing CORAVEL spectro
scopic survey to obtain the properties of short-period spectroscopic binaries. This survey was 
combined with published data on CPM and visual binaries within 22pc to provide a complete 
sample over the full binary separation range. This yielded a sample size of 164 G-dwarf pri
maries. The mass-ratio distribution for low-period (Pd < 103days) systems was determined by 
Mazeh et al. (1992).

DM91 found that the period distribution of G-dwarf binary systems could be well fitted with 
a lognormal,

v2\
dN

d log Pa
-  CpQXp

(iogprf-iogp,y
(2.7)

where Pd is the period in days. For G-dwarfs, log Pd = 4.8, cr\ogP(l = 2.3. We convert this period 
distribution into a separation distribution (c.f. FM92) using Kepler’s third law. The separation 
distribution is also lognormal,

dN
d log af = Ca exp

Qog^AU ~ l0g QAu) 
2 o flog a

(2 .8)
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Figure 2.3: (a) The observed separation distribution of field G-dwarf binaries (Duquennoy & 
Mayor 1991), which is fitted with a lognormal function given by Equation 2.8. This lognormal 
is used in all other figures of binary separation as a reference curve, (b) The observed sepa
ration distribution of field K-dwarf binaries (Mayor et al. 1992). (c) The observed separation 
distribution of field M-dwarf binaries (Fischer & Marcy 1992)
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where aAU is separation in AU. For G-dwarfs, logaAU = 1.44, crlogfl = 1.53. This lognormal 
fit, along with the observational data, is plotted on Figure 2.3a. We also plot Equation 2.8 on 
all graphs showing the separation distribution as a reference curve. The total multiplicity of 
G-dwarfs over the full separation range is 0.57 ± 0.08 corrected for incompleteness.

K-dwarfs
The CORAVEL survey also looked at the binary properties of K-dwarf primaries. The sample 
included all K-dwarf (IV - VI) stars in the mass range 0.47 M© < M < 0.84 M© within 22pc 
with declination 6 < -15°, comparable to the DM91 G-dwarf sample. This yielded a total 
sample size of 172 K-dwarf primaries. Mayor et al. (1992) published preliminary results of this 
survey. Eggenberger et al. (2004) and Halbwachs et al. (2005) published more recent results 
of the CORAVEL survey, but combined the K-dwarf and G-dwarf samples rather than keeping 
them separate.

Mayor et al (1992) found that the K-dwarf binary period distribution is lognormal, like the 
G-dwarf period distribution, with a similar width and mean; logP d = 4.9, cr\0%Pd = 1.9. The 
equivalent separation distribution is plotted in Figure 2.3b. The multiplicity of K-dwarfs is
0.45 ± 0.07.

M-dwarfs
Fischer & Marcy (1992; hereafter FM92) published a collation of known binary properties of 
M-dwarf stars (corresponding to Main-sequence stars with masses 0.08M© < M  < 0.47M©). 
FM92 selected a volume-limited sample of all M-dwarf primaries within 20 pc from the Gliese 
(1969) catalogue, similar to DM91. They used a wide range of techniques to detect binaries, 
such as radial velocity measurements, infra-red imaging, infra-red speckle interferometry, as 
well as visual binaries and common proper-motion binaries. FM92 measured binary periods 
over nearly the same wide range as DM91.

FM92 also found a roughly lognormal period/separation distribution for M-dwarf bina- 
ries(Figure 2.3c), consistent with the the form of the G-dwarf distribution, although the height 
of the distribution is lower due to the lower multiplicity of M-dwarfs. The multiplicity of M- 
dwarfs is 0.42 ± 0.09.

2.4.2 Star-forming regions

The pre-Main Sequence phase of a star’s evolution represents the epoch between when young 
stars emerge from the core within which they formed and when they appear on the Main Se
quence. Detailed observations of this early evolutionary stage can help to establish if binary
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Figure 2.4: (a) Separation distribution of binaries in Taurus (Leinert et al. 1993) (b) Separation 
distribution of binaries in Taurus, including PMS binaries identified using the X-ray ROSAT 
survey (Kohler & Leinert 1998) (c) Separation distribution of binaries in p Ophiuchi (Barsony 
et al. 2003). (d) Separation distribution of binaries in p  Ophiuchus (Ratzka et al. 2005). The 
DM91 lognormal fit to the separation distribution of G-dwarf field binaries is shown as a thin 
line for comparison.

properties are determined when the stars are formed, or if binary properties are determined later 
on in a star’s life. Here, we discuss surveys made in the two decade of pre-Main Sequence 
binaries in well-observed nearby star forming regions. These surveys have helped to determine 
the multiplicity and separation distributions of binaries. Mass-ratios are difficult to calculate 
due to uncertainties in PMS evolutionary tracks.

Taurus
Taurus is the most studied star formation region due to its proximity (^ 140 pc) and its low den
sity (hence low extinction and lack of confusion). The properties of binary stars in Taurus have 
been investigated in various studies (Leinert et al. (1993), Simon et al. (1995), Kohler & Leinert 
(1998)) using techniques such as direct imaging, lunar occultation and speckle interferometry
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Figure 2.5: Observations of the multiplicity of low-mass PMS stars in the Trapezium cluster 
(Prosser et al. 1994; Padgett et al. 1997; Scally et al. 1999; Kohler 2004).

in the infra-red. Duchene et al. (2004) performed the first survey of the binary properties of 
even younger class I protostars.

Figures 2.4a and b show the binary separation distributions in the Taurus star formation 
region as determined by Leinert et al. (1993) and Kohler & Leinert (1998). In the separation 
range 18.2 AU < a < 1820 AU, the multiplicity of PMS stars in Taurus is about a factor of 2 
higher than for field stars. If the form of the separation distribution of PMS stars is the same 
as for field stars and we extrapolate over the entire separation range, then this suggests that all 
PMS stars in Taurus are part o f multiple systems. This is also suggested by earlier studies of 
Taurus (Simon et al. 1992, Ghez et al. 1993). Duchene et al. (2004) found that the multiplicity 
of Class I sources in the separation range 110 AU < a < 1400 AU is about 0.23 ± 0.09, which 
again is about twice the value of field stars.

Ophiuchus
The Ophiuchus star forming region has intermediate properties between the two extreme cases 
of Taurus and Orion (e.g. Duchene et al. 2004). It is relatively nearby (^ 140pc) and is thus 
well observed. Barsony et al. (2003) and Ratzka et al. (2005) have performed surveys of p- 
Ophiuchus using infra-red speckle interferometry techniques similar to those used to observe 
Taurus. Duchene et al. (2004) also surveyed the binary properties of class I protostars in 
Ophiuchus, as well as Taurus.

Binary surveys of Ophiuchus (e.g. Barsony et al. 2003, Ratzka et al. 2005) reveal that the 
multiplicity of PMS stars in the separation range 10 AU < a < 1000 AU is greater than in the 
field, and similar to the multiplicity of Taurus. Barsony et al. (2003; Figure 2.4c) show that 
while there is an excess of binaries in the separation range 10 AU < a < 1000 AU relative to the 
field, the multiplicity in other separation ranges is roughly consistent with the field (although
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Figure 2.6: (a) Separation distribution of PMS binaries from the Ophiuchus, Lupus,
Chamaeleon and Corona Australis star formation regions (Reipurth & Zinnecker 1993) (b) 
Observations of spectroscopic binaries in the Ophiuchus-Scorpius, Chamaeleon, Lupus and 
Corona Australis star formation regions (Melo 2003) combined with observations by Ghez et 
al. (1993) and Ghez et al. (1997) (c) Compilation of observations of the binary separation dis
tribution for binaries in Taurus, Ophiuchus, Lupus, Chamaeleon and Corona Australis (Patience 
et al. 2002)

observations in these separation ranges are not necessarily complete). The form of the separa
tion distribution for pre-Main Sequence stars is thus different to the Main Sequence distribution. 
Duchene et al. al (2004) found that the multiplicity of Class I sources in Ophiuchus within the 
separation range 110 AU < a < 1400 AU is about 0.29 ± 0.07; this is the same (within a \a )  as 
the multiplicity of Class I sources in Taurus and again roughly twice that of the field.

Orion
The Orion star formation region is considered to be the archetypal example of the clustered 
mode of star formation. It is believed that the majority of stars are formed in such environments 
(e.g. Lada & Lada 2003), so constraining its binary properties is of particular importance. 
The Orion star forming region has several distinct sub-regions, such as OB associations, the
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molecular cloud complex, embedded clusters and the famous Trapezium cluster. Observations 
of binary stars have concentrated on the Trapezium cluster (Petr et al. 1998, Padgett et al. 1997) 
and also the wider Orion Nebular Cluster (e.g. Scally et al. 1999)

The binary separation distribution in Orion is less well constrained due to its greater distance 
and higher stellar density. Figure 2.5 shows a compilation of various studies of the separation 
distribution in the dense Trapezium cluster. The observations suggest a deficit of binaries com
pared to the field for solar-mass stars. The csf in Orion for binaries with a ~ 100AU is between 
~ |  and ~ |  of the field value, although the statistical errors are large. There also appear to 
be no wide binaries present {a > 1000 AU) in the Trapezium cluster (Scally et al. 1999). This 
suggests the overall csf of the Trapezium cluster is lower than the field, unless there is an excess 
of binaries at smaller separations. This is in contrast to less dense regions like Taurus where 
there is a clear excess of binaries at wider separations. However, Petr et al. (1998) found that 
the csf in the outer regions of the Trapezium, plus other parts of the ONC have a higher csf than 
the field, and comparable to Taurus and Ophiuchus.

Combined surveys
Reipurth & Zinnecker (1993) performed one of the first combined surveys of pre-Main Se
quence binaries, including binaries from the Ophiuchus, Lupus, Chamaeleon and Corona Aus
tralis star formation regions. They found that the multiplicity in the separation range 150 AU < 
a < 1800 AU is approximately 0.16, 1.4 times larger than the field value (Figure 2.6a). Extrap
olating over the full binary separation range, they suggest the multiplicity is at least 0.8.

Melo (2003) combined spectroscopic studies of pre-Main Sequence binaries in Ophiuchus- 
Scorpius, Chamaeleon, Lupus and Corona Australis with high-angular resolution studies of the 
same regions from Ghez et al. (1993) and Ghez et al. (1997). Figure 2.6b shows the resulting 
separation distribution. The csf of pre-Main Sequence spectroscopic binaries is larger than in 
the field, but is within the lcr error bars and thus may not be statistically significant. The csf of 
larger-separation binaries (15AU < a < 1800AU) is 0.52 and is almost twice as large as the csf 
of Main Sequence binaries in the same separation range. Melo (2003) notices differences in the 
multiplicity of spectroscopic binaries between the different regions.

Figure 2.6c shows the separation distribution from a compilation of various star forming 
regions (Taurus, Ophiuchus, Chamaeleon, Corona Australis, Lupus) by Patience et al. (2002).
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Figure 2.1 \ (a) Separation distribution of binaries in the Hyades cluster (Patience et al. 2002). 
(b) Separation distribution of spectroscopic and visual binaries in the Pleiades cluster (Bouvier 
et al. 1997). (c) Separation distribution of visual binaries in the Praesepe cluster (Bouvier et al. 
2001).

2.4.3 Young open clusters

Young open clusters represent an intermediate state between star formation and when a star 
joins the Galactic field population. Observations at this stage of the evolution may provide an
other constraint on binary formation models.

Hyades
The Hyades is a nearby (« 46 pc) open cluster of estimated age 625 Myr (Perryman et al. 1998). 
It has been surveyed for binaries using spectroscopic methods (e.g. Griffin et al. 1988) and using 
infra-red speckle interferometry (Patience et al. 1998).

Figure 2.7a shows the separation distribution of Hyades binaries in the separation range
0.02 AU < a < 25 AU (Patience et al. 2002). The multiplicity at all separations in this range 
appear to be at least as high as the field. However, there is a noticeable peak in the separation 
distribution at around a ~ 5AU, i.e. at a significantly smaller separation than the peak of the
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field G-dwarf binary separation distribution at a ~ 50AU. This suggests that the separation 
distribution of clusters such as the Hyades is weighted towards smaller separation than the field,
i.e. opposite to observations of some star forming regions such as Taurus which suggest a peak 
at larger separations than the field.

Pleiades
The Pleiades is one of the most well known star clusters. It is situated in the constellation of 
Taurus at a distance of « 132 pc. The cluster has an estimated age of « 100 Myr (Mazzei & 
Pigatte 1989). It has been surveyed for spectroscopic binaries (Mermilliod et al. 1992) and 
for visual binaries using Adaptive Optics (Bouvier et al. 1997). Surveys of brown dwarfs and 
brown-dwarf binaries have been conducted using optical and near infra-red photometry (e.g. 
Martin et al. 2000, Pinfield et al. 2003).

Figure 2.7b shows the observed separation distribution of the Pleaides combining the results 
of Bouvier et al. (1997) and Mermilliod et al. (1992). In the observed separation ranges 
(a < 2 AU for spectroscopic binaries; 11 AU < a < 910 AU for visual binaries), the multiplicity 
is similar (within the errors) to the field G-dwarf values.

Martin et al. (2000) find that the multiplicity of brown dwarfs in the Pleiades is low. Out 
of a sample of 34 brown dwarf candidates, they find 6 binaries with separations a <21  AU, but 
none with a > 27 AU suggesting both a low overall multiplicity for brown dwarfs and a deficit 
of wide systems. However, Pinfield et al. (2003) suggest that the multiplicity of brown dwarfs 
in the Pleaides may be as high as 0.5.

Praesepe
Praesepe is an open cluster of age ^  700 Myr. Bouvier et al (2001) surveyed the cluster for G 
and K-type primaries and detected 26 binaries using Adaptive Optics. Patience et al. (2002) 
surveyed the cluster using speckle interferometry.

Figure 2.7c shows the separation distribution observed by Bouvier et al. (2001) in the range 
15 AU < a < 600 AU. The separation distribution is consistent with the field G-dwarf distribu
tion within the statistical errors. There is a suggestion that the multiplicity of binaries at larger 
separations is lower than the field but better statistics are required to confirm this trend.

Scorpius
Scorpius OB2 is an OB association near the Scorpius star formation region. Shatsky & Tokovinin 
(2002) searched for visual companions of B-type (3.5 M© - 20M©) stars using near infra-red 
adaptive optics. They found the csf of B-type stars in the separation range 45 AU < a < 900 AU 
was 0.26 ± 0.05 compared to 0.16 for field G-dwarfs in the same range.
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Figure 2.8: Observed mass-ratio distribution for (a) field G-dwarf binaries with periods Pd > 
103 (Duquennoy & Mayor 1991), and (b) field G-dwarf binaries with periods Pd < 103 (Mazeh 
et al. 1992).

Kouwenhowen et al. (2004) conducted a survey of the multiplicity of stars of various spec
tral classes, focusing on A-type (1.8 Mo - 3.4 M©) stars selected from HIPPARCOS data, again 
using near infra-red adaptive optics. They found a possible trend of multiplicity with mass in 
their limited sample; in general the multiplicity decreased with decreasing mass.

Kohler et al. (2000) have observed the multiplicity of T-tauri stars in the Scorpius-Centaurus 
OB association selected by X-ray observations using speckle interferometry and direct imaging. 
They find that the multiplicity of pre-Main Sequence stars in the separation range 17 AU < a < 
780 AU is 1.6 times higher for field stars. They also compare the separation distribution of two 
subgroups in the association, Upper Scorpius A and B, and find the peak of the distribution is 
different.

2.4.4 Mass-ratios

DM91 find that for binaries having Main Sequence G-dwarf primaries, the distribution of q- 
values is dependent on the period. For long-period systems {Pd > 103), the ^-distribution has 
a significant peak at around q = 0.3 (see Figure 2.8a). For short-period systems, a much flatter 
distribution is observed, gently rising towards q = 1 (Mazeh et al. 1992; Figure 2.8b).

Mass ratios have also been determined for binaries having Main Sequence M-dwarf pri
maries by FM92. However, there are too few systems to reveal any clear dependence on period, 
and the sample is incomplete for q < 0.4. For the whole sample, the distribution of mass ra
tios is consistent with being flat in the range q > 0.5, but there is the suggestion of a decrease 
for lower g-values. We note that for M-dwarf primaries these low g-values (q < 0.5) usually 
correspond to brown dwarf companions.
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Figure 2.9: Observed eccentricity distribution for (a) field G-dwarf binaries with periods 
Pd > 103 (Duquennoy & Mayor 1991), and (b) field G-dwarf binaries with periods Pd < 103 
(Duquennoy & Mayor 1991). (c) Period vs. eccentricity for G-dwarf binaries (Duquennoy & 
Mayor 1991); this graph shows the observed circularisation cut-off at around 10 days.

2.4.5 Eccentricity

DM91 find that for binaries with Main Sequence G-dwarf primaries, the eccentricity distribution 
depends on the period. For long-period systems (Pd > 103, a > 10 AU), the eccentricity 
distribution is approximately thermal (i.e. dN/de = 2e, Valtonen & Mikkola 1991); the DM91 
results for long-period binaries are shown on Figure 2.9a. For short-period binaries with Main 
Sequence G-dwarf primaries (Pd < 103), the eccentricities tend to be significantly lower, with a 
distribution peaked around e ^  0.2 (See Figure 2.9b). In addition, there appears to be an upper 
limit on the eccentricity, eMAX(P), which decreases with decreasing P and approaches zero for 
Pd < 10 (see Figure 2.9).

The data available for binaries with Main Sequence primaries of other spectral types (i.e. 
M-dwarfs and K-dwarfs) are limited, particularly for systems with long periods, but the overall 
distribution of eccentricity with period appears to be broadly similar to that for binaries with 
G-dwarf Main Sequence primaries. In particular, the upper limit on the eccentricity, eMAX(P),

2 4

i°gi0(p/ dc|ys)
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decreasing with decreasing P and approaching zero for Pd < 10, appears to apply to all Main 
Sequence binaries (Mayor et al. 1992, Udry et al. 2000). This upper limit on e is normally 
attributed to tidal circularisation of close orbits.

For Pre-Main Sequence binaries the data on eccentricity is limited to short-period systems 
{Pd < 104). Again there appears to be an upper limit on the eccentricity, eMAX(P), which de
creases with decreasing P (Mathieu 1994). However, this limit is somewhat larger than that 
for binaries with G-dwarf Main Sequence primaries, and it only approaches zero for Pd ^ 3. 
Again, this is consistent with a picture in which close systems are circularised tidally; in pre- 
Main Sequence systems there has been less time for the process to work.

2.5 Theories of Binary Star Formation

In this section, we discuss the various theories of binary star formation that have been proposed. 
We discuss older theories, explaining the reasons for their failure to explain the observations, 
and then discuss in greater detail theories which are currently being investigated by the star 
formation community (For further reading, see Tohline 2002 and Larson 2003).

2.5.1 Fission

Fission was proposed as early as the 19th century as a possible formation mechanism for binary 
stars. Fission occurs when a star-forming cloud with non-zero angular momentum forms a 
protostar and ’spins up’ as it collapses. When the rotational velocities of the protostar become 
too high (i.e. greater than the break up speed), the protostar splits into two stars thus forming 
a binary star. This theory remained popular until the 1970’s where increased computer power 
allowed numerical simulations to investigate fission thoroughly. Various numerical studies (e.g. 
Durisen et al. 1986) show that fission is unlikely to occur and is incapable of explaining the 
observed properties of binary systems. Simulations suggest that a rapidly rotating cloud will 
form spiral arms which transport angular momentum away from the star until it is stabilised 
rather than split into two bodies. When fission does occur, the mass-ratios are typically low (i.e. 
q «: 1) contrary to observations.

2.5.2 Capture

The theory of capture assumes that a star forms as a single object in a cluster and then becomes 
bound to another star by dynamical encounters. Capture by purely dynamical (i.e. gravita
tional) interactions requires at least three stars. For two unbound stars to become bound as a 
binary system, a third star must remove some binding energy from the pair. This mechanism
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has several failings in respect to the observations; (a) 3-body encounters are rare, both in the 
cluster environment and the field, so capture is too inefficient to produce the observed number 
of binaries (e.g. Kroupa 1995), (b) the ages of binary components would not be correlated in 
capture whereas observations suggest the ages of binary components are the same, suggesting 
that they form at the same time and presumably as a binary (Ghez & White 2000).

2.5.3 Disc capture

T-tauri stars are known, both indirectly (through their SEDs) and directly (from HST observa
tions), to have significant discs. A variant on the capture model is that single pre-Main Sequence 
stars interact very early on before their discs have been accreted. Close interactions between 
discs or star-disc encounters may dissipate orbital energy. Disc interactions may therefore pro
vide a mechanism for forming a binary system from two unbound stars. Disc capture only 
requires two-body interactions and thus may be more common than dynamical capture. How
ever, simulations of star-disc encounters using realistic clusters suggests that the high relative 
velocities would result in the disc being destroyed rather than dissipating enough energy to leave 
the system bound.

2.5.4 Core fragmentation

The Shu (1977) model of star formation assumed that prestellar cores produce only a single 
star. However, binary star formation models that assume stars initially form as singles (such as 
capture and disc capture) cannot explain the high multiplicity of stars. We must assume stars 
are bom in multiple systems. Prestellar cores are assumed to fragment into multiple protostars. 
There are several possible modes of fragmentation which we briefly discuss.

1. Disc fragmentation
Depending exactly on the initial conditions, disc fragmentation occurs when a core ini
tially collapses to form a central star. Any material that has sufficient angular momentum 
forms a flattened accretion disc around the star. The remaining core material will become 
part of the disc. If the disc becomes sufficiently massive, and depending on the thermal 
properties of the disc, then the disc can become gravitationally unstable and fragment 
forming a second star.

2. Rotational fragmentation
Rotational fragmentation is when a core fragments directly after the first collapse phase 
forming multiple protostars. Unlike disc fragmentation, rotational fragmentation does not 
produce a central object first. In general, rotational fragmentation occurs when a slowly
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Figure 2.10: Example of ring fragmentation in numerical simulations of star formation (from 
Cha & Whitworth 2003b).

rotating core collapses due to gravity. The main parameter is /?(= rotational energy / 
gravitational energy). As a core collapses, (3 increases; when (3 » 1, the infalling material 
is rotating so fast that it exceeds centrifugal support and ’bounces’ back outwards. This 
can form a dense ring of material which is unstable and fragments into multiple protostars 
(e.g. Bonnell & Bate 1994, Cha & Whitworth 2003b; see Figure 2.10). This mechanism 
is highly dependent on the density and velocity profiles. In particular, it seems to require 
a differentially rotating core to work effectively (e.g. Myhill & Koala 1992); otherwise a 
central object may form first.

3. Dynamically triggered fragmentation
Dynamically triggered star formation occurs when a particular star formation event is 
triggered by the motion of other material, such as clumps or protostars, in the star-forming 
region. Examples of dynamically triggered star formation include cloud-cloud collisions 
(e.g. Bhattal et al. 1998), interactions between protostars and protostellar discs (e.g. 
Boffin et al. 1998, Watkins et al. 1998a, 1998b). The increased density in turn increases 
the cooling rate such that the temperature is reduced thereby shortening the Jeans length. 
If the Jeans length is much shorter than the system size, then fragmentation can occur.

4. Turbulent fragmentation
Observations of star-forming regions suggest that turbulence plays an important role in 
determining the structure and evolution of molecular clouds (e.g. Larson 1981). Simu
lations of prestellar cores with turbulence show that turbulent motions can promote frag
mentation. Turbulent motions can seed density perturbations in a core or create gravi- 
tationally unstable shock layers. Many recent studies of star formation have focused on 
the effects of turbulence (e.g. Bate, Bonnell & Bromm 2002a, 2002b, 2002c, Goodwin, 
Whitworth & Ward-Thomson 2004a, 2004b). Turbulent fragmentation can explain the
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formation of brown dwarfs as an ejected population of protostellar ’seeds’ that have not 
had sufficient time to accrete.

2.5.5 Problems involving binary star formation

Here we discuss some of the important questions that need answering in order to obtain a more 
complete understanding of the origin of binary stars and their statistical properties. Answering 
these questions is the main motivation for the work reported in this thesis. We distinguish 
here between the primordial binary population, which are binaries resulting directly from the 
fragmentation of individual cores (i.e. zero-age binaries), and the pre-Main Sequence binary 
population, which may have undergone internal or external evolution after a finite time.

1. What are the main factors that determine the properties o f primordial binaries?
If we assume that an individual star-forming core produces an individual stellar system 
(i.e. a single, binary or higher-order multiple), then the properties of the stellar system 
are likely to be determined by the properties of the core. This includes the core mass, 
total angular momentum, the velocity profile (e.g. turbulent, bulk rotation, differential 
rotation etc..), the density profile, the temperature profile and the ionization fraction. Ex
ternal factors may also influence the core evolution (e.g. ambient magnetic-field, ambient 
pressure in the molecular cloud). The overall process is complicated with many different 
free parameters to choose if one wishes to perform simulations of star formation.

2. Are the properties o f primordial binaries the same in regions like Taurus and Orion?
The properties of primordial binaries cannot be directly measured since they are deeply 
embedded in molecular clouds. Eventually young stars emerge from the cloud, but not 
before a finite amount of time during which significant evolution may have occurred (e.g. 
dynamical decay, tidal disruption). It is thus difficult to determine the actual primordial 
binary properties directly.

3. What is the main reason for the difference between pre-Main Sequence binary properties 
in different regions ?
If the properties of primordial binaries are the same in different regions, then environ
mental factors are presumably responsible for any differences when young-stellar objects 
enter the pre-Main Sequence phase. The favoured mechanism is binary disruption due to 
binary-binary and binary-star encounters. Kroupa and co-workers (e.g. Kroupa 1995a, 
1995b) have argued that primordial binary properties are universal and that the differ
ences between regions are due to such disruptive interactions. In this picture, low-stellar 
density regions will have little binary disruption (hence explaining the high multiplicity
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of Taurus) whereas higher-stellar density regions will have considerable binary disruption 
(hence explaining the apparent low multiplicity of Orion).

4. Why are pre-Main Sequence binary properties different from the field? How do pre-Main 
Sequence properties evolve to become those o f the field?
The field binary properties are in effect a weighted average of the properties of pre-Main 
Sequence binaries from different regions. It has often been stated that the pre-Main Se
quence multiplicity is higher than that of the Main Sequence. However, most studies have 
focused on low-density regions like Taurus, whereas the majority of stars probably form 
in denser clusters such as Orion (e.g. Lada & Lada 2003), where the observed statistics 
are not very robust. Better observations of the binary properties of regions such as Orion 
may be required before this question can be answered.



Chapter 3 

N-body codes

In this chapter, we discuss the main principles and algorithms behind the design o f N-body 
codes. In particular we focus on the NBODY series written by Sverre Aarseth, which we will 
use later in this thesis. We discuss the main integration schemes used, the principle algorithms 
used to improve accuracy, such as regularisation, and the output files produced by NBODY.

3.1 Newton’s law of gravity

N-body codes compute the dynamical evolution of an ensemble of N  particles, where gravity is 
the only or dominant force. The equation of motion for the ith particle is given by Newton’s law 
of gravitation

A  GmXr, -  r,) 
a ' =  "  E  - T  ' 13 ( 3 1 )

j k f *  |Fi _

N-body codes are commonly used in astrophysics to model the motions of stars in clusters, and 
also the evolution of dark matter in cosmological and galaxy simulations. In this thesis, N-body 
codes will be used to model the evolution of small-N (N  < 6 ) clusters, and of larger (N = 400) 
clusters.

3.2 The NBODY codes

A powerful series of N-body codes has been developed by Sverre Aaresth at the Institute of As
tronomy, Cambridge, called NBODY. There are currently 6  main versions, entitled NBODY 1 
to NBODY6 , with a variety of different features and each optimized for a particular problem. 
We have chosen to use these codes to model cluster evolution, due to their robustness, sophisti
cation and accuracy after more than forty years of development. Table 3.1 shows the different

37
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NBODYl NBODY2 NBODY3 NBODY4 NBODY5 NBODY6

Force Polynomials • • • • •
Hermite Scheme • •
Gravity softening • •
KS regularisation • • • •

3/4 body regularisation • •
Chain regularisation • •
Stumpff KS method •

Ahmad-Cohen scheme • • •
Co-moving co-ordinates •

Stellar evolution • •

Table 3.1: Algorithms used in the NBODY codes

features available in the NBODY series, which we will discuss in this chapter.

3.3 Integration scheme

N-body codes require an accurate and stable integration scheme due to both the non-linear 
nature of motion under gravity, and the singular form of Newton’s law of gravity (i.e. |a,| —> oo 

as |r,- - T j \  —> 0). Simple Euler and Runge-Kutta methods are not accurate enough and can be 
numerically unstable, therefore more advanced schemes such as high-order predictor-corrector 
schemes are required. A predictor-corrector scheme uses information from previous steps to 
form a ’prediction’ of the solution. This new information is used to form a corrector step which 
improves the accuracy of the final solution.

3.3.1 Force Polynomials

A common predictor-corrector integration scheme used in earlier versions of the NBODY codes 
is the Force Polynomial scheme developed by Aarseth (1963), and improved upon by Ahmad & 
Cohen (1973). This scheme records the acceleration vector, a, for each particle at four previous 
times, t0, t\, t2, h , with t0 being the most recent. Using this information, we can fit a with a 
fourth-order polynomial using a Taylor series

a(2) a(3) a(4)
a, = a0 + a0)(A?) + ^-(A?)2 + + ^ 7 (A,)4 (32)

where a(/l) is the nth derivative of the acceleration with respect to time, i.e. dna/dtn, and At = 
t-to -  In order to construct the various terms in the Taylor series, we use the divided differences, 
D* (Ahmad & Cohen 1973). These are constructed using the values of a from the 4 previous
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times. Mathematically,

(3.3)
~ h

where D° = a. The square brackets indicate the time intervals between which each divided dif
ference is constructed. Note that apart from D°, this is a recursive definition. First we calculate 
the values of D 1 from D°(= a), then the values of D2  from D 1 , and so on. The Force Polynomial 
(Equation 3.2) can then be written in terms of divided differences:

a, = (((D4(/ -  h)  + D3)(; - 12) + D 2)(t - ; , )  + D')(r -  r0) + F0. (3.4)

Expanding Equation 3.4 and comparing terms containing At, At2, At3 and At4 with Eq. 3.2 gives 
the acceleration derivatives in terms of divided differences.

a(1) = ((D4 f' + D 2)t'2 + T>2)t\ + D 1

a(2) = 2!(D \t\t'2 + t'2t'3 + t\f3) + D\ t [  + t'2) + D2)
a(3) = 3 !(D4 (r' + t2 + t3) + D3)
a(4) = 4!D4

where t[ = t0 -  tk. To proceed, we first evaluate the first 3 divided differences, D1, D2  and D3  

from the previous acceleration information and form the first 3 force derivatives using Equation 
3.5 (ignoring any terms involving D4) which yields the preliminary (i.e. predictor) solution. 
The preliminary solution is then used to calculate D4. To form the corrector step, we include all 
terms with D4  (and a(4)) in the Force Polynomial.

No previous information is known at the first step, so special starting conditions are required 
(e.g. Aarseth 2001b). It is possible to include higher order terms in the Taylor series, but each 
successive, term needs even earlier acceleration information, and thus becomes less and less
accurate but increasingly expensive computationally. A fourth-order scheme is found to be the
optimum order for this type of integration scheme (Makino 1991).

3.3.2 Hermite scheme

A more recent integration scheme used in N-body codes is the Hermite integration scheme 
developed by Makino & Aarseth (1992). Hermite interpolation allows us to fit a function with 
a 4th-order polynomial between two points if we know the value of the function and its first 
derivative at those two points. As with the Force Polynomial scheme, we can fit a with a fourth- 
order polynomial. To use Hermite interpolation in N-body codes, we need to calculate a and



40 CHAPTER 3. N-BODY CODES

a(1) at the beginning and end of the timestep. The acceleration of a particle is given by

N_ v  G ntjiri-V j)
-  L  I r . - r . l 3  ( 3 -6 )

j=hj*i |r'

and we are able to calculate its first derivative explicitly by differentiating Eq. 3.6 to obtain

..... ■. ■ r .i i r - f . p

First we calculate ao and at the beginning of the timestep. Using this information, we 
predict the position and velocity of the particles at the end of the step,

r = r0  + v0A t + ±a0A t2 + ^a^A t \
A 1 (1) A 2 W - O /v = v0 + a0Ar + â̂  ’At .

Next, we calculate the acceleration and its first derivative at the end of the step, i.e. a and a(1). 
To form the corrector term, we consider a Taylor series for both the acceleration and its first 
derivative up to order a(3), i.e.

a = a0 + af^A* + ial2)At2 + ral3)At3,
(3.9)

2 0

Solving these two equations simultaneously gives a<2) and a®,

a® = 2(-3(ao -  a) -  (2a™ + a(l))At)/Af2  

a® = 6(2(ao -  a) + (a™ + a®)At)/A/3.

We can now add the higher order correction terms to Eq. 3.8,

r = r + 2 4  a® At4  + ^a® A t5, 
v = v + |a®At3  + £a®A t4.

(3.10)

(3.11)

The main benefit of the Hermite scheme over the Force Polynomial scheme isthat the first 
derivative is exactly determined and hence it is more accurate and stable. The Hermite scheme 
can use larger timesteps than the Force Polynomial scheme and achieve the same level of accu
racy. It is different from other predictor-corrector schemes in that you don’t re-use past infor
mation to predict, but you use all the information you have at the beginning of the step. This 
scheme has been incorporated into NBODY2, NBODY4, NBODY5 and NBODY6 .
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3.4 Timesteps

The timestep, At, controls the accuracy and efficiency of the integration. We use the notation 
At = t -1 0. The error in the fourth-order Force Polynomialis of order 0(A t5) and hence reducing 
the stepsize increases the accuracy of the calculation. On the other hand, reducing the stepsize 
increases the number of force calculations required over the course of the simulation and hence 
the computational effort. The optimum stepsize can be calculated using the current acceleration 
and acceleration derivative information. One simple form of the timestep uses the acceleration 
and its second derivative

where 77 is a dimensionless number that controls the accuracy. This is similar to the Courant 
condition (Courant et al. 1967), but may fail in certain special situations (e.g. when |a| ~ 0), so 
a more sophisticated timestep criterion of the form

is used in the NBODY codes (Aarseth 2001b). This prescription uses all the acceleration deriva
tives to ensure an appropriate timestep. The suggested value of 77 for optimum performance is 
0.2 in the NBODY codes (e.g. Aarseth 2001b).

3.4.1 Multiple particle timesteps

Applying Equation 3.13 to all the particles typically gives a wide range of timesteps. Although 
it is possible to use a single global timestep (usually equal to the minimum value of At of all the 
particles), this would only be efficient for a small number of particles. For a large number of 
particles, it would require many more force polynomial calculations than is deemed optimum 
by Equation 3.13. A more efficient approach is to use multiple particle timesteps in place of 
a global timestep. In order to achieve this in practice, a hierarchy of discrete timesteps Atn is 
used, where

Note therefore that fmax must equal tmin 2"max.
All particles are synchronised at the beginning of the simulation. Particles with the smallest 

timestep are calculated first and at the end of the timestep the force is recalculated, and the 
timestep for the next step is determined. When calculating the force for the particles with small

(3.12)

(3.13)

Atn = rinjn T  and n = 0,1,...., nx'max ' (3.14)
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timesteps, the positions of the other particles are calculated to low-order using a Taylor series

a a(1)
rj = r0 + v0(f -  tj) + — {t -  t j f  + — (r -  tj)3 (3.15)

where tj is the time of the last force polynomial calculation of particle j. Particles with larger 
timesteps have their positions predicted using Equation 3.15 until they reach the end of their 
timesteps, where the force polynomial is fully calculated as described in section 3.3.1. Once 
the maximum timestep, tmax, is reached, all the particles have gone through at least one of their 
timesteps and the particles are all syncronised again. The procedure is repeated again beginning 
with recalculating all the timesteps using Equation 3.13.

3.5 N-body units

The NBODY codes use the standard set of N-body units (Heggie & Mathieu 1986). In these 
units, we set the gravitational constant, G = 1, the total mass, Mtot = 1, and the total energy, 
Etot = -1 /4  (for bound systems). In these units, the virial radius is equal to Rv = 1, the rms 
velocity is Vrms = 2 \[2 and the crossing time is tcr = 1 V2. NBODY automatically scales using 
these units, although they can be adjusted using one of the switch options. The procedure of 
standard N-body units is described in Aarseth (2001).

3.6 Regularisation

3.6.1 The 2-body singularity and gravity softening

Due to the form of Newton’s law of gravity, the force between two bodies becomes infinitely 
large as the separation approaches zero. Even when two stars do not ’collide’, the asymptotic 
behaviour of the force near the singularity can cause large errors in the numerical integration, 
both for the Force Polynomial and Hermite schemes. Early N-body codes (and some modem 
ones) used gravity softening to counter this problem. Gravity softening adds an extra term to 
the denominator in the usual inverse square law, i.e.

Gmjir, -  rj)
(l 12 2 )3/r(Ir, -  r /  + e2)

The denominator can never equal zero, and as the numerator tends to zero, then |a| —> 0. Al
though this form of gravity reduces numerical errors and prevents singularities, the motion is 
not modelled correctly for small separations, i.e. |r, -  r7| < e
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3.6.2 KS regularisation

An alternative solution is to regularise the equations of motion. For a 2-body interaction, a co
ordinate transformation can be performed so that the new equations of motion do not become 
singular at any point, unlike Newton’s law. These new equations can be integrated much more 
accurately, and can be transformed back to physical co-ordinates at any point.

The NBODY codes use Kustaanheimo-Stiefel (hereafter KS) 2-body regularisation (Stiefel 
& Scheifele 1971, Aarseth 2001a). In a 2-body interaction, the relative acceleration between 
the 2  bodies is given by

Mu
ay = - - ^ R ,7  + P (3.17)

Rtj
where R = r ; -  ry, R^ = |Riy|, Mtj = ra, + ray and P is the tidal perturbing force per unit mass 
due to other stars (using N-body units with G -  1). In this form, the dependent and independent 
variables are R and t respectively.

In KS regularisation, we transform both the displacement and time into new co-ordinates.
First, we transform the position 3-vector, R,y, into the 4-vector u. R,y and u are related by the
matrix transformation

Rij = L (u) u (3.18)

where
/ \

Ml —m2 —m 3 m4

u2 Mi —m4 —m3

m 3 m4 Mi m2

m4 —m 3 m 2 —Mi

is the KS transformation matrix. u\, u2, m3 and m4 are the four components of the 4-vector u. 
Note that now we must define R/y as a 4-vector and set the fourth component equal to zero in 
order for Equation 3.18 to be valid. Also the time is transformed to a fictional time r  by the 
differential relation dt = dr. r  is not linearly related to t since Rij in general changes with 
time (except for circular orbits). The regularised equations of motion (in the new co-ordinates) 
become

u" = \h u  + iR I /P
h! = 2u' • I /P  (3.20)
f  = u u

(See Aarseth 2001a for a complete description). These new equations of motion describe the 
relative motion of 2 particles (in the new co-ordinates). In the context of the overall cluster, the 
KS pair is replaced by one particle representing their mutual centre of mass and its motion is
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integrated as a regular single particle.
The relative perturbation, y, is defined as the ratio of the perturbing force to the mutual 

2 -body gravitational force, i.e.
in*?,

r  = ( 3 ' 2 1 )

For no perturbation or a very weak (y <sc 1) perturbations, the equations of motion reduce to the 
simpler forms

u" = ^hu
h' = 0  (3.22)
f  = u u

Equation 3.22 is similar to the equation of SHM, and solutions correspond to bound elliptical, or 
unbound hyperbolic, orbits in real space. For larger perturbations, the extra terms are included 
as in Equation 3.20 and must be solved numerically.

3.6.3 Higher-order regularisation schemes

For close interactions with more than two particles, either 3-body, 4-body or chain regularisation 
must be used. 3-body regularisation extends the principles of 2-body regularisation by choosing 
a reference body, and solving two coupled KS-regularised differentials equations for the relative 
motions of the other bodies (Aarseth & Zare 1974). The reference body is chosen with the 
criterion that the distance between the other 2  bodies is not the smallest distance in the system.

Chain regularisation further extends the principle of solving many coupled KS diffemtial 
equations (Mikkola & Aarseth 1993). In practice, it is used for interactions involving up to ten 
stars, but in principle, it could be extended to more stars. An inter-particle chain is created con
necting all the stars involved in the many-body interaction. Analogous to 3-body regularisation, 
the criterion is that the smallest distance between stars not along the chain, is larger than the 
smallest distance between stars in the chain. For a chain of m stars, we need to solve m -  1 
coupled KS differential equations. In NBODY, the differential equations are solved using the 
Bulirsch-Stoer method (Press et al 1992).

3.7 Ahmad-Cohen Neighbour scheme

Ahmad & Cohen (1973) devised a scheme to reduce the computational cost of N-body simula
tions with large N. One complete timestep typically requires ~ N 2 force polynomial calcula
tions. To reduce this expense, they split the force polynomial into 2 contributions, an irregular



3.8. CO-MOVING CO-ORDINATES 45

and regular component, i.e.
F = FI/T + Freg (3.23)

The irregular component contains the force contribution from all neighbouring particles within 
a sphere of radius Rs (defined in Aarseth 1999). All particles outside the sphere are included 
in the regular force calculation. Since these particles are more distant, their force contribution 
changes more slowly and can be calculated with a longer timestep. This can decrease the 
number of force calculation (from 0 (N 2) to 0 (N 3/2)), speeding up the simulation without much 
loss in accuracy.

3.8 Co-moving co-ordinates

Larger-scale simulations such as those investigating the dynamics of galaxy clusters (e.g. Aarseth 
1963) must take account of the expansion of the universe. To do this, a term that takes account 
of the Hubble flow is included in the equations of motion. This has been incorporated into 
NBODY4.

3.9 Stellar evolution

In realistic star clusters, a star’s lifetime may become comparable with, or even shorter than, 
the cluster lifetime. This is particularly important for high-mass stars. Stellar evolution should 
be modelled so that the effect on the overall morphology and appearance of the cluster can be 
considered. NBODY6  includes an option to model stellar evolution for a star of given mass 
and metallicity. It uses fast look-up tables to follow the evolution of its mass, luminosity and 
temperature. Also, this allows theoretical HR diagrams of the cluster to be generated.

3.10 Binary identification

The NBODY codes contain various subroutines to identify binaries and higher order multiples, 
and output the relevant binary parameters. Although a large number of configurations are pos
sible, the more stars there are in a system, the greater the chance of the system decaying. We 
limit ourselves to detecting binaries, and heirarchical triples and quadruples, which are more 
stable.

• KS binaries
Any bound pair of stars that is regularised is automatically detected as a binary. All the 
binary parameters are easily calculated using the information already obtained during
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regularisation. NBODY6  allows the various binary parameters to be output to the file 
OUT9. For each KS-regularised binary, the following parameters are output:

• Wide binaries
Wide binaries which are not regularised can be identified by following the 2-body ener
gies of all possible candidates. If a pair is bound for more than one Kepler period, it is 
identified as a wide binary.

• Hierarchical systems
Hierarchical systems can either have a tight binary in orbit around a single star (a hierar
chical triple), or two tight binaries orbiting each other (a hierarchical quadruple). Such 
systems can be identified by comparing the energies of the centre of mass ’particles’, 
similar to the method of identifying wide binaries. Since systems with more than 2 stars 
are generally unstable to decay, extra stability criteria are used to check if the hierarchy 
is stable, or likely to decay in the future.

Eb - binding energy of the binary

e - eccentricity

ECm - centre-of-mass energy

r - separation

nti - mass of the ith body

mj - mass of the jth body

k* - stellar type of ith body 

k* - stellar type of jth body

N j - identifier of jth body

Ni - identifier of ith body

P - period of the binary in days



Chapter 4 

Ring Fragmentation

In this chapter, we develop a simple model o f isolated binary star formation based on the hypoth
esis that all prestellar cores are rotating, and that they fragment due to rotational instabilities. 
Each core is assumed to form a ring or disc and fragment into a small-N cluster containing N  
protostars (where N  < 6). Each cluster is expected to dissolve, due to N-body interactions, into 
an ensemble o f stable systems including binary stars, higher-order multiple systems and ejected 
single stars. We model each protostar as a point-mass, follow the dynamical evolution o f the 
cluster using an N-body code (NBODY3), and determine the resultant binary statistics.

Using observed core properties and an appropriate choice o f input parameters, our model 
can successfully generate IMFs, eccentricity and mass-ratio distributions which are consistent 
with the observations. The multiplicity in our model is consistent with the multiplicity o f stars 
in PMS stars in low-mass star forming regions like Taurus. It is presumed, in the context o f our 
model, that interactions in a clustered star forming enviroment like Orion will evolve the binary 
statistics towards the field distribution.

The work in this chapter has been published in Astronomy & Astrophysics (Hubber & Whit
worth 2005).

4.1 Introduction

A prestellar core is presumed to collapse and fragment producing a dense ensemble of pro
tostars. Interactions between these protostars and the ambient gas then determine their final 
masses, which ones end up in multiple systems, and their orbital parameters. Understanding 
how cores fragment and how many objects are produced requires 3-D hydrodynamical simu
lations, which are (a) very computer intensive, and (b) highly dependent on the input physics 
and initial conditions of the cores (e.g. Tohline 2002). Few simulations can be performed, and 
the statistical properties of the resulting protostars are therefore poorly constrained. Also, such

47
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simulations are not able to follow star formation to completion, so the final fate of a star-forming 
core and the stars it produces is not completely resolved. In particular, the orbital parameters 
of the resulting multiple systems are unlikely to have reached their final values when a 3-D 
hydrodynamic simulation is terminated.

The problem can be simplified by ignoring complicated gas-dynamical processes like frag
mentation, merger and accretion and modelling protostars as point masses in a small-N clus
ters. The ballistic evolution of the protostars can then be followed using an W-body code (as 
described in Chapter 3). Gravitational interactions alone determine the resulting single and 
multiple-system properties.

4.1.1 Previous N-body work

Since the early 1990’s when detailed surveys of binary statistics for both Main Sequence and 
pre-Main Sequence stars were published, detailed N-body simulations have been performed 
with a view to exploring the observed statistics. This approach has been pioneered by Kroupa 
and co-workers (Kroupa 1995a, 1995b; Kroupa & Bouvier 2003a, 2003b; Kroupa et al. 2003), 
and by Sterzik & Durisen (1998, 2003). Sterzik & Durisen have considered the origin of pri
mordial binaries in small-N clusters of protostars. In Kroupa’s work the emphasis is more on 
how these primordial binary properties are altered by subsequent dynamical interactions with 
other multiple systems and single stars in a wider cluster environment; this is with the aim of 
explaining the difference between pre-Main Sequence and Main Sequence binary properties.

Sterzik & Durisen (1998) investigate the binary statistics resulting from the dynamical dis
solution of small-N clusters. They pick cluster masses from a power-law core mass spectrum, 
and calculate cluster radii from a scaling law of the form /?CLUSTBR °c «  = 0 . 1 or 2 ).
Each cluster contains N  stars {N  = 3, 4 or 5) with masses picked from a prescribed stellar 
mass spectrum. Initially the stars are positioned randomly in the cluster volume, with zero 
velocity. Their ballistic evolution is then followed for many crossing times, using an N-body 
code, and the properties of the resulting multiple systems are recorded. However, this model is 
unable to reproduce the broad distribution of binary separations as observed in the field or in 
star forming regions (as discussed in Chapter 2).

In a second paper Sterzik & Durisen (2003) repeat these experiments, but now with clusters 
which initially are oblate and have some rotation about their short axis (specifically, = 0 .1 , 
where is the ratio of rotational to gravitational energy). In addition, they relax the assumption 
of constant N . Instead stars are chosen from a prescribed mass distribution until their total 
mass adds up to the preordained mass of the cluster, and this then determines N  for that cluster. 
They are able to reproduce the dependence of multiplicity frequency on primary mass, but the 
distribution of separations is still much narrower than that observed.
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A variation on this type of N-body approach has been explored by Delgado Donate et al. 
(2003) with a view to capturing hydrodynamic effects. They model a uniform-density core of 
isothermal gas using Smoothed Particle Hydrodynamics, and place five sink particles (repre
senting protostellar embryos) at random positions within the core. Initially each sink contains 
only 2 % of the total mass, but subsequently the sinks grow by competitive accretion and interact 
dynamically with one another, to generate a mass function which is a good fit to the observed 
Initial Mass Function. The resulting binary systems also have the right distribution of eccen
tricities. However, the distribution of separations is again much narrower than that observed by 
DM91, and is more similar to that observed in open clusters (Patience et al. 2002).

The work of Kroupa and collaborators is discussed in detail in Chapter 5. One important 
result highlighted here is that the binary separation distribution is not broadened significantly 
by dynamical interactions in a dense cluster (e.g. Kroupa & Burkert 2001). This supports 
the notion that the observed separation distribution originates from the properties of primordial 
binaries.

4.1.2 Ring fragmentation

Simulations of binary formation have investigated the various modes of fragmentation of pre
stellar cores. Such simulations use a wide variety of input physics (e.g. magnetic fields, radia
tive transfer, the equation of state, etc.. ) with a wide range of initial and boundary conditions. 
This results in a wide variety of final states and binary properties. In simulations of core collapse 
which include rotation (e.g. Bonnell & Bate 1994, Cha & Whitworth 2003b, Hennebelle et al. 
2004), in particular those where instability against collapse is triggered impulsively, the core 
may overshoot centrifugal balance and then bounce to form a dense ring, which subsequently 
fragments into multiple protostars. For example, Cha & Whitworth (2003b) consider differen
tially rotating cores and model these with hydrdynamical simulations. Figure 2.10 shows the 
results from one of their simulations. The cloud forms a flattened ring (Figure 2.10a) which then 
fragments into a few protstars. This small-N cluster then breaks up due to the chaotic nature of 
motion under gravity.

We investigate the consequences of assuming that this is the dominant mechanism by which 
a core breaks up into individual protostars. Specifically, we use an N-body code to follow the 
ballistic evolution of protostars which are initially distributed on a ring, and record their final 
binary statistics. We scale the mass and radius of the ring to match the observed distributions 
of core mass, core radius, and core rotation, and we compare the resulting binary statistics with 
observations.
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4.2 Observations of cores

We review briefly the observations of cores which provide the input parameters for our model, 
namely the distribution of core masses (Section 4.2.1), the mass-radius relation for cores (Sec
tion 4.2.2), and the distribution of core rotation rates (Section 4.2.3).

4.2.1 Core masses

Motte et al. (2001) have measured the core-mass spectrum in Orion B and fitted it with a two 
part power law:

dN.CORE

dMr

-1.5k,M

k M ~2-5
2 CO RE5

■^M IN  — ^ C O R E  — ^ K N E E  ’

(4.1)

where Mmin = 0.5 M©, MKNEE = 1.0 M© and Mmax = 10.0 M©. Similar results have been reported 
by Johnstone et al. (2001) for Orion B, by Motte, Andre & Neri (1998) and Johnstone et al. 
(2000) for p  Ophiuchus, and by Testi & Sargent (1998) for Serpens. More recent observations 
have began to constrain the lower mass end of the CMS (e.g. Lada, Alves & Lombardi 2006, 
Nutter et al. in prep). We shall use Equation 4.1 in our model but we extend the core mass 
spectrum up to Mmax = 20.0 M©.

4.2.2 Core radii

We shall assume that the initial core radii are given by the scaling relations

0.1 pc (M core /M o) , Mcore < M o ;

0.1 pc (M core/M o) 1/2 , Mcme > M o ;

(4.2)

(cf. Larson 1981, Myers 1983). Here, the low-mass regime applies to cores whose support 
is dominated by thermal pressure, and the high-mass regime applies to cores whose support is 
primarily from turbulence. Strictly speaking there is a range of core radii at any given core 
mass, but we neglect this to restrict the number of free parameters.

4.2.3 Core rotation

Goodman et al. (1993; hereafter G93) have measured the velocity profiles across a sample of 43 
prestellar cores. They find statistically significant velocity gradients across 24 of the cores they 
observe, and from these velocity gradients they calculate the ratio of rotational to gravitational
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Figure 4.1: The histogram and the dotted curve represent the distribution of observed /?-values 
from Goodman et al. (1993), scaled to 56% (since they only measured rotation for 24 out of 
43 cores). The dashed line represents the log-normal distributions of Case A ( log/? = -2.0, 
ciogp = 1-2) and the dash-dot line represents the log-normal distribution of Case B ( log/? = 
-2.2, o-iog/j = 1.7).

potential energy, /?, on the asumption of uniform solid-body rotation. The distribution of these 
/?-values, normalized to 24/43 ^ 56%, is represented by the histogram on Figure 4.1, and also 
by the dotted line. The dotted line is obtained by smoothing the individual (3 values with a 
gaussian kernel having <xiogyg = 0.5,

dN„
d  logyg ?

1
(2 7T)1/2<X]og/?

exp
-  (log#  -  log/? )2

(4.3)

and is intended to mitigate the effects of arbitrarily binning a very small number of data points. 
However, due to low number statistics and the fact that only large projected velocity gradients 
can be measured, the full distribution of /?-values is not well constrained by the observations of 
G93.

Burkert & Bodenheimer (2000) have pointed out that the velocity gradients observed by 
G93 can also be explained by turbulent motions in cores, rather than solid-body rotation. By 
modelling the turbulence as a Gaussian random velocity field with power spectrum P(k) oc k~n 
with 3 < n < 4, they show that the resulting distribution of /?-values fits the G93 observations 
well, and is approximately lognormal (see their Figure 3, lower left panel).

In our model, we assume a log-normal distribution of (3-values:

dNr.
d log(3

oc exp —(logyg -  log#)' 

2<il>
(4.4)
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Since G93 only determined /3 for 24 of the 43 pre-stellar cores they observed, the observed /3 
distribution on Figure 4.1 represents only 56% of all the cores, and we therefore have some 
freedom in choosing the parameters log/? and crlogy8 for the full distribution in Eqn. (4.4). We 
presume that some of the cores for which /? could not be determined were observed with in
adequate resolution and/or from an unhelpful viewing direction (i.e. close to the angular mo
mentum vector). However, this cannot account for all the non-determinations, and we assume 
that the majority of the non-determinations have /? values lower than those that are determined. 
Therefore we must invoke an overall distribution which contains the observed distribution, but 
extends to lower /? values. We consider two possibilities.

In Case A we adopt log/? = -2 .0  and crlog)g = 1.2 (dashed curve on Figure 4.1). This 
is the less extreme possibility, in the sense that (a) it is easily compatible with the constraint 
of containing the observed distribution, and (b) it has most of the remaining 44% of /? values 
below, but only just below, the observed ones. It is therefore also our prefered possibility. In 
Section 4.6 we show that it yields a distribution of separations similar to that of the pre-Main 
Sequence binaries collated by Patience et al. (2002).

In Case B we adopt log/? = -2.2 and crlogy3 =1.7 (dot-dash curve on Figure 4.1). This is the 
more extreme possibility, in the sense that (a) it is only just compatible with the constraint of 
containing the observed distribution and (b) it has most of the remaining 44% of /? values not 
just below, but well below, the observed ones. In Section 4.6 we show that it yields a distribution 
of separations similar to that of the Main Sequence G-dwarf binaries in the field.

We assume that/? is not correlated with core mass, as indicated by G93 (their Fig. 13(b)).

4.3 Outline of model

4.3.1 Assumptions and aims

Our model of binary star formation is based on the assumption that all cores are rotating, that 
they collapse and fragment via ring formation, and that the resulting protostars then interact 
ballistically to form multiple systems. We aim to investigate whether this simple model can ex
plain the observed multiplicity of stars and their distributions of period, separation, eccentricity 
and mass-ratio.
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4.3.2 The model

Consider a rotating prestellar core of mass MC0RE which initially has radius Rcore and ratio of 
rotational to gravitational energy

d 3  q 2 9  c  i j 2
P  -  CORE CORE _   0 ^  I  ( 4  5 )

p  3 G Mcore 12

If the core collapses conserving its angular momentum, H0, and then bounces to form a cen- 
trifugally supported ring, the ring has radius

^ R I N G  ~  P  ^ C O R E  '  ( 4 * 6 )

Suppose further that the ring is formed with approximately uniform line-density, but then 
fragments into N  protostars (where we expect N  to be small). Assume (i) that the N  pro
tostars formed from a single core have masses Mn (n = 1,2,..., N )  drawn from a log-normal 
distribution with standard deviation crlogM, and normalized so that

n=N

£  (M„) = f M cmB, (4.7)
n= 1

where /  is the fraction of the core mass which is converted into stars (for simplicity we set 
/  = 1 here); (ii) that the protostars are initially distributed round the ring so that each protostar 
occupies a fraction of the circumference proportional to the protostar’s mass; and (iii) that the
protostars condense out sufficiently fast that we can follow their subsequent dynamics using
pure N-body methods.

For fixed N  and cr]ogM, we first formulate the dynamical evolution in dimensionless form and 
simulate a large number of cases to obtain statistically robust distributions of (a) multiplicity, (b) 
orbital eccentricity, e, (c) component mass-ratio, q = M2/M \, and (d) ratio of orbital separation 
to ring radius, a/RRlNG.

Then we convolve, first with the distribution of core masses, to obtain the overall stellar 
initial mass function (IMF) and the distributions of multiplicity, eccentricity and mass-ratio as 
a function of primary mass; and second with the distribution of core /3-values to obtain the 
distribution of separations as a function of primary mass M\.

The core mass spectrum is fairly tightly constrained by observation (Motte et al. 1998, 
Testi & Sargent 1998, Johnstone et al. 2000, Motte et al. 2001, Johnstone et al. 2001), and 
therefore we do not adjust it (Section 4.2.1). Likewise the relation between core mass and core 
initial radius is constrained by observations, and we do not adjust it (Section 4.2.2). However,
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the distribution of /?-values is less well constrained, and we consider two possible distributions 
(Section 4.2.3). N  and <xlogM are treated as free parameters.

4.4 Dimensionless simulations

The first stage in constructing the model is to perform dimensionless simulations of low-W star 
clusters. The results of these simulations can later be scaled up to any mass and size depending 
on the given parameters of the core, i.e. MCORE and/?.

4.4.1 Initial Conditions

We assume that a collapsing core forms a centifugally supported ring having radius RKlNG given 
by Equation 4.6. However, for the dimensionless simulations we set RRmG = 1. Two free 
parameters remain which must be explored in the dimensionless simulations. First, we must 
specify the number of stars in the ring, N . Second, as posited in Section 4.3.2, the stellar 
masses must be drawn at random from a lognormal distribution having standard deviation crlogM,

dN N  '
exp

dlogM  (2 /r)2cr r 2cr2
(log MY

log M  v log M

(4.8)

and therefore we must specify crlogM. Strictly the mass distribution extends from -o o  to +oo but 
for computational convenience we choose to curtail it at ± 3 cr, w. Once the N  stellar masses 
Mn (n = 1 to N ) have been drawn randomally from this distribution, they are re-scaled by a 
factor g, Mn —> /jn = gMn, so that the total system mass is equal to unity, i.e.

n=N

n= 1

We note that scaling the stellar masses in this way skews the overall distribution of masses 
slightly; it is no longer precisely lognormal. This is not a critical element of the model. The 
asymmetry arises because we are invoking a finite -  indeed small -  number of stars. For sim
plicity consider the case N  = 2 , and assume that the two stars do not have equal mass. If 
the more massive star is initially (pre re-scaling) exceptionally massive, it has to be reduced to 
achieve YjiPn) — 1, and this inevitably decreases the mass of the lower mass star, even if it was 
already quite small. Conversely, if the less massive star is initially of exceptionally low-mass, 
this has little or no influence on the re-scaling, which is mainly influenced by the more massive 
star. It is this asymmetry between the effects of exceptionally high-mass and exceptionally low- 
mass stars on the re-scaling that causes the re-scaled distribution to be skewed, particularly for
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small N . The effect disappears as N  —> oo.
Next, we must specify the initial positions and velocities of the stars on the ring. If a ring 

having uniform line-density fragments into N  stars, then each star n forms from material in an 
‘angular segment’, A9n, proportional to it’s mass, i.e.

A9n = 2n/xn . (4.10)

Thus in circular polar co-ordinates, we put 9\ = 0 and

9n = /̂i-i + \  (A9n~i + A9n) , n = 2 ,3 ,. ,N .  (4.11)

In order to ensure conservation of linear momentum, each star n must be placed at the centre 
of mass of the material from which it forms, i.e. at radius

= (4.12)
linn

and then it must be given a circular speed

Vn = v s i n ^ ) <
Hn7t

where V is chosen so that the system is virialized. Only part of the angular momentum of the 
initial ring goes into the orbital motion of the stars in the cluster. The remaining angular mo
mentum goes into spin of the individual stars and their attendant discs, which are not modelled 
here.

4.4.2 Numerical method

The ring is then evolved balistically using an adapted version of NBODY3, supplied by Sverre 
Aarseth (e.g. Aarseth 1999). The main features of NBODY3 are described in Chapter 3.

4.4.3 Parameters

Simulations are performed for all possible combinations of N  = 3, 4, 5 and 6, and crlogA/ = 
0.2, 0.4 and 0.6, and the distributions of multiplicity, semi-major axis (as a fraction of the 
radius of the ring), eccentricity, and mass-ratio are recorded.

For each set of parameters (i.e. each pair of N  and <xlogM values), a large number of runs 
is required to obtain statistically significant distributions. Each set of runs treats 105 stars in 
total (e.g. for N = 4, 2.5xl04 runs are performed). Small-N systems usually dissolve in a few
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Figure 4.2: Dimensionless lifetimes of small-N  rings for N  = 5 and crlogM = 0.6.

tens of crossing times (e.g. Van Albada 1968, Sterzik & Durisen 1998), so, to ensure that the 
majority of systems have dissolved at the end of a simulation, each realisation is run for about 
1000 crossing times. We choose a conservative tolerance parameter for the time step, to ensure 
accurate integration. Specifically we require that energy is conserved to 1 part in 105 over the 
entire integration.

4.4.4 Dissolution timescale

Typically a cluster dissolves after a few tens of dynamical times (e.g. Van Albada 1968) leav
ing ejected singles and a variety of multiple systems, i.e. binaries, triples and quadruples. 
In the present context, we define the dynamical timescale of the initial ring to be TRING = 
2n{R\mQIGMCOK̂ ) 12; this is roughly equivalent to the crossing time for a cluster with isotropic 
velocity dispersion. We measure the dissolution time of a cluster, TDISS, as the time when the 
membership of binaries and multiple systems becomes fixed and there are no further exchanges 
or energy transfers. Only stable and quasi-stable systems will remain. Figure 4.2 shows the 
dissolution times, TD1SS, as a function of TRING, for the case N  = 5 and crlogM = 0.6. About half 
of the rings have dissolved after 20 TRING, in agreement with previous numerical work.

4.4.5 Multiplicity

Table 4.1 shows the total numbers of singles, binaries, triples and quadruples produced and the 
various measures of multiplicity for different values of N  and cr|ogM. As N  is increased, mf 
decreases. The reason for this is that a small cluster relaxes by dynamically ejecting stars, leav
ing a stable multiple system. For higher N , more stars need to be ejected as singles before the
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N  = 3 N  = 4 N  = 5

VOII

VUVM = 0-2 s 33253 39711 43873 46567
B 33241 22506 20207 19306
T 88 5091 5014 4394
Q 0 1 168 409
mf 0.500 0.410 0.367 0.341
csf 0.502 0.486 0.444 0.415
bf 0.668 0.603 0.561 0.534

.̂og *  = 0 4 S 33231 41883 45534 48053
B 33228 22073 18033 16670
T 104 4657 5764 5389
Q 0 0 277 609

mf 0.501 0.390 0.346 0.321
csf 0.502 0.457 0.437 0.414
bf 0.668 0.581 0.545 0.519

l̂og M = 0 6 S 33161 40950 41598 47707
B 33155 23098 16955 16378
T 176 4282 5645 5726
Q 0 1 333 589
mf 0.501 0.401 0.355 0.322
csf 0.504 0.463 0.453 0.420
bf 0.668 0.591 0.522 0.523

Table 4.1: The numbers of different multiple systems produced in the dimensionless simula
tions; S - singles, B - binaries, T - triples and Q - quadruples. For each combination of <xlogM 
and N , we run an ensemble of ~ 105/>V simulations. Also shown are the three different multi
plicity measures as defined in Section 2.2.

cluster stabilizes, increasing S and thereby reducing mf. We do not consider systems with very 
large N , since such systems are found to produce too many singles to match the observations. 
Also hydrodynamical simulations suggest that ring fragmentation produces only a small num
bers of fragments (e.g. Cha & Whitworth 2003b). The effect of changing crlogM is quite small 
compared with changing N , and is not monotonic.

4.4.6 The dimensionless separation distribution

In Figures 4.3a, b, c and d, we see that the separation distribution has an approximately log
normal form. The widths of the lognormals are all in the range crloga <: 0.5 and are thus much 
narrower than the observed separation distribution (e.g. <xloga = 1.53 for G-dwarfs; DM91). We 
notice two main trends as we vary N  and crlogM.

If we fix cr]ogM and increase N , the peak separation shifts to smaller values and the overall 
distribution becomes broader. Increasing N  tends to increase the number of 3-body interactions
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Figure 4.3: The dimensionless separation distribution, dN /d\ogl0a, resulting from simulations 
with parameters crlogA/ = 0.2 (solid line), crlogM = 0.4 (dashed line) and crlogW = 0.6 (dotted line), 
and (a) N  = 3, (b) °N = 4, (c) AT = 5 and (d) JV = 6.

which must occur before a stable multiple is formed, and therefore it tends to increase the 
binding energy of the surviving multiple system, i.e. to decrease its separation. The greater 
number of 3-body interactions also produces a wider logarithmic range of final separations 
because it is a stochastic process (i.e. one binary system may be stabilized by just two mild 
interactions and another by four violent interactions). Also, for high-N,  there is an asymmetric 
tail stretching to large separations.

If we now fix N  and increase cr]ogM, the separation distibution shifts to larger separations 
and becomes somewhat broader. This is because the number of 3-body interactions which 
occur before a stable multiple is formed is fixed by N  and is therefore the same. However, for 
large cr|ogW, the two most massive stars which form the final binary contain almost all the mass, 
and the remaining stars are so lightweight, that their ejection does not harden the binary much. 
Conversely, for small crlogW the two stars which form the final binary are of comparable mass to 
those which get ejected, and so their ejection hardens the remaining binary considerably.
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Figure 4.4: The total eccentricity distribution, dN /de , resulting from simulations with param
eters <xlogM = 0.2 (solid line), crlogM = 0.4 (dashed line) and <xlogM = 0.6 (dotted line), and (a) 
N  = 3, (b) N  = 4, (c) N  = 5 and (d) N  = 6.
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4.4.7 Eccentricities

The distribution of eccentricities depends strongly on the value of cr , and somewhat on the 
value of N. For N  = 3, there are considerable differences between the distributions for cr, =
0.2, crlogM = 0.4 and crXogM = 0.6 (Figure 4.4a). For criogM = 0.2, the eccentricity distribution, 
dN/de, rises monotonically (until about e « 0.8). As <xlogM is increased, dN/de becomes more 
and more flat. For high-crIogA/, the lowest mass component is likely to be easily ejected, within a 
few dynamical times, leaving behind a highly circularised binary. With so few interactions, the 
eccentricity distribution is highly unlikely to become thermalised (i.e. the thermal distribution; 
Valtonen & Mikkola 1992). For higher-Af (> 4), there are more N-body interactions before 
the cluster dissolves which allows the eccentricity distribution to become more thermalised. 
For low <xlogM, there are few low-eccentricity binaries, and the numbers increase monotonically 
with increasing eccentricity, rising rapidly for very high eccentricities (e > 0.9). The rise at 
high eccentricities is characteristic of the dissolution of 2D planar systems; in contrast, the 
dissolution of 3D systems results in a thermal distribution of eccentricities {dN/de = 2e, e.g. 
Valtonen & Mikkola 1991). As we increase <xlogM, the number of high-eccentricity binaries 
decreases and the distribution becomes a little flatter (but not flat, see Figures 4.4b, c & d).

4.4.8 Mass-ratios

The distribution of mass-ratio, dN/dq, is found to be strongly dependent on cr, w, and only 
lightly dependent on N  (Figures 4.5a, b, c and d). <xlogM controls the range of masses possible in 
a single core and thus the possible masses of components in a binary. If there is a low range of 
masses available, q cannot differ greatly from unity. For any N, Figures 4.5a, b, c and d show 
that for low cr,ogM = 0.2, most of the binaries have mass-ratios greater than 0.5 with a peak at 
around q ~ 0.8. As cr]ogM is increased, there are more binaries with lower mass-ratios and the 
peak moves to a lower value of q.
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Figure 4.5: The total mass-ratio distribution, dN/dq, resulting from simulations with parameters 
l̂ogw = 0.2 (solid line), <xlogM = 0.4 (dashed line) and crlogM = 0.6 (dotted line), and (a) N  = 3,

(b) N  = 4, (c) N  = 5 and (d) N  = 6.
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Figure 4.6: (a) The model IMF for N  = 3 with cr,ogM = 0.2 (thin solid line), <xlogW = 0.4 (dashed 
line) and cr|ogM = 0.6 (dotted line), (b) as (a) but for N  = 4. (c) as (a) but for N  = 5. (d) as (a) 
but for N  = 6. The observed IMF (Kroupa, 2001) is shown as a heavy solid line on each panel.

4.5 Convolving with the core-mass spectrum

We can now convolve the dimensionless simulations with the core mass spectrum to produce 
an overall distribution of stellar masses (i.e. an IMF), the multiplicity as a function of primary 
mass Mj, and the distributions of eccentricity e and mass-ratio q, as functions of Af,.

4.5.1 The resultant IMF

The model IMFs, dN^/dM^, are given by convolving the core mass function, dNCORE/dM CORE 
(Equation 4.1), and the dimensionless stellar mass spectrum, dN^/dn, as defined in section 
4.4.1,

r " CORE.MAX d!% I _ M, \ dNC0RB dMcom (4 14)
dfj y ĈORE } dMcORE ĈOREdM^

"  "'CORE,MIN
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Figure 4.7: The multiplicty frequency as a function of primary mass for (a) N  = 3, (b) N  = 4,
(c) N  = 5, and (d) N  = 6, all with <xlogA/ = 0.2, 0.4 and 0.6. The four plotted points with 
error bars are observational values taken from Martin et al. (2000), FM92, DM91 and Shatsky 
& Tokovinin (2002). The hashed box represents the extrapolated multiplicty of PMS stars 
(Patience et al. 2002)

Figure 4.6 shows the IMFs for all combination of N  = 3, 4, 5 and 6 and <xlogM = 0.2, 0.4 and 0.6, 
together with the observed IMF (Kroupa 2001). The shape of the IMF is highly dependent on 
cr|ogM. If we were to choose equal-mass stars (i.e. effectively crlogW = 0.0), the IMF would exactly 
mimic the shape of the core mass spectrum. As we increase cr]ogM, the IMF becomes broader. 
The lowest mass core has mass 0.5 M©, so a large value of crlogM is required to produce the large 
observed numbers of low-mass stars and brown-dwarfs. N  has little effect on the shape of the 
IMF, but affects the position of the peak. If we keep orlogM constant and increase N , the overall 
shape of the IMF is roughly constant, but the peak moves to smaller mass. We can fit the Kroupa 
IMF well with N  = 5 and cr]ogA/ ~ 0.6; the ratio of brown dwarfs to stars is then ~ 0.5. The main 
source of the agreement between the model IMF and the observed IMF is the similarity between 
the slope of the employed CMS and observed IMF at high masses. How well the model IMF 
agrees with observations at the low-mass end is determined mainly by <xlogW.
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4.5.2 Multiplicity

Figure 4.7 shows the multiplicity frequency as a function of stellar mass, mf(M,), for all com
bination of N  = 3, 4, 5 and 6 and crlogM = 0.2, 0.4 and 0.6. Overall, the model results have 
a similar trend to the observations, with mf increasing from near zero at the lowest masses to 
near unity at the highest masses.

As crlogM is increased, mf increases at all masses above the peak in the initial mass function. 
This is because, as crlogM is increased, these masses are increasingly likely to be the most massive 
star in the ring, and hence increasingly likely to form part of a multiple system due to dynamical 
biasing (McDonald & Clarke 1993).

As N  is increased, mf decreases at all masses. This is because a small cluster evolves to 
a stable state (i.e. a binary), or a quasi-stable configuration (i.e. an hierarchical multiple), by 
ejecting stars. For higher N ,  it is necessary to eject more stars before stability, or quasi-stability, 
is reached, and this decreases the overall multiplicity. If there is a range of masses, the lower 
mass stars are ejected preferentially.

Figure 4.7 shows that for intermediate stellar masses (0.4 M© < Mt <■ 4 M©) mf is almost 
independent of primary mass M i. This is a direct consequence of using a simple power-law core 
mass function and convolving with a dimensionless distribution. For stars of given mass M^ in 
the range 0.4 M© to 4 M©, there is an approximately constant ratio between the number of stars 
which have formed in a relatively low-mass core (and are therefore probably the most massive 
stars in that core and likely to end up as the primary in a multiple system) and the number of 
stars which have formed in a relatively high-mass core (and are therefore probably one of the 
less massive stars in that core and unlikely to end up as a primary). This approximately constant 
ratio translates into an approximately constant mf.

For low masses (M < 0.2 M©), mf decreases rapidly with decreasing M. Low mass stars 
and brown dwarfs are therefore seldom found as primaries in binary systems, in agreement 
with observations. This decrease of mf below ~0.2 M© would be less severe if the core mass 
spectrum were not cut off abruptly below Mmin = 0.5 M© (see Eqn. 4.1).

If we consider the multiplicity of pre-Main Sequence stars, a high multiplicity (> 0.8) in the 
mass range 0.5 M© < M, < 5 .0  M© can only be realised in our model if cr]ogM is large (~ 0.6). To 
obtain a good fit to the IMF, we require N  = 5 and cr)ogM = 0.6 (see Section 4.5.1). Therefore 
we can obtain a good fit to both the observed IMF, and the observed high mf for PMS stars, 
with N  = 5 and crlogAf = 0.6.

However, there exists no parameter set that results in a satisfactory fit to the observed IMF, 
and reproduces the mf of mature field stars. For example, to obtain a mf of about 0.6 for G- 
dwarf primaries requires a low cr]ogM =* 0.2, but this produces a poor IMF which has too few 
brown dwarfs. This inconsistency can be resolved, if we retain crlogM = 0.6 and the mf for
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Figure 4.8: The G-dwarf eccentricity distribution resulting from convolving the dimensionless 
results with the observed core-mass spectrum (Equation 4.1) for parameters crlogM = 0.2 (solid 
line), crlogM = 0.4 (dashed line) and crlogW = 0.6 (dotted line), and (a) N  = 3, (b) N  = 4, (c) 
N  = 5 and (d) N  = 6. Also plotted in all panels is the observed G-dwarf binary eccentricity 
distribution for high-period binaries (Pj > 103days; DM91).

G-dwarf primaries is reduced, after ring dissolution, by the interactions which occur between 
binary systems formed in different rings. This is essentially what Kroupa (1995a) calls stimu
lated evolution, and we will explore this possibility in Chapter 5.

4.5.3 Eccentricity

The eccentricity distribution of G-dwarfs in our model is consistent with the observed eccentric
ity distribution for long-period systems (DM91; Figure 4.8). We expect that the eccentricities 
of short-period systems are modified by tidal forces between the two components and/or mass 
equalization by accretion (e.g. Whitworth et al., 1995; Bate, 2000), neither of which processes 
is modelled in this work. Therefore we only compare our model to the observed eccentric
ity distribution for long-period systems. The observations are fitted best by N  = 4 or 5 and 
‘Togai ~ 0-4 or 0.6 (see Figure 4.8b).
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Figure 4.9: The G-dwarf mass-ratio distribution resulting from convolving the dimensionless 
results with the observed core-mass spectrum (Equation 4.1) for parameters crlogJW = 0.2 (solid 
line), crio?M = 0.4 (dashed line) and crlogM = 0.6 (dotted line), and (a) N  = 3, (b) N  = 4, (c) 
N  = 5 and (d) N  = 6. Also plotted in all panels is the observed G-dwarf binary mass-ratio 
distribution for high-period binaries (Pd > 103days; DM91).

For all cases, there is an excess of binaries with very high eccentricity (e > 0.9) compared 
to the observations. The simulations of Delgado et al. (2003) show that these systems would 
migrate to lower eccentricities if proper account were taken of gas dynamical processes at peri- 
astron during the protostellar stage (tidal interactions, mass exchange, etc.). High-eccentricity 
systems may also be more susceptible to tidal disruption, as noted by Kroupa (1995b), although 
this is a small effect.

4.5.4 Mass-ratio

The mass-ratio distribution from our model, with N  = 4 or 5 and crlogM = 0.4 or 0.6, is very 
similar to the mass-ratio distribution for G-dwarfs observed by DM91 (as illustrated on Figure 
4.9b), but somewhat different from the mass ratio distribution observed in Taurus by Woitas 
et al. (2001). This difference may be attributable to Taurus having an unusual IMF, and in
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particular a paucity of brown dwarfs (Briceno et al. 2002; Luhman et al. 2003). However, more 
recent observations suggest the IMF in Taurus may not be considerably different from the field 
IMF (Luhman 2004; Kroupa et al. 2003).

4.6 Convolving with the distribution of core rotation rates

4.6.1 The binary separation distribution

In order to obtain the distribution of separations, we must convolve the dimensionless results 
with both the distribution of core masses MCORE, and the distribution of core /?-values. MC0RE 
gives the core radius Rcore through Equation (4.2), and /? gives the ring radius /?RING through 
Equation (4.6). Knowing MC0RE and Rmm, the dimensionless simulations can be scaled to give 
the distributions of a and P, as a function of primary mass M x. As explained in Section 4.2.3 
we consider two different /? distributions.

Using Case A (log/? = -2.0, cr\ogp = 1.2), our model gives the distribution of separations 
illustrated in Figure 4.10a (dotted line), where it is compared with the observations of pre-Main 
Sequence binaries having primary mass in the range 0.5 M© < M x < 5.0 M©, as collated by 
Patience et al. (2002; dashed line and histogram). We see that there is close corresondence 
between these two distributions. The implication is that, if cores have a distribution of rotation 
rates similar to the one adopted in Case A, then the dynamical dissolution of small rings of pro
tostars is able to reproduce the distribution of binary periods observed for pre-Main Sequence 
stars like those in Taurus and Ophiuchus.

Using Case B (log/? = -2.2, cr\ogp = 1.7), our model gives the distribution of separations 
illustrated in Figure 4.10b (dotted line), where it is compared with the observations of G Dwarf 
binaries in the field by DM91 (dotted line and histogram). We see that there is a very close cor
respondence between the two distributions. The implication is that, if cores have a distribution 
of rotation rates similar to the one adopted in Case B, then the dynamical dissolution of small 
rings of protostars is able to reproduce the distribution of binary periods observed for G-Dwarf 
binaries in the field by DM91. The problem is that if we persist with the parameters N  = 5 
and crlogM = 0.6, the resulting multiplicity fraction for G-dwarf binaries is much higher than 
observed, as noted in Section 4.5.2.

However, if most of the stars in the field are formed in populous clusters, we must allow that 
their binary statistics continue to evolve dynamically after the dissolution of the rings in which 
they are formed. The cause of further dynamical evolution is that, following dissolution of the 
individual rings, the stars and binary systems formed in one ring interact with the stars and 
binary systems formed in other neighbouring rings. In other words, the individual rings are just
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Figure 4.10: (a) The histogram shows the observed distribution of semi-major axes for pre- 
Main Sequence binaries in Taurus, as collated by Patience et al. (2002), and the dashed line is 
their best fit to this distribution. The dotted line shows the predictions of our model for Case 
A (log/? = -2 .0  and crlogy8 = 1.2) with parameters N  = 5 and crlogM = 0.6. The peak and 
width of the model predictions are fairly close to the observations, with a similarly high overall 
multiplicity, (b) The histogram shows the observed distribution of semi-major axes for binaries 
with G-dwarf primaries in the field from DM91, and the dashed line is their log-normal fit to 
this distribution. The dotted line shows the predictions of our model for Case B (log/? = -2.2 
and (Ti0gfi = 1.7) with parameters N  = 5 and <r, M = 0.6. The peak and width of the model 
predictions are similar to the observations, but the overall multiplicty is higher.
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Figure 4.11: Lifetimes of all clusters with N  = 5 and crlogW = 0.6 when convolved over the core 
mass spectrum and the distribution in Myrs.

subclusters within the larger cluster, and interactions on the scale of the cluster also influence the 
final binary statistics. Kroupa (1995a) has shown that interactions between binaries in clusters 
can widen the distribution of binary separations somewhat, and reduce the multiplicity from 
near unity to that observed in the field.

4.6.2 Dissolution timescales

The dimensionless ring dissolution times, TDlss/T RlNG, derived in Section 4.4.4, can be converted 
into physical times by combining Eqns. 4.2 and 4.6 with TRlNG (Section 4.4.4) to obtain

2-8fc)(W^3/2’ m c o r e  ^  M®;

(4.15)

Hence by convolving the distribution of TDlss/TRlNC (Figure 4.11) with the core mass spectrum 
(Equation 4.1) and the /^-distribution (Equation 4.4), we obtain the overall distribution of disso
lution times for the ring-clusters invoked in our model (Figure 4.11). The distribution peaks at 
around ~ 0.2 Myr, the majority of the ring- clusters has dissolved by 1 Myr, and only a handful 
(< 3%) remains after 100 Myr.
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4.7 Summary

We have developed a model of binary star formation in which cores collapse and bounce to 
produce rings, and the rings then fragment into protostars. The only free parameters describ
ing core fragmentation are the number of stars spawned by a single core, N , and the spread 
of masses produced by a single core, crlogM. The dynamical evolution of the protostars is fol
lowed using Aarseth’s NBODY3 code, for many different realizations, and the properties of the 
resulting multiple systems are recorded. The main results of this chapter are summarised below.

1. Dimensionless N-body simulations of ring evolution show that rings dissolve typically 
after a few tens of dynamical times (Figure 4.2a), in agreement with previous numerical 
work (e.g. Van Albada 1968). The decaying cluster produces binary stars, multiple stars 
and ejected singles (Table 4.1).

2. The dimensionless binary separation distribution is approximately lognormal (Figures 
4.3a - d). The widths of the curves are much narrower than those observed in the field 
(e.g DM91). If we increase the number of stars in a cluster, the width of the lognormal 
is increased. Increasing <xlogM shifts the position of the peak to larger values of log a, and 
also increases the width of the lognormal a little.

3. The results of the dimensionless simulations must be convolved with a core-mass spec
trum (CMS) and a distribution of core-/? (i.e. the ratio of rotational to gravitational en
ergy), or equivalently a distribution of core angular momenta, to produce scaled results 
that can be compared to observations.

4. Irrespective o f the distribution o f core rotation rates, our model reproduces the observed 
IMF (Figure 4.6), and the distributions of eccentricity and mass ratio in long-period bi
nary systems (Figure 4.8 & 4.9), provided only that (a) each ring spawns N  ~ 4 -  5 
protostars, and (b) the protostars have a lognormal mass-distribution with standard devi
ation <xlogM ~ 0.6. Thus N  ~ 4 -  5 and <xlogM ~ 0.6 are our prefered choices for these free 
parameters.

5. The distributions of eccentricity and mass ratio for short-period binary systems are not 
reproduced by our model, but we presume that this is because our model does not include 
tidal circularization or mass equalization by accretion.

6. The model reproduces the observed variation of multiplicity with primary mass for mature 
field stars (Figure 4.7), but only if cr|ogW ~ 0.2. With our prefered values, N  ~ 4 -  5 and 
<X|0gW ~ 0.6, the model produces multiplicities which are higher than those observed for 
mature field stars, but are very similar to those observed for pre-Main Sequence stars,
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in the mass range 0.5 to 5 M© (this is the only mass range for which reliable pre-Main 
Sequence multiplicities are available). We conclude that the multiplicities resulting from 
ring dissolution represent the observed pre-Main Sequence population well, and that the 
pre-Main Sequence population then evolves into the observed Main Sequence population 
through interactions between stars and binary systems from different rings in the same 
cluster.

7. In a somewhat different context, Kroupa (1995a) has shown that such interactions can 
reduce the overall multiplicity from ~ 1.0 to ~ 0.6. Our model only requires such in
teractions to destroy ~ 25% of pre-Main Sequence binaries. A concern with the model 
would be that binaries with low mass-ratio will be destroyed preferentially (although not 
exclusively). This will skew the distribution of mass-ratios somewhat, and may thereby 
degrade the agreement with observations of mature G-dwarfs in the field (See Chapter 5 
for discussion).

8. In order to predict the distribution of binary separations, we have to consider the distri
bution of core rotation rates. We assume that the distribution of ft follows a lognormal, 
and we consider 2 cases. If we adopt Case A, our results match closely the distribu
tion of semi-major axes obtained by Patience et al. (2002) for pre-Main Sequence stars 
(Fig. 4.10a), and we conclude that further dynamical evolution takes place -  presumably 
involving interactions with protostars from other neighbouring rings -  to convert this dis
tribution into the one observed in the field. Conversely, if we adopt Case B, our results 
match closely the peak and width of the separation distribution obtained by DM91 for 
field G Dwarfs (Fig. 4.10a). However, our results do not match the observed multiplic
ity frequency for field G-dwarfs, in the sense that our predicted mf-value is too high. It 
is unlikely that further dynamical evolution, following ring dissolution, can rectify this, 
since to preserve the peak and width of the separation distribution would require dynami
cal processes which destroy, with equal efficiency, binary systems having widely different 
separations. Therefore Case A is our prefered option.

9. Most rings have dissolved after 1 Myr and fewer than 3 % remain after 100 Myr (Figure 
4.11).
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Chapter 5 

The evolution of binary properties in 
young clusters

In this chapter, we develop a simple model o f clustered binary star formation. Observations 
show that young stars are usually found in clusters containing from 30 to 1000 members or 
more (Lada & Lada 2003). We assume that a molecular cloud fragments into a large (N = 100) 
number ofprestellar cores which are clustered with fractal dimension Df. Each core fragments 
into a small-N cluster, in the same way as we modelled cores in Chapter 4 (i.e. they collapse, 
bounce to form rings and fragment to form N  stars). We follow the dynamical evolution o f the 
larger cluster using an N-body code (NBODY6) and determine the effect the larger cluster has 
on the binary statistics. We follow the evolution for  20 Myr which is o f order the lifetime o f a 
cluster.

We find that dynamical interactions between binaries and other members o f the cluster are 
successful in destroying some binaries, principally with large separations, and thereby reducing 
the multiplicity. The binary destruction efficiency is strongly dependent on the stellar density o f 
the cluster. We find that for a cluster containing 100 cores (400 stars when N  = 4), a cluster 
radius o f < 1.0 pc is sufficient to destroy a significant fraction o f binaries after 20 Myr so the 
binary statistics tend towards that o f the field. Clusters with more sub-structure (i.e. lower Df) 
can reproduce some o f the observed binary statistics better than models with uniform density.

5.1 Introduction

The majority of stellar systems form in clusters rather than in isolation (Lada & Lada 1991, 
2003, McCaughrean, Rayner & Zinnecker 1991). Realistic models of binary star formation 
should consider how young stellar systems evolve in larger clusters, rather than as isolated 
entities, so as to include any dynamical effects on the orbital properties of the binaries. Weakly-
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bound (i.e. soft) binaries may be easily disrupted by tidal forces due to the cluster or by 3-body 
interactions with other cluster members. This can reduce the overall multiplicity and alter the 
distribution of binary separations and other orbital parameters.

Simulations of small-N clusters, such as those performed in Chapter 4, investigate the for
mation and statistical properties of primordial binaries in isolation. In this chapter, we extend 
our model from Chapter 4 by placing many small-N clusters in a larger cluster environment; in 
particular, we model fractal clusters. We investigate how the binary properties differ from those 
generated by isolated cores, as predicted in Chapter 4, and we also compare the results with the 
observed statistics.

5.2 Observations of young clusters

5.2.1 Embedded clusters

Embedded clusters are young stellar clusters which have formed deep inside a molecular cloud; 
they are obscured from view at optical wavelengths by dust extinction and are only visible at 
infra-red and sub-mm wavelengths. Embedded clusters typically contain between 50 and 200 
objects and have a spatial extent of order i pc (Lada & Lada 2003).

Lada & Lada (2003) suggest that the majority of young clusters are dissolved within 10 Myr 
of their formation. Only about ~ 4% of young clusters reach the age of 100 Myr and survive to 
become open clusters such as the Pleiades. All other young clusters are destroyed shortly after 
they have formed. A possible mechanism for cluster destruction is that a sufficiently massive 
proto-cluster will form an O star which outputs a huge luminosity; this radiation can ionise, 
evaporate and disperse all of the gas from the cluster. If the gas contributes significantly to the 
gravitational potential of the cluster and the gas removal timescale is shorter than the cluster 
crossing time, then its rapid removal can unbind the cluster. If the gas removal timescale is 
much longer than the crossing time and/or the total gas mass is a relatively small fraction of 
the total cluster mass, then the cluster can slowly adjust and remain bound and approximately 
virialised.

5.2.2 The fractal properties of young clusters

Observations of young clusters reveal some sub-structure (other than the presence of binaries), 
suggesting that they are fractal. If clusters are indeed fractal, this is likely to be related to the 
fractal structure of molecular clouds, i.e. the fractal structure of the cloud seeds the fractaj 
structure of the cluster. Cartwright & Whitworth (2004) have developed a new method for 
calculating the fractal dimension of clusters, Df , and applied this method to clusters in Taurus,
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p-Ophiuchus and Chamaeleon among others. They calculate the fractal dimension of Taurus 
to be £>/,taurus = 1.55 ± 0.25 suggesting considerable sub-structure. They also calculate a 
fractal dimension for older clusters like Chamaeleon, which has a fractal dimension of Df CHAm = 
2.25 ± 0.25. Other clusters such as p-Ophiuchus do not have noticeable fractal sub-clustering, 
instead having a simple radial density gradient. Lada & Lada (2003) comment that some young 
embedded clusters also appear to have sub-structure. This may possibly be an evolutionary 
effect, where substructure is slowly smoothed-out over time due to dynamical evolution and the 
cluster relaxes to a more uniform, spherically symmetric density distribution.

5.3 Previous work on cluster dissolution

The dynamical evolution of binaries in clusters has received considerable attention from Kroupa 
and co-workers (e.g. Kroupa 1995a, 1995b; Kroupa, Aarseth & Hurley 2001; Kroupa & Bou- 
vier 2003a, 2003b).

Kroupa (1995a) explores the evolution of a cluster of binary systems, and concludes that 
the properties of binaries in the field can be reproduced by dynamical interactions between 
binaries in a young cluster. He identifies a dominant mode cluster, which contains 200 binaries 
initially distributed within a Plummer sphere of half-mass radius /?o.5 = 0.8 pc. The binary 
component masses are formed by random pairings from the field IMF, and have periods drawn 
randomly from a distribution covering 1 day to 109 days and having no correlation with primary 
mass. Interactions amongst the binaries (termed stimulated evolution) reduce the multiplicity 
by selectively removing low-mass companions (i.e. dynamical biasing), and thereby reproduce 
the distributions of period and mass ratio observed in field G Dwarf binaries by DM91.

In Kroupa (1995b), this model is extended to include the eigenevolution (i.e. internal binary 
evolution) of short-period systems (for example, their tidal circularization). He shows that 
stimulated evolution does not change the distribution of orbital eccentricities significantly (so 
the observed distribution must be essentially primordial). In addition, stimulated evolution does 
not generate sufficient higher multiples by capture to match the observed numbers of triples 
and quadruples. However, it does produce a distribution of mass ratios for G Dwarf primaries 
which is in good agreement with the observations of DM91. Kroupa (1995b) also suggests that 
long-period binaries with large eccentricities are somewhat more likely to be disrupted tidally 
than long-period binaries with low eccentricities.

In contrast to the above works, Kroupa & Burkert (2001) investigate the ballistic evolution 
of clusters comprising 100 or 1000 primordial binaries, but with a narrow range of initial sepa
rations compared to the observations. They find that even under the most favourable conditions, 
dynamical interactions between binaries cannot produce a distribution of separations as broad as
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that observed by DM91. The observed separation distribution must therefore be set principally 
by the properties of primordial binaries.

Kroupa, Aarseth & Hurley (2001) show that the Pleiades may have evolved from a cluster 
like the Orion Nebula Cluster (ONC), following loss of residual gas and simultaneous stimulated 
evolution. They point out that the primordial binary population in the ONC could have been 
very similar to the pre-Main Sequence binary population that is currently observed in Taurus- 
Auriga. Subsequent dynamical interactions in the dense cluster environment then changed it 
into what we see today.

Goodwin & Whitworth (2004) investigated the dynamical evolution of fractal clusters, in 
contrast to Plummer spheres which are commonly used (such as in the work by Kroupa dis
cussed above). They find that for virialised or super-virial clusters (Q > 0.5 where Q is the 
ratio of kinetic to gravitational potential energy), the sub-structure is not destroyed for at least 
several crossing times. In sub-virial clusters (Q < 0.5), the sub-structure is rapidly destroyed 
within a few crossing times. Goodwin & Whitworth (2004) only consider fractal sub-structure 
of systems and do not consider binaries or other hierarchical multiple systems.

5.4 Model

5.4.1 Assumptions and Aims

We assume that molecular clouds fragment to produce a fractal distribution of star-forming 
cores. Each core is rotating and thus contains some angular momentum. As a core collapses, 
rotationally induced fragmentation occurs producing a ring of N  stars, as modelled in Chapter
4. These small-N clusters dissolve due to both internal dynamical evolution and external forces, 
to produce single stars, binaries and higher-order multiples. We aim to investigate to what 
degree the cluster environment can affect the overall multiplicity of the cluster and the binary 
properties of the multiple systems within it, and to compare these results to the observations.

5.4.2 Initial conditions

First, we set up the fractal distribution of core positions and velocities within the cluster as 
follows. The computational domain consists of a cube with side-length 2Rc. First, we divide 
this cube d  times in each dimension, therefore into d3 equal volumes. Each volume is called a 
child cell. For each child cell, the probability P that it contains a core is related to the fractal 
dimension by P = d (Df~3\  We pick a random number, R, for each core; if *R < P, then the 
cell contains a core. After we have populated all of the volumes, if the total number of cores 
is less than the required number of cores, then we continue to sub-divide the computational



5.4. MODEL 77

domain. Any cell with a ‘core’ is sub-divided into a further d3 volumes and populated with
cores using the method described above; the original parent core is removed. Any cell which 
is not populated is considered a dead cell and is removed from the computational domain. This 
process is continued until more than enough cores have been selected. We only inlcude cores 
which are less than a distance Rc from the center to produce a spherical-fractal cluster. If too 
many cores remain, we remove cores at random until we have the required number, NCORES. This 
does not affect the fractal dimension of the cluster.

We determine the velocity of each core as we determine its position in the cluster. The first 
time we divide the computational domain, the selected cores are given a random velocity. Each 
time we divide a cell into child cells, the velocity of each child cell is equal to the sum of the 
velocity of its parent cell plus an additional random component. The velocity of a core is thus 
linked to its parent’s velocity and to the fractal structure of the cloud, as opposed to being purely 
random.

Second, we select core masses at random from a core mass spectrum. We use the core mass 
spectrum observed by Motte et al. (2001), which we also use in Chapter 4, i.e. Equation 4.1.

Third, we scale the velocities of all the cores in the cluster to obtain the required virial 
parameter, Q. We calculate the total kinetic energy of the cores, T, and the total gravitational 
potential energy, £2. The velocity of each core is then scaled by

Finally, we replace each core with a small-N cluster ring. In addition to MC0RE, we must 
specify a value for /?, the ratio of rotational to gravitational energy. We use the lognormal 
prescription used in Chapter 4, i.e. Equation 4.4 and draw out a random value of /?. We can then 
construct a small-N cluster following the procedure described in Section 4.4.1 for dimensionless 
rings using chosen values of N  and crlogM. These are then scaled using the selected values of 
Mcore and for that core. Each ring is rotated to face a randomly selected direction so there is 
no preferred orientation of rings in the cluster. Each ring is positioned so that its centre lies at 
the position of its parent core. The total velocity of each star is equal to its velocity in the ring 
plus the velocity of its parent core in the cluster. Figure 5.1 shows the spatial configuration of 
stars in clusters with fractal dimension Df -  2.5 and D f = 1.5.

5.4.3 Numerical method

The cluster is evolved using an adapted version of NBODY6, supplied by Sverre Aarseth (e.g. 
Aarseth 1999). The main features of the NBODY codes, including NBODY6 are described
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Figure 5.1: Fractal clusters, (a) A fractal cluster with fractal dimension D f = 2.5 containing 
100 cores (400 stars), (b) a fractal cluster with fractal dimension D f = 1.5 containing 100 cores.

in Chapter 3. The main difference between NBODY6 and NBODY3 (used in Chapter 4 to 
model small-N clusters) is that NBODY6 includes the Ahmad-Cohen neighbour scheme which 
increases the efficiency of calculations with large numbers of particles.

5.4.4 Parameters

This simple model already provides a large number of parameters that can be investigated. 
Some of these have been investigated for isolated small-N clusters in Chapter 4 and we select 
values for them based on that work. The total parameter set is:

1. The fractal dimension o f the cluster, D f
For our base parameter set, we select a fractal dimension of Df = 2.5. We can vary Df 
to test how the fractal dimension of a cluster can affect its binary properties. We also test 
Df  = 1.5.

2. The number o f cores in the cluster, NC0RES
For our base parameter set, we select NC0RES = 100 which is of order the number of 
systems observed in young embedded clusters.

3. The radius o f the cluster, Rc
The radii of young, embedded clusters is of order 1.0 pc. We investigate clusters with 
radii 0.5 pc, 1.0 pc and 2.0 pc.
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4. The virial ratio, Q
The virial parameter of the cluster is important in determining the survival rate of primor
dial binaries. A sub-virial cluster will contract before evaporating whereas a super-virial 
cluster will expand and may have little effect on the binary population. Realistic young 
clusters may be bom either in a sub-virial, virialised or super-virial state depending on the 
conditions of the parent molecular cloud. For example, if OB stars are switched on early 
in a clusters life, the molecular cloud gas evaporates quickly leaving the young cluster in 
a super-virial state.

We select the virial ratio Q = 0.5 for our base simulations, corresponding to a virialised 
cloud.

5. The number o f stars per core, N
We investigate cores with N  = 4 stars. This choice is based on the results from the 
dissolution of small-N clusters in Chapter 4.

6. The lognormal mass-function o f stars in the core, i.e. cr[ogM
After selecting a total core mass, MCORE, from the core-mass spectrum (i.e. Equation 4.1),
we select the masses of stars in that core by sampling from a lognormal distribution with

N
width <xlogA/ = 0.6. The masses are then scaled so that £  m, = MCORE. As with our choice 

of N , crlogM is selected based on the results of Chapter 4.

7. The ft distribution for cores
We select the ̂ -distribution such that we obtain the pre-Main Sequence separation distri
bution observed in low-density regions like Taums. Based on the results of Chapter 4, we 
select values of ft from a lognormal ft distribution with crlogp = 1.2 and log/3 = -2.0.

5.5 Results

Here we present results of simulations using a variety of different parameter sets. First, we 
consider the standard parameter set and present the various binary distributions and compare to 
observations and previous work. We focus in particular on the results after 20 Myr which can 
be taken as a representative age of clusters before they are destroyed (e.g. Lada & Lada 2003).
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Figure 5.2: The multiplicity frequency as a function of primary mass resulting from the disso
lution of clusters Df = 2.5 containing 100 cores with radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc, 
(c) Rc = 0.5 pc; all clusters have fractal dimension Df = 2.5 and contain 100 cores. The dotted 
line represents the multiplicity frequency resulting from the dissolution of isolated ring clusters 
with N  = 4 and cr]ogM = 0.6 as shown in Figure 4.7b. The four plotted points with error bars are 
observational values taken from Martin et al. (2000), FM92, DM91 and Shatsky & Tokovinin 
(2002). The hashed box represents the extrapolated multiplicity of PMS stars (Patience et al. 
2002).
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5.5.1 Standard runs : WC0RES = 100, D f  = 2.5, R c = 0.5 pc, 1.0 pc, 2.0 pc 

Multiplicity

Figure 5.2 shows the multiplicity frequency as a function of primary mass, mf(Mi), for runs 
with the base parameter set after 20 Myr. Also plotted are four observational values (see 
caption) and the multiplicity frequency resulting from the dissolution of isolated rings for the 
N  = 4, <xlogm = 0.6 case (dot-dashed line; see Section 4.5.2).

Figure 5.2 shows that the cluster environment is effective at disrupting and destroying bi
naries and thereby reducing the multiplicity frequency. In most mass ranges, the multiplic
ity frequency for stars in large clusters after 20 Myr (solid histogram) is lower than that ob
tained for isolated small-N clusters (dot-dashed line). For the largest and least dense clusters 
(Rc = 2 pc, Figure 5.2a), the multiplicity frequency is only reduced by a relatively small amount 
(~ 0.05 -  0.1 for stars with masses 0.5 Mo < M < 5.0 M©). For the smallest and most dense 
clusters (Rc = 0.5 pc, Figure 5.2b), the multiplicity frequency is reduced substantially (~ 0.3 
for stars with masses 0.5 M© < M < 5.0 M©). This is in agreement with the trend found by 
Kroupa (1995a); he found that the overall multiplicity frequency was reduced in clusters by 
binary encounters and that the final multiplicity decreased with decreasing cluster radius, or 
equivalently increasing stellar density. An encounter between a binary and a perturbing body 
needs to be sufficiently close to disrupt the binary. Denser clusters have a higher close encounter 
rate and therefore a higher binary disruption rate. Kroupa (1995a) suggests that the dominant 
mode cluster has ABIN = 200 and a half-mass radius Ro.s = 0.8 pc. Although we use differ
ent initial conditions to Kroupa (1995a), the main trends are the same and our results suggest 
that a cluster with radius < 1 pc can disrupt binaries efficiently within the required timescale 
(< 100 Myr).

The multiplicity in the mass range 0.5 M© < M  < 5.0 M© is reduced to an approximately 
constant value (Figure ??). This compares to the observations which suggest a systematic in
crease of multiplcity with increasing mass in this range (although more observational points are 
required to confirm this trend).

The binary separation distribution

Figure 5.3 shows the binary separation distribution, dN /d  log10 a , for runs with the base param
eter set (histogram). The field G-dwarf separation distribution (dashed line; DM91) and the 
pre-Main Sequence separation distribution (dot-dash line; Patience et al. 2002) are shown for 
comparison.

The binary separation distribution for G-dwarf primaries is strongly affected by the stellar 
density of the cluster. For the isolated model, the separation distribution is approximately the
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Figure 5.3: The G-dwarf separation distribution resulting from the dissolution of clusters (his
togram) with radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc, (c) Rc = 0.5 pc; all clusters have 
fractal dimension D f = 2.5 and contain 100 cores. The dotted line represents the lognormal 
fit to the separation distribution for pre-Main sequence binaries with primary mass in the range 
0.5 M0 < M < 5.0 M©, as collated by Patience et al. (2002); this is also the separation distribu
tion resulting from the dissolution of isolated cores in our model (See Chapter 4). The dashed 
line represents the separation distribution of field G-dwarf binaries as observed by DM91.
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Figure 5.4: The G-dwarf eccentricity distribution resulting from the dissolution of clusters with 
radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc, (c) Rc = 0.5 pc; all clusters have fractal dimension 
D f = 2.5 and contain 100 cores. The dot-dash histogram represents the observed G-dwarf 
binary eccentricity distribution for high-period binaries (P > 103 days; DM91).

same as the pre-Main Sequence separation distribution of Patience et al. (2002) (See Figure 
4.10a). For the least dense cluster (Rc = 2pc), Figure 5.3a shows that the separation distri
bution has evolved little from the pre-Main Sequence distribution (dotted line, Patience et al. 
2002). As we decrease the radius of the cluster (and increase the stellar density), we see in 
Figures 5.3b & c that the number of binaries, in particular the number of wide binaries with 
a > 100 AU, decreases. The dynamical disruption of binaries in a cluster tends to alter the 
separation distribution as well as the overall multiplicity. As the radius of the cluster is reduced, 
the peak shifts to smaller separations. This is also the trend found by Kroupa (1995a, 1995b). 
We also notice that some very wide binaries (a > 105 AU) have been formed for the most dense 
clusters (Figure 5.3c). These binaries are likely to be transient systems (i.e. systems which are 
very weakly bound) formed by capture and are readily disrupted as the cluster dissolves.
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Figure 5.5: The G-dwarf mass-ratio distribution resulting from the dissolution of clusters with 
radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc, (c) Rc = 0.5 pc; all clusters have fractal dimension 
D f = 2.5 and contain 100 cores. The dot-dash histogram represents the observed G-dwarf 
binary mass-ratio distribution for high-period binaries (P > 103 days; DM91).

Eccentricity

Figure 5.4 shows the distribution of orbital eccentricity for the binaries after 20 Myr. Com
paring with the final eccentricity distributions for isolated clusters (Figure 4.8b - dotted line), 
we can see that there is little difference between the isolated model and the clustered model. 
The isolated cluster model using the chosen parameters (N  = 4 , crlogM = 0.6) fits the observed 
distribution of DM91 reasonably well (i.e. the model passes through the error bars of the obser
vations). The cluster model is largely unaffected by dynamical interactions. We note that due 
to the smaller number of simulations performed, we use fewer histogram bins to represent the 
data, but the overall trend is still the same.
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Figure 5.6: The multiplicity frequency as a function of primary mass resulting from the dissolu
tion of clusters with radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc. all clusters have fractal dimension 
D f = 1.5 and contain 100 cores. The dotted line represents the multiplicity frequency resulting 
from the dissolution of isolated ring clusters with N  = 4 and cr]ogW = 0.6 as shown in Fig
ure 4.7b. The four plotted points with error bars are observational values taken from Martin 
et al. (2000), FM92, DM91 and Shatsky & Tokovinin (2002). The hashed box represents the 
extrapolated multiplicity of PMS stars (Patience et al. 2002).

Mass-ratio

Figure 5.5 shows the distribution of mass-ratios for the binaries after 20 Myr. There is a small 
difference between the mass-ratio distributions from the isolated model (Figure 4.9b - dotted 
line) and the clustered model. There is a deficiency of binaries in the range 0.2 < q < 0.6 
relative to the isolated model, and to the observations of G-dwarf binaries (DM91). It might 
be expected that the number of low-g binaries would be reduced, since these binaries have the 
lowest binding energies. The lower mass component can easily ejected in a 3-body exchange 
process where a more massive single replaces the low-mass secondary. This is another example 
of dynamical biasing. However it has little apparent effect in this case.

5.5.2 Changing the fractal dimension : N cores =  100, D f  = 1.5, R c =  

1.0 pc, 2.0 pc

We now perform simulations using the same parameters as our base parameter set, but we 
change the fractal dimension. Here we consider clusters with fractal dimension Df -  1.5. As 
with the D f = 2.5 case, we follow the simulations for 20 Myr.
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Figure 5.7: The G-dwarf separation distribution resulting from the dissolution of clusters with 
radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc; all clusters have fractal dimension D f = 1.5 and 
contain 100 cores. The dotted line represents the lognormal fit to the separation distribution for 
pre-Main sequence binaries with primary mass in the range 0.5 M© < M < 5.0 M©, as collated 
by Patience et al. (2002). The dashed line represents the separation distribution of field G-dwarf 
binaries as observed by DM91.

Multiplicity

Figure 5.6 shows the multiplicity frequency as a function of primary mass, mf(Mi), for clusters 
with fractal dimension Df  = 1.5 after 20 Myr. We again plot the four observational values (see 
caption) and the multiplicity frequency resulting from the dissolution of isolated rings for the 
N  = 4, <rlogm = 0.6 case (dot-dashed line).

We can see that, as with the D f = 2.5 case, the multiplicity frequency is reduced or retains 
the same value, but does not increase with respect to the isolated model, at all mass ranges 
plotted. This again is due to destruction of binaries by dynamical encounters. The overall 
multiplicity for the D f = 1.5 case is smaller than for the D f = 2.5 case because the stellar 
density in the regions of the clusters is higher due to the higher clustering of fractal clusters, i.e. 
the efficiency of binary disruption is determined by the local stellar density and not the average 
stellar density of the cluster.

There is also a noticeable difference in the form of the multiplicity frequency distribution 
between the D f = 2.5 case (Figure 5.2) and the Df  = 1.5 case (Figure 5.6). For the D f = 1.5 
case, mf is more strongly dependent on mass and is a monotonically increasing function of mass 
(except for M  < 0.1M© where m f « 0.05). For the Rc = 1 pc case, mf has an approximately 
linear gradient with respect to logM  rising from less than 0.1 for 0.1M© up to approximately 
unity at 10Mo. The plotted observational points suggest a linear gradient with respect to log M 
which may support this choice of parameters.
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Figure 5.8: The G-dwarf eccentricity distribution resulting from the dissolution of clusters with 
radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc; all clusters have fractal dimension D f = 1.5 and 
contain 100 cores. The dot-dash histogram represents the observed G-dwarf binary eccentricity 
distribution for high-period binaries (P > 103 days; DM91).

The binary separation distribution

Figure 5.7 shows the binary separation distribution, dN /d \og l0a, for the D f = 1.5 case. The 
field G-dwarf separation distribution (dashed line; DM91) and the pre-Main sequence separa
tion distribution (dot-dash line; Patience et al. 2002) are shown for comparison.

The binary separation distribution for the D f = 1.5 cluster is affected in a similar way 
to the D f = 2.5 cluster. Wide binaries are readily disrupted by dynamical interactions; the 
binary disruption efficiency is enhanced in the D / = 1.5 clusters by the higher stellar density 
caused by greater sub-clustering. The Df  = 1.5 separation distribution has a prominent peak at 
a « 100 AU, which is not consistent with the field binary distribution (DM91).

Eccentricity

Figure 5.8 shows the distribution of orbital eccentricity for the binaries after 20 Myr from 
clusters with D f = 1.5. As with the D f = 2.5 case, the model is consistent with the observations 
(i.e. the D / = 1.5 eccentricity distribution passes through the error bars of the observations). 
There is no significant difference between the Df  = 1.5 case and the Df  = 2.5 case.

Mass-ratio

Figure 5.9 shows the distribution of mass-ratios for the binaries after 20 Myr. There is a small 
difference between the mass-ratio distribution from the isolated model (Figure 4.9b - dotted 
line) and the D / = 1.5 case for Rc = 2.0 pc. Again there is a deficiency of binaries in the 
range 0.2 < q < 0.6 relative to the isolated model, and to the observations of G-dwarf binaries
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Figure 5.9: The G-dwarf mass-ratio distribution resulting from the dissolution of clusters with 
radius (a) Rc = 2.0 pc, (b) Rc = 1.0 pc; all clusters have fractal dimension Df  = 1 . 5  and 
contain 100 cores. The dot-dash histogram represents the observed G-dwarf binary mass-ratio 
distribution for high-period binaries (P > 103 days; DM91).

(DM91). There is a noticeable difference between the Rc = 2.0 pc case and the /?c = 1.0 pc case. 
The mass-ratio distribution peaks at 0.2 < q < 0.4 for the Rc = 1.0 case, as do the observations. 
Low-mass ratio binaries have been disrupted here due to dynamical biasing.

5.6 Summary and Discussion

Following on from the work in Chapter 4 where we developed a model of isolated binary star 
formation, we consider the more common scenario where stellar systems form in clusters and 
dynamical interactions can have a significant effect on the binary population. We consider 
fractal clusters, which may be a more realistic configuration than the commonly used Plummer 
sphere. We evolve the clusters for 20 Myr which is a representative lifetime for a young cluster 
before it is dispersed. The main results from our simulations are summarised and discussed 
below.

1. The main effect of modelling binary formation in a cluster is that binaries are disrupted 
by dynamical interactions thereby reducing the overall multiplicity of the cluster. This 
is evident in all of the simulations that we have undertaken, for all cluster sizes and all 
fractal dimensions (Figures 5.2 and 5.6). The main trend is that the stellar multiplicity 
decreases as the radius of the cluster decreases (or equivalently, as the stellar density 
increases). This agrees with the results of Kroupa (1995a; 1995b).

2. The simulations of isolated clusters in Chapter 4 produced a multiplicity frequency dis
tribution that is consistent with the multiplicity of pre-Main Sequence binaries in star
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forming regions like Taurus (Figure 4.7b - dotted line). In order for a region like Taurus 
to retain a high multiplicity frequency near unity after 20 Myr, it must have a relatively 
low stellar density so that dynamical interactions are not strong enough. For the lowest 
stellar density simulations (.Rc = 2 pc), the multiplicity is only reduced by a small fraction 
(~ 0.05 -  0.1). Since Taurus is of order tens of parsecs in diameter, the binaries in Taurus 
should not be affected by dynamical evolution and thus the observed binary distributions 
are presumably primordial.

3. Dynamical interactions within the cluster destroy soft (i.e. large separation) binaries more 
efficiently than hard (i.e. small separation) binaries. This is evident from the resultant 
binary separation distributions in Figure 5.3. Figure 5.3a is the resultant binary separation 
distribution for the largest (lowest density) cluster where the binary disruption efficiency 
is low and the multiplicity frequency is similar to that obtained for isolated cores. The 
separation distribution has a large excess of binaries at large separations (a > 100 AU) 
relative to the field. As we increase the stellar density, the fraction of wide binaries 
decreases (Figures 5.3b and c). In contrast, the fraction of hard binaries is affected very 
little. There is no observed decrease due to disruption, or increase due to hardening of 
wider binaries. The peak of the separation distribution moves towards smaller values as 
Rc is decreased.

4. The eccentricity distribution is not affected strongly by dynamical evolution in the cluster, 
although the distributions are noisy due to relatively poor statsitics. A larger number of 
simulations would be desirable to clarify this result.

5. The mass-ratio distribution is affected slightly by dynamical evolution. The number of 
binaries in the mass-ratio range 0.2 < q < 0.6 is slightly reduced, relative to the isolated 
cluster model.

6. The initial fractal dimension of the cluster can affect the final distribution of multiplicity 
frequency as a function of mass and the final binary separation distribution. For the Df  = 
2.5 case, Figure 5.2 shows that the multiplicity frequency in the mass range 0.5 M0 < 
M < 5.0 M© is roughly constant, i.e. for a roughly uniform density cluster, there is little 
obvious dynamical biasing of binary disruption. For the Df  = 1.5 case, Figure 5.6 shows 
that the multiplicity frequency is more strongly dependent on mass. The multiplicity 
frequency has a gradient with respect to mass; the m f is less than 0.1 for 0.1 M© with an 
approximately linear gradient with respect to log M  up to approximately 1 at 10Mo. There 
is also a difference between the separation distributions for the Df  = 1.5 and Df  = 2.5 
cases; wide binaries are discriminated against even more in Df  = 1.5 clusters producing
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a sharper peak in the separation distribution.

7. The binary separation distribution of the Hyades (e.g. Patience et al. 2002; Figure 2.7a) 
is observed to have a peak at relatively small separations (a » 5 AU). The multiplicity 
of this peak is higher than that of the field or other observed star-formation regions. The 
simulations in this chapter show that significant hardening of binaries does not occur. 
Therefore the origin of this peak (if indeed it is real) must be due to the properties of 
the primordial binaries in the Hyades rather than due to dynamical evolution, or possibly 
other mechanisms such as secondary fragmentation (Whitworth & Stamatellos 2006).

8. A cluster of radius 1.0 pc with fractal dimension D f = 1.5 containing 100 cores each 
spawning 4 stars, initially in virial equilibirium and dynamically evolved for 20 Myr is the 
model most consistent with observations of field G-dwarf binaries (Duquennoy & Mayor 
1991). This model gives distributions consistent with the observations of eccentricity, 
mass-ratio and the multiplicity as a function of mass. However, there is an excess of 
binaries near 100 pc relative to field G-dwarf stars.



Chapter 6 

Smoothed Particle Hydrodynamics

In this chapter, we will discuss Smoothed Particle Hydrodynamics (SPH). This algorithm solves 
the equations o f self-gravitating hydrodynamics using particles to represent the fluid rather 
than using a grid as with finite-difference numerical schemes. It is well suited to gravitational 
collapse problems such as star formation, since as a region condenses to higher densities, the 
spatial resolution is adjusted automatically. We discuss the fundamental principles o f SPH, 
the equations o f hydrodynamics in this formulism, and additional features which improve the 
performance o f the code. Finally, we discuss issues specific to star formation.

6.1 Numerical Hydrodynamics

Numerical hydrodynamics is a powerful tool for studying the evolution of star forming gas 
clouds. In general, interstellar clouds are influenced by a combination of hydrodynamical, 
gravitational, magnetic and viscous forces, the relative strengths of which depend on properties 
such as the temperature and ionization fraction of the gas. The evolution of the cloud is em
bodied in the equations of hydrodynamics. If we consider only hydrodynamical forces, these 
equations are

dp dp
—  = —  + v • Vp == -pV • v, Continuity equation; (6.1)

d \  dv
p —  = p — + pv • Vv = -VP, Momentum equation; (6.2)

du du _  P _  _
—  = — + v • Vw = — V • v, Energy equation. (6.3)
dt dt p

These equations describe the evolution of the density, p, velocity, v, and specific internal en
ergy, u, at all points in the cloud. A fourth equation known as the equation of state is required to

91
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compute the pressure and temperature of the fluid as a function of the other local state variables, 
i.e. P = P(p, u), T = Tip, u).

The equations of hydrodynamics can be presented using two different formulations. First, 
in the Eulerian formulation, we assume a static reference frame against which the fluid moves 
and evolves. In this reference frame, we must calculate the Eulerian derivatives, i.e. the partial 
derivatives dp/dt, d p \/d t and du/dt which give the rates of change of the properties at a partic
ular spatial point. Computing the properties of the fluid requires a grid of fixed points in space. 
Equations 6.1 - 6.3 are then solved numerically at each point. Traditionally, computational 
models of fluid flow are solved using this method.

Alternatively, in the Lagrangian formulation, we adopt a reference frame comoving with 
the fluid. We then compute the Lagrangian derivatives, dp/dt, p d \/d t  and du/dt which give 
the rates of change of the properties of a particular fluid element. Computing the properties 
of the fluid numerically requires dividing the fluid into a number of small mass elements and 
solving Equations 6.1 - 6.3 for each element. Both schemes have advantages and disadvantages 
depending on the exact physics and initial conditions used.

6.2 Basic principles of Smoothed Particle Hydrodynamics

Smoothed particle hydrodynamics (SPH) is a numerical method used to solve the Lagrangian 
equations of hydrodynamics. It was invented independently by Lucy (1977) and Gingold & 
Monaghan (1977) to simulate non-axisymmetric self-gravitating hydrodynamical problems in 
astrophysics. It is particularly well-suited to gravitational collapse problems such as star forma
tion. The principles of SPH are reviewed by Monaghan (1992).

In SPH, the fluid is represented by N  particles, each with mass m. The properties of each 
particle such as its mass are distributed (i.e. ‘smoothed’) over a finite volume, so the fluid is still 
continuous over all regions of space despite being represented by a finite number of discrete 
points. Particles are smoothed over a typical length scale, h, which is called the smoothing 
length, using a weighting function W(r, h), called the smoothing kernel. The smoothed value of 
any physical property A  at position r  is a weighted average over the surrounding fluid, and is 
calculated by integrating A convolved with the smoothing kernel, i.e.

(6.4)
v

We are free to choose any kernel function provided it satisfies the following two conditions.
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First, the smoothing kernel must be normalised,

W(r -  r',h) d3r = I. (6.5)I
Secondly, the kernel function must tend to a Dirac delta function as the smoothing length tends 
to zero, i.e.

lim VF(r -  r', h) = d(r -  r'). (6.6)
h—>0

This is equivalent to saying that as the kernel width becomes infinitesimally small, the smoothed 
property (A) at a point r must be equal to the true value of A  at point r. This is apparent if W 
is replaced by the Dirac delta funciton in Equation 6.4, where we obtain (A(r)> = A(r) (This is 
the definition of the Dirac delta function).

In general, the kernel function is not a delta function, and this causes a difference between 
the smoothed value, (A(r)) and the actual value, A(r). The form of the kernel function and the 
size of the smoothing length are important in determining this error. This can be seen if we first 
expand A(r') as a Taylor series about r, i.e.

dA 1 d2A
A(r') = A(r) + —  (r)Ara + -  —  (r)ArpAry + 0(  Ar3), (6.7)

ora zorpory

where Ar = r' -  r; a, [3 and y  are component suffices, and repeated suffices imply summation.
We then substitute for A(r') in Equation 6.4 to evaluate the smoothed average (A(r)>, i.e.

<A(r)> = A(r) f  W(r -  r', h)cPr' + |^ ( r )  f  AraW(r -  r', h)d3r
V V

+ 5 ^ T ~ ( r ) J '  &rfiAryW(r -  r ',h )d3r' + 0 (Ar3).

The first term in Equation 6.8 is simply equal to A(r) since the first integral is equal to unity 
from Equation 6.5. If the kernel is an even function (i.e. if W(r -  r') = W(r' -  r)), then the 
second integrand is antisymmetric in space around r. Thus if we integrate over all space, the 
second term becomes zero, as does every odd term in the Taylor series. Thus the dominant error 
term when evaluating (A(r)) is of second order (e.g. Monaghan 1992, Price 2004; PhD thesis).

In SPH, the continuum of the gas is replaced by a series of discrete particles (e.g. Figure 6.1), 
and we replace the integral in Equation 6.4 with a summation. By convention, the smoothed
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Figure 6.1: Calculating properties in SPH. The properties of particle i are calculated as a 
weighted average of the properties of it’s neighbours, i.e. all particles within a distance 2h. 
(the grey particles).

value of A  at the position of particle i is then

a  .

(Ah = y  mj-l-W ir, -  rj, h). (6.9)

where j  is the particle index, ra; is the particle’s mass, pj is the density at the position of particle 
j, and Aj is the physical parameter A of particle j. Equation 6.9 is the fundamental equation for 
calculating all quantities in SPH. Using Equation 6.9 introduces additional errors into evaluating 
(A) such as discretisation noise (e.g. poisson noise).

6.3 Calculating vector properties in SPH

It is also possible to calculate vector quantities using this formulation. The gradient of any 
scalar property A can be estimated using

(VA(r)> = J  A(r')VW(r -  r', /i)d3r' (6.10)
V

or using the summation approximation,

A  A-
(VA); = y n i j - i - V W i  n  -  I-j,h). (6.11)

M  p i

This formulation has the advantage that we don’t need to calculate individual values of VAJ% 
which would require setting up a grid and therefore additional computational expense. Instead, 
we use the gradient of the smoothing kernel, VW, which can be a well-known analytical function
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and thus easily calculated.
This approximation can be improved by expanding Equation 6.11 as a Taylor series and 

subtracting the first order error terms. This gives

V, ( Aj - Ai )
(VA), = J ]  nij ‘;VW(ri -  r h).

7=1 Pj
(6 .12)

Another useful alternative is to use the vector identity V ™ -  ^V p. Rearranging and
using Equation 6.10, we obtain

(VA),- = pi ^ m j
7=1

* V  ^
{Pi P2j )

VW(rf -  r h). (6.13)

Equation 6.4 can also be used to calculate the divergence and curl of any vector property A. 
Substituting V • A and V x A into Equation 6.4 gives

<V • A(r)> =  f  A(r' ) • VW(r -  r ', h)d3r ' , (6.14)

<V x A(r)> ) x  V W (r - r ',h )d 3r ',

or using the summation approximation,

(6.15)

N A,-
<V • A)/ = nij—  • VW(Ti -  rjy h),

7=1

N

Pj

(V x A),- = ^ j mj — x  VW (rt -  r7-, /*)
7=1 Pj

(6.16)

(6.17)

6.4 The kernel function

Various kernels have been used since the conception of SPH, for example, the Gaussian kernel 
(Gingold & Monaghan 1977), the exponential kernel (Wood 1981), and the super-gaussian 
kernel (Gingold & Monaghan 1982). The most widely used kernel is the M4 spline kernel
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Figure 6.2: (a) The unnormalised M4-kemel function, as given by Equation 6.18 (b) The un
normalised kernel gradient function. Plotted are both the exact derivative of the M4-kemel 
(Equation 6.19; solid line), and the modified derivative as proposed by Thomas & Couchman 
(1992; Equation 6.20; dashed line)

(Monaghan & Lattanzio 1985),

W(s) =
7th?

1 -  | s 2 + 

1(2 -  s)3 
0

if 0 < s < 1; 
if 1 < 5 < 2; 
if s > 2.

(6.18)

where 5 = r/h  (Figure 6.18a). This kernel is spherically symmetric and only a function of r/h. 
The first spatial derivative (i.e. dW/dr) of the M4 kernel is

dW
dr

(s) =
1

nh4

3 s - I s 2
1(2 ~ s)2 
0

if 0 < 5 < 1;
if 1 < s < 2 ;
if s > 2 .

(6.19)

This particular kernel has a number of desirable features which have made it popular. Firstly, 
the kernel function only has non-zero values out to a radius of 2h, thus it cannot interact with 
particles further than 2h away (Figure 6.2a). This is an improvement on some kernels (For 
example, the Gaussian kernel has infinite extent, and this means every particle interacts with 
every other particle in the simulation, which is unphysical since microscopically, gas particles 
interact with and therefore exert pressure forces on particles that are on average within one 
mean-free path). Secondly, the first derivative (Figure 6.2b) and second derivatives of this 
kernel are continuous everywhere which means calculating particle properties is less sensitive 
to particle noise.

Despite its advantages, a slightly modified kernel is often used in SPH codes with self-



6.5. THE SMOOTHING LENGTH 91

gravity. The kernel function in Equation 6.18 is used, but with a modified 1st derivative (Thomas 
& Couchman 1992; see Figure 6.2b),

dW
dr

(s) = —
7ThA

1 i f

VI03VI
o

3 s - I s 2 i f l < s <
1(2 -  s f i f 1 < .S' <
0 i f s > 2.

(6.20)

6.5 The smoothing length
Choosing an appropriate smoothing length is important since h controls both the resolution and 
accuracy of SPH. In general, any features smaller than the smoothing length are diluted by 
the smoothing and are lost. Thus the smoothing length is effectively the resolution length in 
SPH. Since SPH uses particles rather than a continuum, noise affects the accuracy of calculated 
properties. A larger smoothing length means a particle has more ‘neighbours’ (i.e. particles 
within the smoothing kernel) thereby reducing noise. As more particles are used, the summa
tion (Equation 6.9) becomes a better approximation to the integral (Equation 6.4). Choosing 
a suitable value for h thus becomes a compromise between having enough neighbours (to re
duce poisson noise and increase accuracy) and having enough resolution (to resolve density 
structures).

A satisfactory approach is to allow the particles to have individual smoothing lengths, rather 
than a single global smoothing length. We choose each value of h such that all the particles 
have approximately a constant number of neighbours, A ^ .  This approach means the fractional 
error incurred in calculating the various properties is about the same for all particles. Also the 
resolution length (~ h) becomes smaller for denser regions where more resolution is needed. 
Most SPH simulations use Nmm ~ 50.

Using individual smoothing lengths can cause ambiguity as to whether a particle is another’s 
neighbour or not. Two approaches are possible in choosing neighbours, the ’gather’ approach 
and the ’scatter’ approach. Consider a particle i with a potential neighbour, particle j. In 
the ’gather’ approach, particle j  is a neighbour of particle i if the position of j  lies within 
the smoothing kernel of i, i.e. riy < 2/i,. Alternatively in the scatter approach, particle j  is a 
neighbour of particle i if the smoothing kernel of particle j  encompasses particle i, i.e. < 2hj. 
If a constant smoothing length is employed, both interpretations are equivalent. However, if 
a variable smoothing length is used as suggested above, it is possible for particle i to be a 
neighbour of particle j, but for particle j  not to be a neighbour of particle i, or vice versa. This 
is unsatisfactory for particle-pair hydrodynamical interactions since Newton’s third law would 
be violated. To ensure all particle pairs are always each others neighbours, the criterion for
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particles i and j  to be neighbours is that their distance apart is less than twice their average 
smoothing length i.e. < 2htj = 2 = ht + hj.

6.6 The hydrodynamical equations in SPH

In the SPH formulation, Equations 6.2 and 6.3 must be converted into their ’smoothed’ forms. 
An SPH equivalent of the continuity equation (Equation 6.1) is unnecessary since SPH auto
matically conserves mass through its particle nature, although using Equation 6.1 can be useful 
in certain situations. However, it is necessary to calculate the density of all the particles before 
computing other quantities. Using Equation 6.9 and setting A = p, the density of particle i is 
given by

N

p, = Y JmJW (r ,- r j ,h ij). (6.21)
j= 1

For the momentum and energy equations, it is desirable to have equations in ’symmetrised’ 
form, i.e. so that particle pair forces are equal and opposite and momentum and energy are 
conserved. In order to calculate the pressure gradient (as required in Equation 6.2), we choose 
to use Equation 6.13 which is symmetrized, rather than Equations 6.11 and 6.12, and substitute 
A = P. A symmetrised form of the energy equation can also be formed. The SPH versions of 
the hydrodynamical equations become

d\j
dt

d ii[

dt

N

- z
7=1 
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Pi P j)

N ( p. p ALi + Ll 2 2 
ypi p ) j

ViW(Xi -  i>  hij)

(vf -  vj) • VjVF(r,- -  rh )

(6 .22)

(6.23)

6.7 Artificial Viscosity

SPH requires artifical viscosity to ensure that shocks are captured adequately. Without any 
viscous term, post-shock oscillations may occur rather than a well defined shock front. Also 
with high Mach-number converging flows, particle streams may penetrate each other and pass 
through the shock, rather than decelerating at the shock front. An extra term involving artificial
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viscosity is added to Equations 6.22 and 6.23 in SPH

+ n i7 (V; -  v j) • V,- W(Ti ~ r j, hu)

(6.24)

(6.25)

where

PU
v,7 • rij < 0 
v,7 • r,7 > 0

(6.26)
0

and
(6.27)

This contains two terms ( -a c i;//j; /p,; and /?//?•/p,7 ) which handle low- and high-Mach number 
shocks respectively. Suggested values to ensure shocks are captured well are a  = 1, (1 = 
2 and i f  = 0.01 h2 (Monaghan 1992). This viscosity term is only non-zero for approaching 
particle pairs (as required for shocks) and vanishes for receding particle pairs. It produces good 
results for planar shocks (e.g. Chapter 7), but also generates artificial shear viscosity, which 
can transport angular momentum unphysically. This is important in simulations which involve 
shearing motions for example circumstellar discs. Alternative forms of artificial viscosity have 
been proposed with the aim of reducing the amount of shear viscosity, but maintaining a high 
level of bulk viscosity in order to capture shocks (see below).

6.7.1 The Balsara switch

Balsara (1995) suggested a switch designed to turn on viscosity for converging flows (such as 
shocks) and to turn off viscosity for shear flows. Balsara used the divergence and the curl of the 
velocity as indicators of local inflow or shear. Using Equations 6.16 and 6.17 and A = v, then

For each particle, we define a dimensionless factor, which represents the fraction of local

(6.28)

(6.29)
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motion that is inflow,

(6.30)
IV • v|,- + |Vxv|,- + 0.0001 f f

The viscosity term for each particle pair interaction, IT/; , is multiplied by f j  = \ ( f  + fj). For 
large values of local shear, |V x v| »  |V • v|, and f tj «: 1 thereby effectively switching off the 
viscosity term. For large values of local inflow, then |V • v| »  |V x v| and f j  —> 1, thereby 
turning the viscosity fully on.

6.7.2 Time-dependent viscosity

Morris & Monaghan (1997) introduced another approach to the problem of large shear viscosity. 
They suggested each particle has its own viscosity parameter, a t, instead of a global value of 
a -  1. For each particle, a, evolves according to the differential equation

where a* is the minimum and initial value of a, S is the source term and r  is the e-folding time. 
The source term, 5,- controls the rate of increase of ar,-. Following the prescription of Rosswog 
et al. (2000), we use the source term

where orMAX is the maximum value of a. or, will therefore increase in regions of strong inflow up 
to a steady state value of urMAX. The first term in Equation 6.31 is the decay term. In the absence 
of any source term, the value of a  decays exponentially towards a* on an e-folding time r. r  
is chosen to be of order the sound crossing time over a smoothing length, i.e. r, = /*,/(C c,-). 
Morris & Monaghan (1997) suggest C = 0.2.

In self-gravitating fluids, an extra term must be added to the momentum equation (Equation 
6.2), agrav, which is the total gravitational acceleration due to all other particles, i.e.

This is the same as the gravitational N-body problem, as discussed in Chapter 3. Since the SPH 
equations give 2nd-order accuracy, there is little to be gained from using a 4th-order integration

dcti
dt

cm -  a
Ti

(6.31)

Si = max(-(V • v),-, 0)(aMAX -  or,-) (6.32)

6.8 Gravity in SPH

(6.33)
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>>

Figure 6.3: An example of how a tree organises the spatial domain into cells. In regions of 
low particle density, the size of a cell is relatively large, whereas in regions with high particle 
density, the cell size is small in order to populate the leaf cells with at most a few particles. Note 
that this is a 3-D simulation and so the cells also extend into the z-dimension

scheme or techniques such as regularisation for gravity with SPH. SPH codes calculate the total 
gravitational acceleration using kernel-softened gravity (when r,y- < 2hy) and tree-gravity (for 
all other particles).

6.8.1 Tree-gravity

SPH codes commonly use the Bames-Hut octal tree (Barnes & Hut 1986) to calculate the grav
itational acceleration efficiently (as opposed to N-body codes which use the Ahmad-Cohen 
(1973) scheme). Using a tree becomes more efficient than direct summation of Equation 6.33 
for a sufficiently large number of particles (N  > 4000). The total computational cost of calcu
lating agrav reduces from 0(N 2) calculations to 0(N \og  N) calculations.

Trees are used to divide the computational domain into smaller spatial units in order to 
ease the computational expense of calculating agrav. They also record which particles are in a 
selected region of space and therefore can be used in identifying neighbours.

A tree is created by continously dividing the computational domain into smaller and smaller 
sections. The entire computational domain forms the root cell of the tree. The root cell is 
divided into 8 octants which form the child cells. Everytime a cell is divided, a check is made
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to see how many particles remain in each child cell. If the number of particles in a cell is less 
than some pre-defined maximum, then no further sub-division of that cell is required; these are

must be sub-divided further until no child cell contains more than this maximum. The tree is 
thus constructed by continously subdividing the computational domain in space until all the 
particles belong to leaf cells. Figure 6.3 shows an example of how a region filled with SPH 
particles (dots) can be divided into cells. The dense regions have smaller cell sizes in order to 
have no more than the maximum allowed number of particles in the leaf cells.

The total gravitational acceleration on an individual particle is calculated by ’walking’ the 
tree. Instead of summing the gravitational contributions from all particles (as in Equation 6.33), 
we look at the contributions from each cell. If a cell is sufficiently far away from the particle, 
then all the particles in that cell can be replaced by a point mass at the centre-of-mass of the 
cell. If a cell has size s, and is a distance d from the particle, then the cell subtends an angle 
s/d. The centre-of-mass approximation is used providing

where 0MAX is the maximum allowed angular size of a cell. If the cell does not meet this criterion, 
then it must be opened and the child cells must be traversed. This process is repeated until either 
a child cell satisfies Equation 6.34 or we reach a leaf cell which has no further child cells.

We can improve on the center-of-mass approximation by adding higher-order correction 
terms that take into account the distribution of mass within a cell (e.g. Pfalzner & Gibbon 
1996). We calculate the quadrupole moment of the cell using

called leaf cells. If the number of particles in a cell is larger than this maximum, then this cell

(6.34)

N

(6.35)

If a cell also contains child cells, then the quadrupole moment of the cell is given by

N.child N

(6.36)
P= i p -1

The gravitational acceleration of particle i due to cell k is thus
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The gravitational potential of particle j  due to cell k is given by

+* = " j ^ j  "  « r ' -  (638)

6.8.2 Kernel-softened gravity

For interactions where ri} > 2hij, the particles can be treated as point masses. For particles that 
are also SPH neighbours (i.e. r,y < 2hij), gravity must be treated differently to take account 
of smoothing. Specifically, only the mass interior to r  contributes to the gravitational force, 
according to Gauss’s Gravitational Theorem. The mass of a particle is extended over a sphere 
of radius 2h. The mass interior to radius r is given by

r r

-  j " 4nr'2p(r')dr' = m J*M(< r) = I 4nr'2p (r ')d r '= m I 4nra W (r',h)dr' = mW*(r/h). (6.39)

For the M4 spline kernel (Equation 6.18), W*(r, h) is

W*(s) = «
| s 3 -  | s 5 +  \ s 6 i f  0  <  s  <  1 ;

f  s 3 -  3 /  +  f  s 5 -  \ s 6 -  ±  i f  1 <  5  <  2 ;  ( 6 .4 0 )

1 if s > 2.

where 5 = r/h. The gravitational acceleration of particle i due to particle j  is thus

agrav,ij = -G m iW in j, hij)— .\rij\3 (6.41)

The mutual gravitational potential energy of particles i and j  can be evaluated using Equation 
6.41,

r

$ g ra v ,i j  — ~  ^  a grav,i j  ' ^ Y

W*(r', h) , 
dr=  -G rm nij j

t  (6.42)
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For the M4 spline kernel (Equation 6.18), W**(r, h) is

if 0 < 5 < 1; 
if 1 < s <2-, 
if 5 > 2.

W**(s) = l J-o( 2 s + l) (2 - s y  
0

(6.43)

6.8.3 Periodic gravity

Periodic boundary conditions are used to simulate an infinitely extended medium with a finite 
number of particles and finite computational domain. The boundaries are ‘wrapped around’ so 
that any particle that passes the extremity of the box will appear at the other side e.g. If the box 
size is L, then any particle that moves to a position x = L + e is replaced at * = e, and similarly 
for the y and z dimensions.

In effect, the main box of particles is replicated as a 3-D array of boxes in space, and so 
particles near an extremity interact hydrodynamically with particles on the other side of the 
box. For an infinitely extending self-gravitating medium, an infinite number of replicas must be 
considered to correctly calculate the force.

One of the most efficient techniques used is the Ewald method (Hemquist et al. 1991; 
Klessen 1997). Consider a cubic box with sides of length L, and containing N  particles. The 
total gravitational force exerted on particle i by particle j  and all of its infinitely extending 
replicas is given by

Suggested values for good accuracy are a  = 2/L, |r -  nL\ < 3.6L and \k\2 < 40n2/L 2 (Hemquist 
et al. 1991). For better accuracy and also to make full use of the tree structure in SPH, it is best 
to compute the correction force on the particle due to the replicas, i.e.

and add this correction to the particle-pair force that is calculated using the tree. In practice, 
we set-up a 3 dimensional grid where the correction forces, f(rl7), are calculated and stored. 
When the gravitational force between two particles (or a particle and a cell) is being calculated,

F ,7 = Gm;myf(r,7) (6.44)

where

f(r,7) = -  Y j Ir'^- nLI3 erfc(^ rd “ nLD + ~ ^ rij ~ nL*exp(_af2lr7‘ ” nLi2)
(6.45)

corr,i j (6.46)
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the correction force is obtained by interpolating from this grid. We note that no quadrapole 
moment correction term is added; this force is oc r~4 and thus quickly becomes negligible for 
distant particles.

6.9 Integration scheme

In SPH, the hydrodynamical equations are usually solved using a second-order Runge-Kutta 
scheme, although alternative schemes such as predictor-corrector methods are also used. Since 
SPH computes hydrodynamical forces to only second-order accuracy in space, there is little 
advantage in using better than a second-order integration scheme.

First, we must calculate appropriate timesteps for each particle:

h I h \ 2 h
A U = y  MIN 1 1 '

Kl + Q ’ \|a,| + rj) Ci + 1.2act + 1.2/3 MAX{/t}
(6.47)

The first term inside the bracket is the Courant condition; the second ensures that the speed does 
not change significantly between timesteps; the third is a modified Courant condition that also 
accounts for artificial viscosity. SPH codes use multiple particle timesteps in exactly the same 
way as N-body codes do. This is discussed in full in Section 3.4.

Once the timesteps are computed, we can procede with solving the hydrodynamical equa
tions. First, the accelerations are computed at the beginning of the timestep, i.e. a(to). Then the 
positions, velocities and internal energies at the half timestep are computed, i.e.

r(r0 + \  At) = r  (to) + \ \ ( t 0)At, (6.48)

\( t0 + \  At) = v(r0) + \a{t0)A t , (6.49)

u(t0 + \A t) = u(t0) + ̂ ( fo )A f . (6.50)

Next we recompute the acceleration and heating rate with the half timestep positions and veloc
ities, i.e. a(t0 + \A t) and ^ ( r0 + ^Ar). Finally using the half timestep velocities, accelerations 
and heating rates, we compute the full timestep positions, velocities and internal energies, i.e.

r(f0 + At) = r(f0) + v(r0 + \  At) A t , 

v(r0 + At) -  v(ro) + a(to + \A t)A t , 

u(tQ + At) = u(to) + ĵ (A) ^A t)A t.

(6.51)

(6.52)

(6.53)
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6.10 Simulating star formation using SPH

We will be using SPH to investigate problems in star formation. SPH is well-suited to simu
lating problems involving gravitational collapse. Its Lagrangian nature allows SPH to follow 
simulations with large density contrasts without the need for complicated regriding algorithms 
such as in AMR codes. Despite its suitability, there are still some issues relating specifically

Any true simulation of star formation should include a treatment of the radiation transport in 
a star forming region. Radiation sources include background interstellar radiation (including 
the CMB), emission from newly bom young stars and re-emission/scattering of radiation from 
molecular cloud material. Modelling radiation transport can however be computationally very 
expensive and can increase the simulation mn-time considerably.

Fortunately, this problem can be simplified avoiding the need for including radiation trans
port. Molecular gas is optically thin at low densities. The gas has an equilibrium temperature of 
about 10K, which is set by the background radiation and the emission properties of the gas and 
dust. For a large range of densities, the gas is approximately isothermal, i.e. T « const « 10K. 
As a clump of gas begins to collapse under its self-gravity, gravitational potential energy is con
verted into kinetic and thermal energy. When the gas is optically thin, the extra thermal energy 
is radiated away rapidly so that the clump remains at 10K. As the density of the gas increases, it 
eventually becomes optically thick. The gas can no longer radiate freely, and therefore becomes 
approximately adiabatic. This is known as the opacity limit (e.g. Rees 1976). The density 
at which a fragment becomes adiabatic depends on its mass. However it can be difficult to 
measure the mass of a fragment using local variables. To simplify this, we assume the density 
where the gas switches from isothermal to adiabatic behaviour is that of a 1M© fragment (i.e. 
pAD = 10-13gcm~3). The pressure of the gas is given by the following barotropic equation of

to star formation which must be considered. We also discuss some extra features which can be 
incorporated into SPH to improve its efficiency in star formation simulations.

6.10.1 The Equation of State

where c0 is the isothermal sound speed, which for molecular gas at 10K is equal to 0.19 km s 1.
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6.10.2 Resolution criterion of SPH

A computer code must have an appropriate resolution limit to ensure the key physical processes 
are well resolved and thus modelled correctly. In star formation, arguably the most important 
physical process is the Jeans instability (e.g. Jeans 1929). There are no simple analytical tests 
of the Jeans instability which can be applied to test codes (however see Chapter 7 and Hubber, 
Goodwin & Whitworth 2006). Instead, both AMR and SPH codes have used the configura
tion first proposed by Boss & Bodenheimer (1979) to test the convergence and resolution of 
hydrodynamical codes. Burkert & Bodenheimer (1993) have subsequently proposed a variant 
of this configuration which provides a more stringent test of a code’s limits. The initial con
figuration involves a spherical cloud with mass M  = 1MQ, radius R = 5 x 1016cm, uniform 
density p -  3.8 x 10-18gcm -3, uniform temperature T = 10 K and uniform angular speed 
(1 = 7.2 x 10-13rads-1 (hence ratio of thermal to gravitational energy a = 0.26 and ratio of 
rotational to gravitational energy p  = 0.16). An azimuthal m -  2 density perturbation with frac
tional amplitude A = 0.1 is then imposed and the subsequent isothermal evolution is followed. 
Truelove et al. (1997) have used this configuration to show that in AMR codes, fragmentation 
is only modelled correctly if the grid spacing, d, satisfies the condition d < Aj/A (where Aj 
is the local Jeans length). If this condition (known as the Jeans condition) is not met in AMR 
simulations, artificial fragmentation can occur, i.e. clumps of gas which should be Jeans stable 
are liable to fragment due to numerical effects rather than physical effects.

Bate & Burkert (1997) have investigated the resolution limits of SPH using the same initial 
conditions as Burkert & Bodenheimer (1993). They suggest that the minimum mass that can 
be resolved by SPH is given by Mmin = P N mmm, where ~ 50 is the mean number of 
neighbours, p  is a numerical factor of order unity and m is the mass of a single SPH particle 
(here assumed to be universal). The Jeans condition then requires that the Jeans mass be greater 
than the minimum resolvable mass, i.e.

An (AJ2)3 p  7t3/2c3 
MmN = P N m m < M} = -----= 6g3/2 1/2- (6.55)

In terms of the Jeans length, Aj, and the smoothing length, h, this condition becomes

A ,> 4 /3 'l3h , (6.56)

Bate & Burkert (1997) suggest p  = 2 so that A} > 5 h. In a subsequent paper (Bate, Bonnell & 
Bromm 2002a), this limit was revised down to p  = 1.5.
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6.10.3 Particle splitting

Particle splitting is a technique used to increase the number of particles “on the fly” (i.e. during 
a simulation) where and when more resolution is required. In relation to star formation, particle 
splitting can be used in simulations to ensure that the Jeans condition (Bate & Burkert 1997) is 
not violated. The Jeans mass is resolved if the density is less than the critical density, i.e.

condition is obeyed.
The method of Kitsionas & Whitworth (2002) suggests splitting a particle into 13 new parti

cles, each with mass mnew = moId/13. The particles are arranged into an hexagonal close-packed 
array, i.e. 1 particle placed at the position of the old particle with the other 12 placed in an array 
around the central particle at a radius of 1.5hM. One problem with particle splitting is that the 
simulation now contains particles with different masses, which can cause numerical problems. 
Kitsionas & Whitworth (2002) show that good results are obtained if the smoothing lengths 
are chosen so that a particle’s smoothing kernel contains 50 times its own mass, rather than 
containing 50 particles.

6.10.4 Sink particles

In simulations of gravitational collapse such as star formation, the timestep becomes progres
sively shorter as the gas collapses to higher densities. At higher densities, the smoothing lengths 
become smaller to retain a constant number of neighbours. According to Equation 6.47, the 
timestep is reduced. Thus simulations slow down in terms of physical time elapsed. Bate et al. 
(1995) introduced the concept of sink particles into SPH simulations in order to alleviate this 
problem and allow simulations to be followed for longer.

Once a region of gas has reached a high-enough density (p > 10~n gcm~3), it is assumed 
gravity is dominant and the formation of a star is inevitable. The high-density region is therefore 
replaced by a sink particle. Any material that approaches the sink particle and falls within a 
certain radius (known as the sink radius) is assumed to be accreted by the sink particle and 
is absorbed. The mass of the absorbed particle is added to that of the sink and the particle 
is then removed from the simulation. As particles are accreted by the sink, the total number 
of particles in the simulation decreases and thus the number of force calculations per timestep 
is reduced. The sinks can interact gravitation ally with all other particles in the simulation, 
but not hydrodynamically. This can cause some unphysical effects where particles near the

(6.57)

If the density approaches the critical density, particle splitting must be used to ensure the Jeans
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sink boundary are pushed into the sink by neighbouring gas particles because there is no gas 
pressure force to counter this. Particles are thus accreted more rapidly than they should be. More 
advanced sinks have been developed (Boyd 2003; PhD Thesis) which model the collapsing 
protostar more realistically so that the sink can also interact hydrodynamically with nearby 
particles.

6.10.5 Correcting for the self-gravity of an individual SPH particle

In standard self-gravitating SPH, the mutual gravitational force between two different SPH par
ticles is included in the equation of motion, but the self-gravity of an individual particle is not. 
We can improve the performance of the code, particularly when the Jeans condition is only just 
satisfied, by correcting for the fact that part of the pressure of an SPH particle must be used to 
support the particle against its own self-gravity. To formulate this correction, consider particle 
i in isolation. If its mass is m. and its sound speed is cn then

where the integral is over the volume of the SPH particle. The Virial Theorem tells us that,

(6.58)

if the particle is to be in hydrostatic equilibrium, this integral must equal the magnitude of its 
self-gravitational potential energy, which is

W  =  -  f
Jo

,M-  GM(< r) dM  
r(M)

W(s') 4 n s'2 ds' • W (s)4n  s ds

h; lo-

(6.59)

For the M4 kernel, h) is

ir**(s)
23100

(6.60)
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Therefore, W***(2) = 0.505. The total self-gravitating potential energy becomes

Gm 2
|£2| = 0.505——L. (6.61)

h,

With reference to the virial theorem (Equation 6.58), the sound speed squared, c2, must be 
reduced by a factor f n i.e. c2 —> c2( 1 -  f t  to correct for the self-support, where



Chapter 7 

Tests of SPH

In this chapter, we will discuss a variety o f tests performed on our SPH code, DRAGON. Firstly, 
we perform two different shock-tube tests, the isothermal Sod test and the colliding inflow test, 
which determine how well the varioaus prescriptions o f artificial viscosity presented in Chapter 
6 capture shocks in SPH. Secondly, we perform a shear flow test to investigate the problem o f 
shear viscosity in SPH. Thirdly, we perform a new test, called the Jeans test, which is designed 
to investigate how well SPH resolves gravitational fragmentation.

7.1 Introduction

Tests of a numerical code are required (a) to demonstrate that it can model the physics correctly, 
by reproducing the results of problems with known analytical solutions; and (b) to verify that 
the program has been correctly coded (i.e. test for programming bugs). We implement a variety 
of tests on the Cardiff star formation group SPH code DRAGON. These include

• The isothermal Sod test (hydrodynamics & artificial viscosity),

• The colliding isothermal flows (hydrodynamics & artificial viscosity),

• The shear-flow test (shear viscosity),

• The Jeans test (gravity & hydrodynamics - fragmentation) .

These tests have been chosen to investigate how well DRAGON models physical processes that 
are important in star formation, such as the formation of shocks and gravitational fragmentation. 
DRAGON uses a barotropic equation of state (Section 6.10.1) which avoids the need for com
putationally expensive radiative transfer calculations; the energy equation need not be solved 
either. For all the tests listed above, we use an isothermal equation of state.

I l l
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7.2 The isothermal Sod test

The Sod test is one of the standard tests of a numerical scheme’s ability to capture shocks 
correctly. Sod (1978) proposed setting up a 1-D Riemann shock tube consisting of two uniform 
density regions with differing properties (i.e. temperature, density and pressure) in contact. At 
the contact area between the two regions (* = 0), there is a pressure discontinuity. A shock 
forms and propagates into the lower-pressure region; also a rarefaction wave propagates into 
the higher-pressure region.

The initial conditions we use are described as follows. The density is given as

p(x, t = 0) = <
1.0 a: < 0.0,

(7.1)
0.25 x > 0.0.

The left-hand side (LHS) is constructed from a 2x1x1 box containing 6112 particles. The right- 
hand side (RHS) is constructed from a 2x1x1 box containing 1528 particles. The velocity is zero 
everywhere, i.e. \{ x ,y ,z ,t  = 0) = 0. An isothermal equation of state is used, i.e. P = c^p. We 
use dimensionless units setting c0 = 1.0. We follow the simulation until a dimensionless time 
T = 0.4. The exact analytical solution can be compared to the numerical results and is shown 
as a solid line in all figures (Figures 7.1 - 7.8). The shock tube test is particularly important for 
testing how well the artificial viscosity prescription used captures shocks. We test three different 
prescriptions for viscosity; standard artificial viscosity (Section 6.7), artificial viscosity with the 
Balsara switch (Section 6.7.1) and time-dependent artificial viscosity (Section 6.7.2) using both 
^max = 1-0 and orMAX = 2.0. For reference, the average smoothing lengths in the high and low 
density regions are h = 0.07874 and h = 0.125 respectively.

7.2.1 Standard artificial viscosity

Figure 7.1 shows the results from the Sod test using standard artificial viscosity together with the 
analytical solution (solid line) after T -  0.4. The SPH results agree very well with the analytical 
solution, except in the regions around the discontinuity and the steep rarefaction wave. SPH 
cannot resolve features smaller than a length scale of w 2h. Therefore any discontinuities are 
broadened by at least this much. The velocity profile (Figure 7.1b) shows that the shock moves 
in the positive x direction (i.e. into the low-density region) with a flat profile over the shock, 
and a rarefaction wave propagating behind it. The SPH results reproduce these features, again 
with the effects of smoothing. There are signs of post-shock oscillations in the velocity profile 
over the flat region. However the artificial viscosity has damped these somewhat.
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Figure 7.1: Results of the isothermal Sod test using standard artificial viscosity: (a) the density 
distribution after T = 0.4, and (b) the x-velocity distribution after T = 0.4.

7.2.2 Artificial viscosity with the Balsara switch

Figure 7.2 shows the results from the Sod test using artificial viscosity with the Balsara switch, 
after T = 0.4. The density profile (Figure 7.2a) agrees well with the analytical solution. The 
velocity profile (Figure 7.2b) is also very similar to the results when using standard artificial 
viscosity (Figure 7.1b). The post-shock oscillations in the velocity profile are a little more 
pronounced when using the Balsara switch, although again absent in the density profile. This 
form of viscosity is also sufficient to dampen these oscillations somewhat. Figure 7.2c shows the 
values of the Balsara factor, f  (Equation 6.30), around the shock region after T = 0.4. f  takes 
values between 0.9 and 1.0 in regions of strong divergence (i.e. the shock front and the rare- 
fraction wave). Thus artificial viscosity is switched on only where it is needed (as the Balsara 
switch is designed to do). In all other regions where there is either zero or constant velocity, 
f  is very noisy taking values between 0.0 and about 0.8. As there is no strong divergence or 
vorticity in these regions, the values of | V • v| and | Vx v| calculated using Equations 6.28 and 6.29 
are dominated by numerical noise, which are approximately of the same order of magnitude. 
Hence Equation 6.30 is also dominated by noise and results in a large range of values.

7.2.3 Time-dependent artificial viscosity

Figure 7.3 shows the results from the Sod test using time-dependent artificial viscosity with 
parameters <*MAX = 1.0, a* =0.1 and C = 0.2. Figure 7.3a shows that the density profile agrees 
well with the analytical solution, but not quite as well as when using standard viscosity or the 
Balsara switch. The density profile shows evidence of post-shock oscillations. This can also be 
seen in the velocity profile (Figure 7.3b). The post-shock oscillations are similar to those seen
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Figure 7.2: Results of the isothermal Sod test using artificial viscosity with the Balsara switch: 
(a) the density distribution after T = 0.4, (b) the x-velocity distribution after T = 0.4, and (c) 
the Balsara factor, f b (Equation 6.30) over the shock region after T = 0.4.
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Figure 7.3: Results of the isothermal Sod test using time-dependent viscosity with a* = 0.1 
and orMAX = 1.0: (a) the density distribution after T = 0.4, (b) the x-velocity distribution after 
T = 0.4, and (c) a  for particles around the shock region after T  = 0.4
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Figure 7.4: Results of the isothermal Sod test using time-dependent viscosity with a* = 0.1 
and orMAX = 2.0: (a) the density distribution after T = 0.4, (b) the x-velocity distribution after 
T = 0.4, and (c) a  for particles around the shock region after T = 0.4

in Figures 7.1b and 7.2b, but have greater magnitude. Figure 7.3c shows that the value of a,- 
peaks near the shock front with a value of aPEAK ~ 0.5.

We repeat the test using time-dependent artificial viscosity with orMAX = 2.0. Figure 7.4c 
shows that or, peaks at a higher value of aPEAK » 0.85. Figures 7.4a and b show that increasing 
a MAX has only a small effect in reducing post-shock oscillations in the density and velocity 
profiles.

7.3 Colliding isotherm al flows

A more demanding test of the hydrodynamics and artificial viscosity is to simulate two colliding 
inflows of gas. Some simulations of star formation model turbulent clouds which generate 
colliding inflows and shocks (e.g Bate et al. 2002a, 2002b & 2002c, Goodwin et al. 2004a, 
2004b & 2004c), and others simulate collisions of molecular gas clouds (e.g. Bhattal et al.
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Figure 7.5: Results of simulations of colliding flows with A t' = 4.0 using standard viscosity: 
(a) the density distribution after T  = 0.4, and (b) the x-velocity distribution after T  = 0.4.

1998). We therefore perform simulations of high Mach number inflows to test the ability of 
SPH to model strong shocks.

The initial configuration is of uniform density (p0 = 1) with a velocity profile

vx(x ,y ,z ,t = 0) =
+ M 'cq x  < 0.0, 

- M 'c 0 x > 0.0,
(7.2)

where c0 is the isothermal sound speed (again set to 1.0 for dimensionless simulations) and At' 
is a dimensionless multiplicative factor. (Note that At' is not the Mach number, At. M c0 is the 
speed of the gas relative to the shock front, whereas M 'c0 is the speed of the gas in the reference 
frame where the shocked material is stationary.) The density of the post-shock gas is given by 
the Rankine-Hugoniot relation p s = At2p0. In terms of A t' , the post-shock density is

P s  — P o 1 +
Vl + 4 /M '2 -  1

(7.3)

We simulate relatively strong shocks with At' = 4.0 and test the different artificial viscosity 
prescriptions. For reference, the post-shock density is p s = 17.94 and the Mach number is 
At = 4.24. The pre-shock smoothing length is h -  0.0625 and the post-shock smoothing length 
is h = 0.0239.

7.3.1 Standard artificial viscosity

Figure 7.5 shows the results of simulations of colliding flows with At' = 4.0, using standard ar
tificial viscosity with Af' = 4.0 after T  = 0.4, along with the analytical solution (solid line). Fig-
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Figure 7.6: Results of simulations of colliding flows with AT -  4.0 using artificial viscosity 
with the Balsara switch: (a) the density distribution after T = 0.4, (b) the x-velocity distribution 
after T = 0.4, and (c) the Balsara factor (Equation 6.30) over the shock region after T = 0.4.

ure 7.5a shows that the density profile resulting from the simulation is in good agreement with 
the analytical solution except around the discontinuities which are broadened due to smoothing 
over ~ 2h (as seen also in the Sod test; Section 7.2). The simulations show a broad, roughly 
flat high-density shock region with a small amount of dispersion; the height and width of the 
density profile of the shock agrees well with theory. The velocity profile of the shock (Figure 
7.5b) shows that standard viscosity is successful in decelerating the inflowing material from 
supersonic speeds to approximately zero in the simulation co-ordinate frame. There is some 
dispersion in the velocity profile of the shock.

7.3.2 Artificial viscosity with the Balsara switch

Here we consider simulations of colliding flows with At' = 4.0 using the Balsara switch. Fig-* 
ures 7.6a and b show the density and x-velocity distributions of particles around the shock, with
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Figure 7.7: Results of simulations of colliding flows with M  -  4.0 using time-dependent 
artificial viscosity with orMAX = 1.0: (a) the density distribution after T  = 0.4, (b) the x-velocity 
distribution after T = 0.4, and (c) or,- for particles around the shock region after T = 0.4

Figure 7.6c showing the values of the Balsara factor (c.f. Equation 6.30). Figure 7.6c shows 
that the Balsara factor, f  takes values 0.8 -  1.0 in the regions of strong divergence (i.e. the 
shock fronts) and thus switches on the artificial viscosity where needed, f  is again very noisy 
in regions where the divergence is low. The density profile (Figure 7.6a) is notably worse and 
less clean than the case with standard viscosity (Figure 7.5a). There is a larger dispersion in the 
SPH densities around the peak, although the average peak density agrees with the standard vis
cosity case. The velocity profile (Figure 7.6b) has considerable dispersion (almost supersonic). 
It also shows that the two flows almost penetrate each other.

7.3.3 Time-dependent artificial viscosity

Here we consider simulations of colliding flows A f = 4.0 with time-dependent artificial vis
cosity with parameters a* = 0.1, C = 0.2. As with the Sod test, we use both orMAX = 1.0 and
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Figure 7.8: Results of simulations of colliding flows with M ' = 4.0 using time-dependent 
artificial viscosity with a MAX = 2.0: (a) the density distribution after T = 0.4, (b) the x-velocity 
distribution after T  = 0.4, and (c) or, for particles around the shock region after T = 0.4
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MAX = 2 .0 .

When using a MAX = 1.0, Figures 1.7a and b show that the density and velocity profiles 
are noisy with more dispersion than the standard viscosity case, but similar to when using the 
Balsara switch (Figure 7.6) with a similar amount of noise and also some penetration of the two 
flows. Figure 7.7c shows that a t reaches a peak value of about a PEAK = 0.85. A particle will 
have a mean value of a  ~ 0.5 as it passes through the shock front, which the results suggest is 
not sufficient to decelerate the velocity to zero and form a coherent shock.

As we increase orMAX to 2.0, both the density (Figure 7.8a) and velocity (Figure 7.8b) profiles 
are considerably improved and are just as clean as the standard viscosity case. In this case, a, 
reaches a peak-value of about <*PEAK = 1.7 (Figure 7.8c) with a mean value of a ~ 1.

Although artificial viscosity is used to capture shocks, it also generates unwanted shear viscos
ity. Shear viscosity can transport angular momentum unphysically and may therefore corrupt 
simulations involving differential rotation, for example accretion disks.

We can investigate the effect of this shear viscosity using the following test. We set up a 
uniform density (p = 1) cube of side length L (= 1). We impose a velocity profile of the form

and vy = vz = 0. We use periodic boundary conditions in all 3 dimensions. In the absence of 
shear viscosity, the profile should remain unchanged. Any shear viscosity opposes the shearing 
and tend to equalise the velocities. We allow the simulation to evolve until T = 1.0.

7.4.1 Standard artificial viscosity

Figure 7.9 shows the velocity profile after T -  1.0 when using standard artificial viscosity. 
The velocity profile clearly has been damped by the effect of shear viscosity. The velocity at 
all points is tending towards zero as expected so that dvx/dy  —> 0. vx(y) still has a roughly 
sinusoidal form, but with reduced amplitude (approximately 60% the initial amplitude). There 
is a small spread in the velocity profile due to particle noise.

7.4.2 Artificial viscosity with the Balsara switch

For the case of using the Balsara switch, the velocity profile (Figure 7.9b) is affected less by 
shear flows than when using standard artificial viscosity. vx(y) again retains a sinusoidal form

7.4 Shear-flow test

(7.4)
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Figure 7.9: Results of the shear flow test. The jc-velocity profile is plotted as a function of y 
after a time T -  1.0 for (a) standard artificial viscosity, (b) artificial viscosity using the Balsara 
switch, (c) time-dependent viscosity using a MAX = 1.0, and (d) time-dependent viscosity using 
q:max = 2-0. The solid line shows the initial velocity profile, as given by Equation 7.4.
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and has reduced magnitude, about 80% rather than 60% . The velocity spread is greater than 
with standard artificial viscosity. This is due to the lower average value of a  and also the 
inherent noise when calculating f  using Equation 6.30.

7.4.3 Time-dependent artificial viscosity

Figures 7.9c & d show the velocity profile using time dependent viscosity with a MAX = 1.0 
and a MAX = 2.0 respectively, and a* = 0.1, after T  = 1.0. Both profiles are similar to the 
velocity profile when using the Balsara switch (Figure 7.9b); vx(y) again retains its sinusoidal 
form with reduced amplitude ( ~  80%). Varying o r M A X  has little effect on the velocity profile 
since V • v ~ 0 (plus noise) and therefore a t ~ a* (plus noise). As with the Balsara switch, the 
noise in calculating V • v contributes to the noise in the velocity profile.

7.5 Jeans instability test

We introduce a new test which investigates the ability of SPH to model gravitational fragmenta
tion correctly. This test is designed (a) to show that fragmentation is modelled correctly in SPH 
when well-resolved, (b) to determine the resolution required for SPH to achieve acceptable re
sults, and (c) to demonstrate the consequences of performing simulations using SPH with poor 
resolution.

The resolution of self-gravitating hydrodynamics has been determined previously using the 
standard configuration first explored by Boss & Bodenheimer (1979). However, this test does 
not have an analytical solution. The resolution limit is inferred from the convergence of re
sults from different simulations (e.g Bate & Burkert (1997)). Previous work on the resolution 
requirements of SPH is discussed in Section 6.10.2.

We use the classical analysis first performed by Jeans (1929) as the basis of our test. We 
consider a stationary self-gravitating, infinitely extended medium, with uniform density p0 and 
constant isothermal sound speed c0. We assume that this medium is in static equilibrium. (This 
assumption is known as the Jeans swindle since an infinitely extended self-gravitating medium 
can only be in equilibrium if p 0 = 0. See Binney & Tremaine for a discussion.)

We impose a small density perturbation, p,, and velocity perturbation, v, on top of the 
background medium so that p  = p0 + p x and v = v0  + \ l = v, (since v0  = 0). The evolution of 
the perturbation is described by the equations of self-gravitating fluid dynamics (c.f. Binney & 
Tremaine 1987). For suitably small perturbations (i.e. |p j «: |p0|), the equations simplify to the
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linearised forms

dp,
dt

=  -P„V-v„ (7.5)

<9v, c? Vp
~  =  ---- L - V ^ „  (7.6)dt p,

VV, = 47rGp,, (7.7)

where is the gravitational potential due to the perturbed density (e.g. Binney & Tremaine, 
1987). Eliminating vt and 0, from Eqns. (7.5) to (7.7) then yields

dt2 -  cl v 2p, - 4 trGp0p, = 0. (7.8)

Substituting a plane wave of the form p x(r, t) = A p Q el(kx±aJt) in Eqn. (7.8) gives the dispersion 
relation

-  CV  -  47r(^Po- (7-9)

From Equation 7.9 we can identify a critical wave-number,

(4nGp0)l/2
k} = -------------- , (7.10)

co

and correspondingly a critical wavelength, called the Jeans length

A  -  2 n  
A ’ ~  ~L \ G P o J

1/2

(7.11)

For short wavelength perturbations (i.e. A < A}, k > kx), the density perturbations oscillate as 
sound waves, i.e. p x oc por j0ng wavelength perturbations (i.e. A > Ax,k  < ks), the
density perturbations either grow or decay, i.e. p, oc g*(**)g±7f with a velocity \ \  oc el{kx)e±yt ex.

However, we wish to set up an initially static perturbation (\( t  = 0) = 0) This ensures that 
the factor that determines whether the perturbation oscillates or grows is how well the code 
models the physics rather than any imposed velocity perturbation. Since the fluid equations 
(Equations 7.5 - 7.7) are linear, a superposition of 2 planar waves is also a valid solution. To set 
up an initially stationary plane-wave perturbation, we superimpose two plane waves of equal
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amplitude and wavelength, travelling in opposite directions:

P,(r,0 = ^  {«***-“»<> + e#*'*"*')} , (7.12)

v, (r, t) = ^  {««**-"*'> -  ei<‘-«-‘V>} ex. (7.13)
z  /c

For short wavelength perturbations (/I < dj, & > /:,), the dispersion relation (Eqn. 7.9)
indicates that u 2 is positive, and therefore (switching from k to A),

( i i \ l/2
^  = ° [a2 ~ a2)  ’ ( 7 ' 1 4 )

is real and the perturbation oscillates. Taking the real parts of Eqns. (7.12) and (7.13),

/ 2 7T Jt\
Pi(r, 0  = A p0 cos I —p j  cos (cu,r) , (7.15)

v,(r,0 = s i n | p ^ j  s in (o v ) ex . (7.16)

and the oscillation period is

7 jt l n \ ' l 2 (A2 V 1/2
(7.17)

2 tT / 7T

A 2  1

For long wavelength perturbations (d > A } , k < k}), the dispersion relation (Eqn. 7.9)
indicates that a>2 is negative, and therefore a>A is imaginary. Defining

I i i \ ,/2
r, = 2^o -  * ) ’ (7'18)

we can put oja = iyA. Then, taking the real parts of Eqns. (7.12) and (7.13), we have

( 2 7T x \
p ,( r ,0  = A p 0 cos I —p i  cosh ( y j )  , (7.19)

v, (r, 0  = sin sinh (yAt) e , . (7.20)

The time for the perturbed density on the plane x = 0 to grow from Ap0 to cosh(l) Ap0 «
1.54 Ap0 is



126 CHAPTER 7. TESTS OF SPH

7.5.1 Initial conditions

Since in both situations (short wavelength perturbations that oscillate and long wavelength per
turbations that grow) the initial state is

we set up the initial conditions as follows.
First, NTOTAL particles are distributed randomly within a unit cube and settled using non- 

self-gravitating SPH and periodic boundary conditions. This reduces the Poissonian density 
fluctuations, and produces an approximately uniform, but non-crystalline, density distribution. 
The mean smoothing length of a particle is given by

where we have substituted = 50, and implicitly the unit of length is the length of the edges 
of the cube.

Second, a sinusoidal density perturbation is imposed by adjusting the unperturbed x-coordinate, 
xn of each particle i to a perturbed value, xft satisfying

This equation must be solved numerically for xf = *'(*,.). We use a perturbation with fractional 
amplitude A = 0.1.

Since periodic boundary conditions are being invoked, we can only apply perturbations 
which fit an integer number of wavelengths into the side of the unit cube, i.e.

where nA = 1, 2, 3, etc..
A convenient measure of the resolution is the ratio of the mean diameter of an SPH particle, 

d = 4h, to the wavelength of the perturbation, A = n~\ i.e.

Thus a small value of *R corresponds to good resolution. Equation 6.56 suggests that we must

P(r, t)
v(r ,0  = 0,

(7.22)

(7.23)

1.1427 N il!3
TOTAL

TOTAL

(7.24)

(7.25)

(7.26)

TOTAL

(7.27)



7.5. JEANS INSTABILITY TEST 127

ensure the Jeans length is well resolved. Taking A = Aj, the Jeans condition (Bate & Burkert 
1997; See Section 6.10.2) becomes

The number of SPH particles in one Jeans mass is then

In principle, we could investigate any resolution using boxes with different numbers of 
particles. Here we discuss perturbations with resolutions (a) % = 0.5, i.e. very well resolved 
with Nj = = 400 SPH particles in one Jeans mass; (b) *R = 1.0, marginally resolved, with

= iVNEIB = 50 SPH particles in one Jeans mass; and (c) % = 2.0, under-resolved, with just 
Af = Af^g/8 ^ 6 SPH particles in one Jeans mass. The initial conditions are constructed using 
boxes with 764 particles with nx -  1, 2, and 4 respectively. For each resolution, we evolve 
the perturbation with different values of the Jeans length. The Jeans wavelength can be varied 
arbitrarily by changing the isothermal sound speed, c0.

7.5.2 Results

Calculating smoothed averages in SPH is highly dependent on the form of the smoothing kernel; 
the size of a feature, A, compared to the smoothing length, h, determines how accurately Equa
tion 6.4 calculates A(r). Figure 7.10 compares the sinusoidal perturbation with the smoothing 
kernel for the resolutions % -  0.5,1.0 and 2.0. We will now discuss how well SPH resolves the 
density distribution, the hydrodynamical and gravitational forces in the Jeans test with reference 
to Figure 7.10.

7.5.3 Density and forces

For perturbations with % = 0.5,1.0 and 2.0, the SPH density is plotted in Figures 7.1 la, b and c 
respectively along with the exact analytical density (solid line, Equation 7.22). Also plotted in 
each case is the smoothed analytical density distribution (dot-dashed lines) using Equation 6.4 
with A(r) = p(r), i.e.

For the % -  0.5 perturbation, Figure 7.10 shows that the kernel function is narrower than 
the perturbation; consequently the density does not vary considerably over a smoothing length.

<R <  0 .8 . (7.28)

(7.30)
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Figure 7.10: The solid line represents one wavelength of the imposed sinusoidal plane-wave 
perturbation. The other lines represent the smoothing kernels used in the results displayed in 
Fig. 7.13: ft = 0.5 (dotted line) the very well resolved case; ft = 1.0 (dash-dot line) the 
marginally resolved case; and ft = 2.0 (dashed line) the under-resolved case. The kernels are 
all scaled so that the integrated area under the kernel is equal to the area under the perturbation.

The effects of smoothing (i.e. using Equation 7.30) are therefore quite small in this case. Figure 
7.11a shows that the smoothed density distribution is a very close approximation to the actual 
density distribution with a slightly lower peak value. Any peak is underestimated by Equation 
7.30 since the value of the smoothed average is always pulled down by contributions from 
lower-density neighbouring particles. The SPH density (plotted as points) follows the smoothed 
analytical density distribution well with a small amount of scatter due to particle noise.

For the ft = 1.0 perturbation, Figure 7.10 shows that the smoothing kernel is of order the 
same size as the perturbation (A = Ah). In this case, the density does vary considerably over 
the extent of a smoothing kernel, so the effects of smoothing become significant. Figure 7.1 lb 
shows that the smoothed density distribution, both from Equation 7.30 and as calculated by 
SPH deviates noticeably from the actual distribution.

For the worst resolved perturbation (ft = 2.0), Figure 7.10 shows that the smoothing kernel 
extends well beyond the perturbation wavelength. The smoothed density, (p(r)>, near the peak 
now includes contributions from the entire perturbation (and even weakly weighted contribu
tions from neighbouring perturbations). Figure 7.11c shows that the smoothed density is a bad 
approximation to the actual density perturbation, as is the SPH density distribution.

Resolving the hydrodynamical and gravitational forces in SPH is crucial to modelling the 
Jeans instability since the relative strengths of these two opposing forces determine whether 
a perturbation will collapse or oscillate. For perturbations with ft = 0.5,1.0 and 2.0, the
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Figure 7.11: The density distributions of the perturbation. Plotted in each panel are the analyti
cal density curves (solid lines), the smoothed density as calculated by Equation 7.30 (dot-dashed 
lines) and the density calculated using Equation 6.21 in SPH (points). Perturbations with dif
ferent resolutions are plotted (a) = 0.5 (b) K =  1.0 (c) H = 2.0.
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Figure 7.12: The analytical and SPH forces exerted on the particles. Plotted in each are the 
analytical gravitational (solid lines) and analytical hydrodynamical (dashed lines) forces along 
with the SPH gravitational (dark points) and SPH hydrodynamical (light triangles) forces. The 
hydrodynamical forces are calculated for the case A./A, = 0.8. Perturbations with different 
resolutions are plotted (a) R  = 0.5, (b) R  = 1.0 and (c) R  = 2.0.
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hydrodynamical and gravitational forces are plotted in Figures 7.12a, b & c respectively. Both 
the analytical forces (solid lines - gravity; dashed lines - pressure) and SPH forces (dark points 
- gravity, grey triangles - pressure) are plotted. In Figure 7.12, the Jeans length is As = 0.8 A. 
The exact choice of Jeans length is not important in this discussion of the forces since both the 
analytical and SPH hydrodynamical forces scale by the same amount, so the fractional deviation 
is the same.

For the well resolved perturbation (7? = 0.5), Figure 7 .12a shows that SPH calculates to good 
accuracy both the gravitational and hydrodynamical forces in comparison with the analytical 
forms. The SPH hydrodynamical forces follow the analytical function well on average, but 
there is a noticeable amount of scatter. This is because the hydrodynamical force exerted on a 
particle is only due to its ~ 50 nearest neighbours and is thus susceptible to particle noise. The 
SPH gravitational forces follow the analytical function very well with little obvious scatter. The 
total gravitational force exerted on a particle includes interactions from all the other particles 
in the simulation although the dominant contribution is from particles within A. For % -  0.5, 
Nj ~ 400 and hence there is much less particle noise.

For the *R = 1.0 perturbation, Figure 7.12b shows that the SPH hydrodynamical forces still 
provide a good fit to the analytical curve. However the SPH gravitational forces do not match 
the analytical curve as well as the % = 0.5 case. The SPH gravitational forces are reduced in 
magnitude due to the use of kernel-softened gravity; this affects the calculation of 2igrav for all 
particles within \A. The SPH hydrodynamical forces follow the analytical curve well and also 
have less scatter than for the % = 0.5 case. This is because there is a stronger density gradient 
over the smoothing kernel than for the % -  0.5 case, which is more prominent than numerical 
noise.

For the worst resolved perturbation (*R = 2.0), Figure 7.12c shows that both the SPH hydro
dynamical and gravitational forces are poor matches to the analytical curves. The SPH gravi
tational forces are even more severely affected by the use of kernel-softened gravity than in the 
H = 1.0 case. There is noticeable scatter due to the smaller numbers of particles per perturba
tion volume. The SPH hydrodynamical forces are also reduced in magnitude considerably (on 
average ~ \  the analytical force). This is due to smoothing, which causes the calculated SPH 
density gradient to be much lower than the actual density gradient (see Figure 7.1 lc), and hence 
the pressure forces (Equation 6.22) are also reduced in magnitude. We note that in this case, 
as in all cases, the fractional difference between the SPH and analytical gravitational forces is 
greater than the fractional difference between the SPH and analytical hydrodynamical forces.
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Figure 7.13: Characteristic timescales for the evolution of plane-wave perturbations, as a func
tion of wavelength. The ordinate is the wavelength in units of the Jeans length, and the abscissa 
is the timescale in units of (Gp0)~1/2. For perturbations which oscillate (i.e. those with A < dj) 
the oscillation period estimated from the SPH simulations is represented by an open circle. FoV 
perturbations which collapse (i.e. those with A > A}) the time for the peak density in the SPH 
simulations to increase by a factor 1.54 (see text) is represented by an open star. The filled 
circles and stars represent results of simulations using the self-support correction term (See 
Section 7.5.5). For reference, the analytic timescales are given by solid curves, (a) The very 
well resolved case, *R = 0.5. (b) The marginally resolved case, *R = 1.0. (c) The under-resolved 
case, *R = 2.0.
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7.5.4 Timescales

In Figure 7.13, we plot the results of the Jeans test using various values of A/A} between 0.1 and
2.4 and for different resolutions. Each panel of Fig. 7.13 corresponds to a different resolution, 
H, viz. (a) % = 0.5, (b) % -  1.0, and (c) = 2.0. If the perturbation oscillates, we plot with 
an open circle the oscillation period. If the perturbation grows, we plot as an open star the time 
required for the amplitude to increase by a factor cosh(l) = 1.54. The analytic predictions for 
these times (Eqns. 7.17 and 7.21) are shown as solid lines. (The solid stars and circles are 
discussed in Section 7.5.5).

The results for H -  0.5 perturbations (Figure 7.13a) show excellent agreement with the 
analytical predictions. All perturbations that should oscillate (A < A}) do oscillate, and all per
turbations that should grow (A > A}) do grow. There is good agreement between the theoretical 
timescales and the SPH timescales since the forces are well resolved (Figure 7.12a). There is a 
small discrepancy between theory and SPH for timescales near the A/A} = 1 asymptote.

For the *R = 1.0 perturbations, the timescales are still in reasonably good agreement with the 
theory (see Figure 7.13b). However since the SPH gravitational forces are reduced in magnitude 
due to smoothing (see Figure 7.12b), the effective Jeans length is greater than that calculated 
using Equation 7.11. The asymptote (where T  —> oo) appears to move a greater value of A/Ay 
Since the magnitude of agrav is reduced, the overall acceleration is smaller and the timescale for 
collapsing modes increases, i.e. the time it takes for the perturbed density to increase by a factor 
of cosh(l) is slightly increased.

For the *R = 2.0 perturbations, the SPH timescales for collapsing modes are in poor agree
ment with the theory (Figure 7.13c). The forces at this resolution are both severely under
resolved and reduced in magnitude; The overall acceleration is lower than it should be and the 
perturbation grows more slowly than predicted by theory. As with the ^ = 1 . 0  case, the use of 
kernel-softened gravity increases the effective Jeans length so the asymptote moves to higher 
values of A/Ar  There is disagreement between the theoretical and SPH oscillating modes, al
though not as great a disparity as the growing modes. Note that there are no points in the region 
A/A} = 1.0 -  1.4. This is because these very slowly evolving perturbations are corrupted by 
noise in the simulations and thus make computing an exact timescale difficult.

7.5.5 Including the correction term

We have implemented the self-support correction term discussed in Section 6.10.5 into DRAGON 
and have repeated some simulations of the Jeans test. We use the worst resolved case (<R = 2.0) 
where self-support is expected to be most significant. Figure 7.13c shows the timescales for the 
% = 2.0 perturbations with the correction term (closed circles and stars). It can be seen that
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including the correction term does improve the timescales of collapsing modes in the sense that 
they are closer to the analytical solution. However they are still considerably longer than the 
analytical solution, showing that the under-resolution of forces as discussed in Section 7.5.3 is 
the main reason for the discrepancy of the timescales. The timescales of oscillating modes are 
not affected by the correction term.

7.6 Discussion

7.6.1 Artificial viscosity

The isothermal Sod test (Section 7.2), the colliding flows test (Section 7.3) and the shear flow 
test (Section 7.4) were performed to test how well the different artificial viscosity prescriptions 
worked in various scenarios.

Standard artificial viscosity has been shown, in both the Sod test and the colliding flows 
test, to capture shocks and reproduce the analytical results reasonably well. The Balsara switch 
captures the main features of the shocks in both test cases. However, these tests reveal that 
even in the most controlled test case, the Balsara factor, is very noisy and this noise can 
transfer to the density and velocity profiles. This is most clearly seen in the colliding flows 
test with the Balsara switch (Figures 7.6a and b). This noise is due to the inability of SPH 
to calculate gradients accurately. This problem can be minimised by using more neighbours 
in SPH simulations, although clearly this increases the computational cost and/or reduces the 
resolution. Time-dependent viscosity also successfully reproduces the main features of the 
shock tube tests. For a MAX = 1.0, the results of the colliding flows test are similar to the Balsara 
switch. Increasing a MAX to 2.0 improves the results considerably, and they are as good as those 
with standard artificial viscosity. This suggests that in simulations where strong shocks are 
expected, we should use arMAX = 2.0 to ensure shocks are captured as accurately as is possible.

The shear flow test clearly shows the problem of shear viscosity in SPH. The standard 
viscosity case shows that the velocity profile is distorted significantly by shear viscosity. Both 
the Balsara switch and time-dependent viscosity help to reduce the amount of shear viscosity 
present, although they do also introduce some noise into the system.

7.6.2 Fragmentation

Simulations of star formation usually consider gas clouds or prestellar cores which are liable 
to fragment into multiple protostars. Bate & Burkert (1997) showed that self-gravitating SPH 
codes which use kernel-softened gravity should suppress fragmentation when under-resolved. 
Whitworth (1998) also showed using analytical arguments that artificial fragmentation will not
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occur if the Jeans condition is met. The test presented here reinforces these results showing that 
at no point does a Jeans-stable perturbation collapse, no matter how poor the resolution. Instead, 
it is shown that as the resolution decreases, Jeans unstable perturbations become stable and do 
not collapse. The effective Jeans length increases causing density perturbations which should 
collapse to be stabilised. This confounds the claims by Klein, Fisher & McKee (2004) that 
self-gravitating gas clouds will fragment artificially in SPH simulations when under-resolved.

An appropriate resolution limit can be identified from these results if one specifies a max
imum tolerance in the timescale error. For example, the Bate & Burkert (1997) condition 
6R ~ 0.8) gives a typical timescale error of 10% for the growing modes. If a smaller error 
is preferred, the resolution must be increased.
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Chapter 8

Binary formation from turbulent 
prestellar cores

In this chapter, we present preliminary results from hydrodynamical simulations o f turbulent 
prestellar cores performed using Smoothed Particle Hydrodynamics. We investigate the effect 
o f turbulence on the properties o f the stars formed and on the statistical distributions o f binary 
parameters.

Goodwin et al. (2004a, 2004b) perform simulations o f prestellar cores with mass M  =
5.4 M© and with turbulent virial ratio (i.e. the ratio o f turbulent kinetic energy to gravitational 
potential energy) a ^ g  = 0.01, 0.025, 0.05, 0.1 and 0.25. We expand this parameter space 
by performing ensembles o f simulations o f turbulent prestellar cores with different masses but 
keeping the turbulent virial ratio constant. We perform  10 simulations fo r  each set o f param
eters, in order to obtain statistical distributions o f the resultant properties. We simulate cores 
with masses M  = 2.17 M© and 4.34 M©, and use a ^ g  = 0.2.

We find that cores o f all masses almost always fragment producing a multiple system for  
simulations with a ^ g  = 0.2. The average number o f objects produced is dependent on the core 
mass. The ensemble o/2.17M© cores produce on average 2.0 ± 0.2 objects per core and the 
ensemble o f 4 .34 M© cores produce on average 2.6 ±0.3 objects per core. The binary separation 
distribution for the 2.17 M© and 4.34 M© cores is narrower than that found by Goodwin et al. 
(2004b), and thus also much narrower than the observed distribution. Binaries tend to have 
nearly-equal mass components (q ^  0.9). The average eccentricity o f the binaries is also very 
high (e « 0.9). Overall, the binary statistics from these simulations do not provide a good match 
with the observations o f binary stars, either fo r  young or mature field binaries.

We also use these simulations as a test case to investigate how the different viscosity pre
scriptions affect realistic simulations o f star formation. We find that there are no significant 
differences between the results using either standard viscosity, the Balsara switch, or time-

131
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dependent viscosity.
We intend to perform further simulations with different values o f a f o r  2.17 M© and 

4.34 M© cores to extend the parameter space further for this class o f simulation.

8.1 Introduction

The fragmentation of a prestellar core into a multiple system is generally accepted as being the 
dominant formation mechanism for binary stars (see Section 2.5). It is not clear exactly what 
factors control the fragmentation process or what is the main mode of fragmentation. Possi
bilities include rotational fragmentation (as considered in Chapter 4; Cha & Whitworth 2003), 
turbulent fragmentation (e.g. Bate et al. 2002a, Goodwin et al. 2004a, 2004b), collision- 
induced fragmentation (e.g. Bhattal et al. 1998) and externally-triggered fragmentation (e.g. 
Hennebelle et al. 2003, 2004) etc. In much of the star formation community, turbulent frag
mentation has become the favoured mechanism and has been extensively studied by various 
authors for all stages of star formation.

Turbulence is a non-linear regime of fluid dynamics where highly complex motions of a 
fluid are set up due to instabilities within the fluid itself (e.g. the Kelvin-Helmholtz instability). 
Initially a fluid may move as a uniform flow with constant velocity (called laminar motion), but 
the instabilities can transfer energy to smaller scales setting up a series of eddy currents; this 
is referred to as a turbulent cascade. Therefore turbulence can be thought of as a process that 
transfers energy from large scale ordered motion to many smaller-scale motions.

Observations of molecular clouds are highly indicative of turbulent motions. The observed 
velocity dispersion, Av, of any region of a molecular cloud is correlated with the size of the 
region, L, by the simple relation Av oc La where a  « 0.38 (Larson 1981; see also Myers 1983). 
This relation is similar to that expected of turbulent motions in fluids suggesting that turbulence 
exists in molecular clouds (Larson 1981).

8.1.1 Previous work on turbulent star formation

Numerical investigations into turbulent star formation has been ongoing for the past decade. 
AMR is well suited to modelling turbulence in fluids whereas SPH is better suited to gravita
tional collapse problems, so both have been used to model turbulent star formation. Here we 
summarise the main work that has been performed using SPH, which is our algorithm of choice.

Klessen and collaborators (e.g Klessen et al. 2000) have investigated the evolution of 
molecular clouds by driving turbulence throughout the cloud. Driven turbulence requires in
putting energy into the molecular cloud. Physically, the energy source may be from magnento-
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hydrodynamical waves or possibly due to feedback from stars (for example, by bipolar outflows 
e.g. Bally et al. 2006). Turbulence is found to support larger regions of the molecular cloud 
against gravitational collapse while allowing smaller regions (such as prestellar cores) to col
lapse and form stars.

Bate, Bonnell and collaborators (e.g. Bate et al. 2002a) have investigated the evolution of 
larger cores (50 M© and greater) which are supported by thermal pressure and turbulence. In 
their simulations, they impose an initial turbulent velocity field but do not include a continuous 
source of turbulence, as do Klessen and collaborators. The turbulence decays due to shock 
dissipation within a few dynamical times. They typically take values of (the ratio of 
turbulent kinetic energy to gravitational potential energy) to be unity. When account is taken of 
the thermal energy, the cloud is initially unbound. However, the turbulent energy is dissipated 
in shocks so that the core eventually becomes gravitationally bound. The shocks produce over- 
dense regions which are liable to fragment if their mass is greater than the local Jeans mass.

Goodwin et al. (2004a, 2004b) investigate the evolution of lower-mass prestellar cores 
(Mcore = 5.4 Mq) which are again supported by thermal pressure and turbulence. Goodwin et 
al. (2004a, 2004b) use smaller levels of turbulence (aTORB < 0.25) similar to those observed 
in isolated prestellar cores (Jijina et al. 1999). They find that even these relatively low levels 
of turbulence can promote the fragmentation of star-forming cores. Each core produces on 
average about 4 - 5  objects (although sometimes as many as 10). These stars then accrete 
material competitively as they move through the gas in the core. Some of the fragments are 
ejected before they accrete significant amounts of gas; these ejected protostars are often of such 
low mass as to be classed as brown dwarfs. Goodwin et al. (2004b) finds that this type of core 
evolution can produce a rather wide distribution of binary separations (although not as wide as 
the observations).

8.2 Model

8.2.1 Assumptions and Aims

We assume that prestellar cores fragment due to turbulence in the same way as modelled by 
Goodwin et al. (2004a, 2004b). We aim to expand the parameter space explored by Goodwin 
et al. (2004a, 2004b), in particular by extending the range of core masses. We investigate cores 
with masses 2.17 M© and 4.34 M0 and keep a fixed value a ^ g  = 0.2. We aim to use this type of 
simulation as a case study to investigate how different prescriptions for artificial viscosity affect 
real simulations of star formation, as opposed to simple tests.
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8.2.2 Initial conditions

We base our initial conditions on those used by Goodwin et al. (2004a, 2004b). We retain the 
same density distribution (although scaled to accommodate a core of different mass), the same 
temperature (since dense molecular clouds are approximately isothermal with T * 10 K), the 
same thermal virial parameter, a TOERM, and the same turbulent virial parameter, The gas
density profile of the core is given by

This is similar to the density profile of a Plummer sphere. This particular profile has a roughly 
uniform density central region (i.e. a flat density profile) of density p FLAT and radius RFLAT. This 
is sometimes known as the kernel (not to be confused with the kernel in SPH). For larger vales 
of r (i.e. r »  AT), the density profile tends to a power law of the form p  oc r-4. This density 
profile is plotted in Figure 8.1.

We retain the same thermal virial parameter, as used in as the simulations of Goodwin 
et al. (2004a, 2004b). If we keep the temperature constant, the thermal energy in the cloud is 
simply proportional to the mass of the cloud, i.e. oc MCORE; the gravitational potential
energy of the cloud is related to the mass and radius by |£2| oc /Rcore- Therefore the 
thermal virial parameter is related to the mass and radius of the cloud by 0?™^ = oc

Rcore/M core. T o  keep o r ^  constant the mass and radius of the cloud must be related as M C0RE oc 

Rcore. T o  be consistent with the models of Goodwin et al. (2004a), the central density must 
scale with the radius of the central region as

8.2.3 Modelling turbulence in molecular clouds

Turbulence is modelled using a Gaussian random velocity field (e.g. Burkert & Bodenheimer 
2000). The scale at which turbulence acts is represented by the wavenumber k (= 2n/A ), rather 
than wavelength A. Turbulence transfers energy from larger scales to smaller scales; therefore 
turbulence acts on many scales. The initial turbulent power spectrum specifies how much energy 
is in the various scales of the cloud initially. The power spectrum, P(k), is usually expressed as 
a power law of the form

FLAT

5000 AU
(8.2)
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Figure 8.1: The initial density profile of the prestellar cores used in simulations. The solid line 
shows the analytical density profile (i.e. Equation 8.1) and the points represent the SPH initial 
density profile.

The minimum wavenumber therefore defines the largest scale which contains turbulent energy 
(typically the size of the cloud). A turbulent power spectrum with a = 4 can reproduce Larson’s 
scaling relation i.e. the size-linewidth relation (e.g. Burkert & Bodenheimer 2000). This form 
of the turbulent power spectrum is almost universally used in numerical simulations of star 
formation involving turbulence. This is the same prescription for turbulence as used by Bate et 
al. (2003a, 2003b) and by Goodwin et al. (2004a, 2004b).

We map the expected velocity field onto a 3-D grid. The velocity of each particle is obtained 
by linearly interpolating the velocity between grid points. We then scale the velocities of the 
turbulence so as to obtain the required value of We note that scaling the turbulence this 
way produces a velocity dispersion that does not exactly follow Larson’s scaling relations. We 
refer to the results of Jijina et al. (1999) (See Goodwin et al. 2004a; their Figure 2) which 
shows there is little correlation between mass and turbulent energy for isolated prestellar cores.

8.2.4 Numerics

The evolution of the cloud is modelled using the Smoothed Particle Hydrodynamics code 
DRAGON. We used a version of DRAGON which is written using OpenMP, allowing multi
processor parallel jobs to be submitted, and resulting in a significant speed-up in the simulation 
run-time. We used the new Beowulf cluster in Cardiff to perform our simulations. The main 
features of SPH, in particular with reference to DRAGON, are described in Chapter 6.
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8.2.5 Setting up the initial conditions

We use the following procedure to set up the initial conditions for these simulations. First, we 
generate a cube containing a large number of particles (N > 60,000) and allow them to settle 
using DRAGON with self-gravity switched off. This produces a relaxed distribution of particles 
having uniform density and therefore no pressure forces due to Poisson noise. Second, we cut 
out a sphere from this settled distribution which contains the required number of particles for 
the simulation. Finally, we stretch the particle distribution in radial directions such as to obtain 
the required radial density profile (Equation 8.1). This procedure ensures that the density profile 
is as close to the required analytical profile as is possible, and ensures that any pressure forces 
are due to real density gradients; this is the same method as used in Section 7.5 to set the density 
profile. We note that this is different to the procedure used by Goodwin et al. (2004a) who did 
not relax their particle distribution prior to setting up the density profile. Goodwin et al. (2004a, 
2004b) therefore had both turbulence and Poisson noise in their initial conditions. We only have 
turbulence, so our results are ‘cleaner’.

8.2.6 Resolution

These simulations only model gravitational and hydrodynamical forces; therefore gravitational 
fragmentation due to the Jeans instability is likely to occur. We must resolve the Jeans length 
and Jeans mass at all times to ensure that fragmentation is not suppressed by poor resolution 
(See Section 7.5). The Jeans mass is

M̂ p x) = -^ n - ^

For isothermal collapse, the Jeans mass decreases as Ms oc p ~ 1/2. Once the density of the 
fragment increases beyond the critical density, p AD, the gas becomes opaque. As the fragment 
collapses further, it responds adiabatically so the temperature increases, i.e. a  oc p 1/3. The 
Jeans mass is thus related to the density as Ms oc p 1/2, i.e. the Jeans mass now increases 
with increasing density. Therefore there exists a minimum Jeans mass at the critical density, 
Mmin ~ 0.01M©. To ensure that the Jeans mass is resolved at all times in the simulation, we 
must select an appropriate number of particles so that Mmin is always resolved. Using the Bate & 
Burkert (1997) Jeans condition for SPH with 50 neighbours, the minimum Jeans mass must be 
equal to the mass of 2 particles, i.e. 2N NElBm = Mmin = 0.01M©, so m = 10-4Mo. Goodwin 
et al. (2004a, 2004b) use m = 2 x 10_4Mo which is not as well resolved as our simulations.
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Run id UO UA
Mass (M©)
Number of particles 
Central density (gem-3) 
Central radius (AU) 
Core radius (AU) 
Temperature (K) 
Thermal virial ratio 
Turbulent virial ratio 
Run time (Myr)

2.17 
21,700 
1.875 x 10-17 
2,000 
20,000 
10 
0.3 
0.2 
0.5

4.34
43,400
4.6875 x 10-18
4.000
40.000 
10
0.3
0.2
0.5

Table 8.1: Parameters describing the initial conditions of turbulent-core simulations.

8.2.7 DRAGON features

Sink particles (Section 6.10.4; Bate et al. 1995) are employed in DRAGON to increase the 
speed of the simulations. We use a sink density p SINK = 2 x 103Pad = 2 x 10 10gem  3. Goodwin 
et al. (2004a, 2004b) use a sink density p SINK = 10-11 gcm~3. The higher sink density is to 
ensure further dynamical fragmentation is not ignored by implementing the sinks too early in 
the simulation.

We use three prescriptions for artifical viscosity to test how well they perform and how 
they affect the results in a typical simulation involving star formation. We test our simulations 
using (i) standard viscosity (Section 6.7), (ii) the Balsara switch (Section 6.7.1), and (iii) time- 
dependent viscosity (Section 6.7.2) with parameters a MAX = 2 and a* = 0.1.

Each simulation had a 4 character identifiction. Simulations using parameters for the 2.17 M0 
cores (Table 8.2.8, column 2) had an id of the form U0XX, where XX is a 2-digit number, and 
simulations using parameters for the 4.34 M© cores (Table 8.2.8, column 3) had an id of the 
form UAXX.

8.2.8 Input parameters

Goodwin et al. (2004a, 2004b) model cores with fixed mass, M = 5.4 M© and vary the turbulent 
virial ratio, a ^ g ,  with values 0.01, 0.025, 0.05, 0.1 and 0.25.

We model cores with different masses, M = 2.17 M©, 4.34 M© and keep the turbulent virial 
ratio fixed, = 0.2. This allows us to investigate the dependence of stellar and binary 
properties on core mass. The exact parameters for each set of simulations are shown in Table 
8 .2 .8 .

The simulations are run for 0.5 Myr, after which time we expect most of the gas to be either 
accreted or dispersed (i.e. becoming unbound from the central potential well). Goodwin et al.
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(2004a, 2004b) follow their cores for 0.3 Myr.

8.3 Results

The results for the parameter set M  = 2.17 M©, a mrb = 0.2 (set U0) and parameter set M =
4.34 Mo, ctWRB = 0.2 (set UA) are shown in Tables 8.2 and 8.3 respectively. Table 8.4 sum
marises the statistical properties of the systems produced for each parameter set. Here we limit 
our description of the results to simulations using standard viscosity.

8.3.1 Number of objects formed

is the mean number of objects formed per core, AN ob] is the uncertainty in Wobj, and crN is 
the standard deviation of Wobj about the mean Wobj. The number of protostars formed is depen
dent on the mass of the parent core. The average number of objects produced from the ensemble 
of 2.17 M© cores is Afobj ± AAfobj = 2.0 ± 0.2. For 4.34M© cores, N oh- ± AAfobj = 2.6 ± 0.3. This 
increase with respect to mass is expected since higher mass cores will contain a greater num
ber of minimum Jeans-masses. There is more chance for a fragment to become gravitationally 
unstable to collapse before the core reaches the adiabatic phase and further fragmentation is 
prevented. The standard deviation of JVobj is crN -  0.47 for 2.17M© cores and crN = 0.81 for
4.34 M© cores. Higher mass cores thus produce a greater statistical spread of object numbers. 
Goodwin et al. (2004b) found that for 5.4 M© cores with o ^ g  = 0.25 (the closest to our value 
of arTORB = 0.2), the average number of objects produced was N oh- ± AA(,bj = 6.0 ± 0.5. This 
follows with the trend that increasing MC0RE increases Afobj, although this is a relatively large 
difference compared to the jump from 2.17 M© to 4.34 M©. This large increase suggests that the 
differences between the initial conditions and parameters of these simulations (i.e. higher res
olution, relaxed particle distribution, higher sink density) may affect the results systematically. 
An alternative explanation is that the number of objects formed is simply due to the difference 
in q^rb, although this would require a steep dependence between Afobj and or^g. I plan on per
forming further simulations of 5.4 M© solar mass cores to confirm if this is the case. Goodwin 
et al. (2004b) also obtain a larger standard deviation, crN = 2.2.

8.3.2 Mass distribution

Figure 8.2 shows the mass distribution resulting from the ensemble of 2.17M© and 4.34 M© 
turbulent cores. The stellar mass distribution resulting from the lower-mass cores (2.17M©, 
Figure 8.2a) is a very narrow peak with the majority of stars in a single bin (-0.25 < log10 M <
0.0). This is because most cores fragment into two relatively close protostars; they both accrete



8.3. RESULTS 145

Run id Viscosity System M/M© a/AU e q T/yrs
U001 ST 2 Binary 0.90, 0.87 64.6 0.97 0.97 389

BS 1 Single 1.79
TD 2 Binary 0.88, 0.84 22.9 0.83 0.95 83.9

U002 ST 1 Single 1.86
BS 2 Binary 0.84, 0.82 36.2 0.91 0.97 169
TD 2 Binary 0.91,0.84 55.8 0.94 0.92 316

U003 ST 2 Binary 0.90, 0.89 43.7 0.92 0.99 216
BS 2 Binary 1.43, 0.044 781 0.86 0.031 17,983
TD 2 Binary 0.91,0.86 46.6 0.93 0.95 239

U004 ST 2 Binary 0.88, 0.85 10.0 0.37 0.97 24
BS 2 Binary 0.90, 0.81 55 0.95 0.90 306
TD 2 Binary 0.99, 0.78 38 0.90 0.78 173

U005 ST 2 Binary 0.919, 0.844 59.4 0.957 0.918 344
BS 1 Single 0.18
TD 2 Binary 1.21,0.59 83.0 0.98 0.48 564

U006 ST 2 Binary 1.17, 0.60 49.8 0.934 0.513 263
BS 2 Binary 0.92, 0.82 73 0.97 0.89 468
TD 2 Binary 0.90, 0.89 40.5 0.91 0.99 192

U007 ST 2 Binary 0.86, 0.85 66.8 0.98 0.98 417
BS 1 Single 1.81
TD 2 Binary 0.90, 0.85 53 0.95 0.94 287

U008 ST 2 Binary 0.93,0.84 33.3 0.88 0.90 144
BS 2 Binary 0.88, 0.86 60.7 0.96 0.98 359
TD 2 Binary 0.91, 0.86 22.3 0.79 0.95 79

U009 ST 2 Binary 0.92, 0.76 67.6 0.97 0.83 429
BS 2 Single 1.24

Single 0.080
TD 2 Binary 0.97, 0.80 56.4 0.98 0.82 319

U010 ST 3 Binary 0.526, 0.523 9.75 0.76 0.99 29.7
Single 0.49

BS 2 Binary 0.90, 0.87 28.2 0.83 0.96 113
TD 2 Binary 0.88, 0.87 22.8 0.81 0.99 82.5

Table 8.2: Systems formed in simulations of turbulent cores with mass MC0RE = 2.17M© and 
with turbulent virial ratio = 0.2. Each set of initial conditions is simulated using the
three different viscosities, Standard Viscosity (ST), the Balsara switch (BS), and time-dependent 
viscosity (TD).
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Run id Viscosity " o b i System M / M o a/AU e q 77 yrs
UA01 ST 2 Binary 1.78, 1.70 129 0.989 0.956 789

BS 2 Binary 1.77, 1.70 113 0.976 0.960 643
TD 3 Binary

Single
1.06, 1.03 
0.43

71.5 0.955 0.972 419

UA02 ST 4 Binary
Single
Single

1.59, 1.53
0.0361
0.0430

650.0 0.98 0.96 297

BS 2 Binary 1.75, 1.73 27.1 0.797 0.989 75.6
TD 2 Binary 1.84, 1.56 58.4 0.98 0.849 242

UA03 ST 3 Binary
Single

1.42, 1.35 
0.263

26.8 0.62 0.95 83.5

BS 3 Binary
Single

1.03, 0.76 
0.56

137 0.993 0.738 1198

TD 3 Binary
Single

1.62, 1.50 
0.090

72.6 0.94 0.93 350

UA04 ST 3 Binary
Single

0.85, 0.75 
0.51

23.0 0.85 0.88 87.4

BS 2 Binary 1.75, 1.73 95.2 0.966 0.989 498
TD

UA05 ST 2 Binary 1.81, 1.57 138 0.99 0.87 877
BS 2 Binary 1.75, 1.74 71.7 0.93 0.99 325
TD 4 Triple 0.91,0.89 47.8 0.95 0.98 24.6

B, 0.030 1,672 0.72 0.017 50,453
Single 0.753

UA06 ST
BS
TD

1
1
1

Single
Single
Single

3.591
3.021
3.605

UA07 ST

BS

3 Binary
Single

0.71,0.71
0.44

65.7 0.92 0.99 447

TD 2 Binary 2.39, 1.098 141 0.99 0.46 898
UA08 ST

BS
TD

3 Binary
Single

1.67, 1.64 
0.046

37.8 0.83 0.98 128

UA09 ST 2 Binary 1.90, 1.57 159 0.99 0.83 1,073
BS 2 Binary 1.74, 1.74 122 0.99 0.999 722
TD 2 Binary 1.84, 1.66 143 0.99 0.90 919

UA10 ST 2 Binary 1.82, 1.66 170 0.99 0.91 1,186
BS 2 Binary 1.98, 1.49 146 0.99 0.75 947
TD 3 Binary 1.70, 1.65 55.4 0.92 0.97 225

Table 8.3: Systems formed in simulations of turbulent cores with mass MCORE = 4.38 M© and 
with turbulent virial ratio = 0.2. Each set of initial conditions is simulated using the 
three different viscosities, Standard Viscosity (ST), the Balsara switch (BS), and time-dependent 
viscosity (TD).
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Run id ^ c o r e / M © Viscosity AL- A/'ey ± AWobi v N log10a ±  Alog10a loild e q
UO 2.17 ST io 2.00 ±0.16 0.47 1.57 ±0.11 0.38 0.86 0.90

BS 10 1.7 ±0.15 0.46 1.68 ±0.07 0.16 0.91 0.79
TD 10 2.00 ± 0.00 0.00 1.60 ±0.06 0.17 0.90 0.88

UA 4.34 ST 10 2.50 ± 0.25 0.81 1.96 ±0.15 0.46 0.91 0.93
BS 8 2.00 ±0.18 0.50 1.96 ±0.09 0.22 0.95 0.92
TD 8 2.50 ±0.31 0.87 1.90 ±0.05 0.14 0.93 0.87

Table 8.4: Summary of main results of turbulent core simulations. The columns from left to 
right: Run id - the parameter set id; Mmre - the initial core mass; Viscosity - the viscosity used 
(ST - Standard, BS - Balsara switch, TD - time-dependent viscosity); 7Vsjms - the total number of 
simulations in the ensemble; N oh] ± AAfbj - the mean number of objects (plus uncertainty); crN 
- the standard deviation of the object number; log10 a ± Alog10 a - the mean of the logarithm 
of the separation (plus uncertainty); crloga - the standard deviation of log10 a\ e - the mean 
eccentricity; q - the mean mass-ratio.

material at approximately the same rate (since they share the same potential well) and therefore 
grow to the same mass.

The stellar mass distribution resulting from the higher-mass cores (4.34 M©, Figure 8.2b) is 
noticeably wider than for lower-mass cores. Higher-mass cores fragment into a larger number 
of objects. For N oh] > 2, the dynamical evolution of the fragments is non-linear so the accretion 
rate is more stochastic. This allows for the creation of different mass objects as opposed to 
equal-mass objects. The standard deviation of N oh] is also larger so there will be a greater 
spread of masses due to the greater spread of object numbers.

Goodwin et al. (2004b) obtain a mass distribution for 5.4 M© cores (their Figure 3, bottom 
panel) which is comparable to our mass-distribution for 4.34 M© cores for M > 0.1M©. Both 
graphs show a peak at around 1M© and have a similar width. The main difference is that 
Goodwin et al. (2004b) also produces a tail of low-mass objects. This tail consists almost 
entirely of unbound, ejected protostars. Since Goodwin et al. (2004b) produce more objects per 
core, there is a greater chance of some objects being dynamically ejected from the core; this 
will likely occur before an object has the chance to accrete a significant amount of material. The 
mass-distribution, and in particular the number of low-mass stars formed, is highly dependent 
on the number of objects formed. Further simulations of 5.4 M© cores will clarify this.

8.3.3 Binary separation distribution

Figure 8.3 shows the binary separation distribution resulting from the evolution of 2.17 M© and
4.34 M© turbulent cores. The low-number of simulations and binaries produced requires large 
bin sizes. Also, we have not divided the sample into different mass-ranges.
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Figure 8.2: The mass distribution, dN ld\ogl0 M, resulting from turbulent cores with masses (a) 
2.17 M©, and (b) 4.34 M©. All cores have an initial turbulent virial ratio = 0.2.

The binary separation distribution resulting from 2.17 M© cores (Figure 8.3a) is very narrow 
(<xloga = 0.38), with the majority of binaries in the bin spanning separations 10 AU < a < 
100 AU. This is considerably narrower than the observed separation distribution (e.g. Patience 
et al. 2002 - dashed line on Figure 8.3). This is due to the fact that a 2.17M© core with 
^turb = 0.2 will have some residual angular momentum (Burkert & Bodenheimer 2000). The 
range of possible angular momentum is quite small. If these cores fragment into two objects, 
the separation of the binary (which will be determined somewhat by the angular momentum) 
will also fall in a narrow range.

The binary separation distribution for the higher-mass cores (4.34 M©, Figure 8.3b) covers 
a larger range of values (crloga = 0.46) than the distribution for the lower-mass cores. Binaries 
now occupy the bins in the separation range 10 AU < a < 1000 AU. This increase is mainly 
due to the greater number of objects formed in these cores, plus the greater spread in object 
numbers. Cores with two objects will form a binary where the separation is determined by the 
specific angular momentum of the accreted material. When three or more objects are formed, 
some angular momentum will necessarily be removed when stars are ejected. This hardens the 
remaining binary (i.e. reduces the separation). A spread of object numbers therefore produces 
a greater spread in binary separations (This is the same effect that happens in the pure N-body 
simulations in Chapter 4, see Figure 4.3). We note that in this case the average value of log a is 
greater for the 4.34 M© cores than for the 2.17 M© cores (Table 8.4). This is because the radius 
of the core has increased by a factor of two and so the average binary separation is increased by 
a similar amount.

The binary separation distribution found by Goodwin et al. (2004b) covers approximately 
two and a half orders of magnitude in separation, from approximately 5 AU (the sink radius) up 
to approximately 103 AU (the size of the central region of the core). The greater spread in binary
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log(a/AU) log(a/AU)

Figure 8.3: The distribution of binary separations, d N /d \o g l0a, resulting from turbulent cores 
with masses (a) 2.17 M©, and (b) 4.34 M©. All cores have an initial turbulent virial ratio o r TORB =  

0.2. The dashed line shows the separation distribution of PMS binaries (Patience et al. 2002). 
The curve and the histogram are normalised to contain unit area rather than to the multiplicity.

separations is due to those reasons discussed in the previous paragraph (i.e. high-A/^ results 
in hardening of binaries and spread of separations). The larger number of objects produced in
5.4 M© cores leads to a larger spread in resultant separations.

8.3.4 Eccentricity distribution

The eccentricity of the binaries produced is shown in Tables 8.2 and 8.3 (Column 7). The 
majority of binaries produced for both the 2.17 M© and 4.34 M© have eccentricities greater than
0.8 and have an average value of 0.86 and 0.91 respectively. There are very few low eccentricity 
binaries produced in these simulations, contrary to the observations (See Section 2.4.5).

8.3.5 Mass-ratio distribution

The mass-ratio of the binaries produced is shown in Tables 8.2 and 8.3 (Column 8 ). The major
ity of binaries produced for both the 2.17 M© and 4.34 M© have roughly equal mass-components 
(i.e. q zz 1). As with the eccentricity distribution, this is contrary to the observations (See Sec
tion 2.4.4). The proto-stellar seeds first form in a region very close to the centre of the core and 
thus in the middle of the potential well of the core. As the gas falls into the centre of the core, 
the two fragments accrete roughly equal amounts of matter, and therefore form approximately 
equal mass components.
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8.4 Discussion

8.4.1 Multiplicity

The number of stars produced per core, yVobj, and its standard deviation, crN, can influence 
most of the final stellar and binary properties (as shown in Chapter 4 for the decay of small-N 
clusters). We should expect the overall distribution of binary properties to be dependent on the 
distribution of Afobj and crN with core mass.

Our simulations show that the average number of objects appears to increase with increasing 
core mass. This is expected since lower-mass cores contain fewer minimum Jeans masses, 
(MMiN), an<̂  ^ u s  have a lower chance of fragmenting into multiple objects.

Goodwin et al. (2004a, 2004b) found that increasing the levels of turbulence increased the 
average number of objects produced per core. He found that a minimum threshold of or^g =
0.05 was required to induce fragmentation. Due to the smaller values of Wobj, we may expect 
the threshold value of a TORB for fragmentation to be higher for lower-mass cores.

The simulations of small-N clusters performed in Chapter 4 assumed a constant number of 
fragments. The work in this Chapter, plus that Goodwin et al. (2004a, 2004b) shows that this 
assumption may be an over-simplification, although simulations of different mass rotating cores 
should be performed to gain more insight.

8.4.2 Binary separation distribution

The binary separation distribution cannot be reproduced using a single core mass and a single 
value of (XnjRg. Our simulations show that separations of binaries covers around two orders 
of magnitude; The simulations of Goodwin et al. (2004a, 2004b) for 5.4 M© cores produce 
binaries that cover about three orders of magnitude in separation. We require a distribution of 
^ turb values in order to be able to reproduce the observed binary separation distribution (this is 
analogous to the assumptions in Chapter 4 about having a distribution of values). We must first 
perform simulations of turbulent cores with different values of a ^ g  for different mass cores.

8.4.3 Eccentricity and mass-ratio distributions

The eccentricity and mass-ratio distributions from our simulations do not match the observa
tions very well. Almost all the binaries produced have equal mass components and highly 
eccentric orbits. Goodwin et al. (2004a, 2004b) noted that simulations with lower levels of 
turbulence tended to result in a flatter distribution of mass-ratios. This suggests again the need 
to perform simulations with different values of a Tvm.
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8.4.4 Viscosity

Due to the non-linear nature of the equations of self-gravitating hydrodynamics, any small 
change in the initial conditions of each individual simulation or any change in the algorithm 
used can alter the final outcome of the simulation. We expect that changing the viscosity pre
scription could change the stellar and binary properties at the end of the simulation. It is thus 
prudent to compare the statistical properties of each ensemble of runs rather than compare the 
results of individual runs with different viscosities.

There are no significant differences between the simulations with the standard artifical vis
cosity and those involving the Balsara switch. However, for both parameter sets, invoking the 
Balsara switch does produce on average fewer objects than both the standard artifical viscos
ity and the time-dependent artificial viscosity cases, although the difference is only about 2  cr 
in both cases. The time-dependent artificial viscosity case produces roughly the same average 
number of fragments per core as the standard artificial viscosity simulations.

There are some differences in the separation distribution between simulations with different 
viscosities. The average value of the logarithm of the separation, logi0 a, is approximately the 
same between the different visocsity prescription. However, in both the 2.17 M0  and 4.34 M© 
cores, the standard deviation of logi0 a, crlogu, is dependent on the viscosity used. The value of 
<rloga when using standard viscosity is approximately double that obtained when using either the 
Balsara switch or time-dependent viscosity.

8.4.5 Future work

We plan to perform further simulations of turbulent cores in order to expand the parameter space 
explored so far by this work and by Goodwin et al. (2004a, 2004b). Initially, we plan to perform 
further simulations of 2.17M©, 4.34 M© prestellar cores with different values of the turbulent 
virial ratio, a TORB =0.1 and 0.05. It is also desirable to improve the statistics of the parameter 
sets we have explored in this work by performing more realisations.

8.5 Summary
We extend the work of Goodwin et al. (2004a, 2004b) by performing simulations of turbulent 
prestellar cores with masses 2.17 M© and 4.34 M©, and with turbulent virial ratio or^g = 0.2. 
We perform ten realisations of each parameter set and compare the statistics to previous work, 
and to the observations. The main results are summarised below.

1. 2.17 M© prestellar cores with or^g = 0.2 fragment on average into two objects, which 
almost always results in a bound binary system. Higher-mass cores (4.34 M©) fragment
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into two or three objects, usually resulting in a bound binary system with an ejected 
single. This single star is typically the lowest mass object produced (i.e. dynamical 
biasing; McDonald & Clarke 1993)

2. The mass distribution of stars resulting from 2.17 M© cores is extremely narrow. When 
the core fragments into two objects, these objects accrete at a roughly equal rate produc
ing two equal-mass stars, typically of mass ~ 1M©. As a consequence, the mass-ratios of 
binaries produced is usually near unity. Higher-mass cores have a larger number of frag
mentation paths and thus produces a larger spread in the masses of any objects produced.

3. The separations of the binaries produced occupy a narrow range of values between ~ 
10 AU and ~ 103 AU. This is much narrower than the observed separation distribution 
(e.g. Duquennoy & Mayor 1991). This is due to using only a single value of a TORB.

4. The eccentricity distribution and mass-ratio distribution are both highly skewed towards 
unity and thus do not reproduce the observed distributions very well. Goodwin et al. 
(2004b) found that higher values of a TORB resulted in more equal-mass binaries. This sug
gests that reducing o ^ g  may produce a mass-ratio distribution closer to the observations.

5. We plan to extend the explored parameter space further to include simulations of 2.17 M©,
4.34 M© cores using different values of ar^g.



Chapter 9 

Summary

9.1 Observations of Binary stars

In Chapter 2, we performed a literature review of binary star observations and discussed the 
main findings. In brief, the main results were:

1. Binary stars are as common, if not more common, than single stars for solar-mass primary 
stars in the field. There is an apparent trend of increasing multiplicity with increasing 
primary mass. The multiplicity frequency for M-dwarf, K-dwarf and G-dwarf primaries 
in the solar vicinity is 0.42 ± 0.09, 0.45 ± 0.07 and 0.57 ± 0.08 respectively.

2. The multiplicity of stars in low-mass star forming regions like Taurus appears to be very 
high (mf > 90 %). In comparison, the multiplicity of stars in high-mass star forming 
regions like Orion appears to be of order that of the field, if not lower. This suggests that 
binary properties are dependent on the star formation environment in which they are bom.

3. The field-binary separation distributions for M-dwarf, K-dwarf and G-dwarf primaries 
are approximately lognormal over a large range of spatial scales (from 10-2  AU up to 
105 AU) peaking at a w 20 AU. The binary separation distribution for pre-Main Sequence 
stars in low-mass star forming regions like Taurus has a similar form peaking in the range 
a ^  5 0 -  100 AU.

4. The principal mechanism of binary star formation is believed to be fragmentation of 
prestellar cores within molecular clouds. The most favourable of the various models
is turbulent fragmentation.

153
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9.2 Binary star formation from Ring Fragmentation

In Chapter 4, we performed numerical N-body simulations of small-N clusters in the context of 
binary star formation. We assumed that a prestellar core fragments into a ring of N  protostars. 
This newly-formed small-N cluster then decays due to gravitational interactions forming an 
ensemble of multiple systems and single stars. We assumed a distribution of core rotations con
strained by observations, and produced statistical distributions of the binary parameters which 
we then compared to the observations. The main results were:

1. N-body simulations show that rings dissolve typically after a few tens of dynamical cross
ing times. The decaying cluster produces binary stars, multiple stars and ejected singles. 
(Table 4.1).

2. We obtain a multiplicity distribution using our model which is consistent with that of 
pre-Main Sequence primaries in low-density regions like Taurus.

3. We can reproduce the separation distribution of PMS stars, such as in Taurus, by assuming 
that the distribution of core rotation rates, parameterized by /3 (the ratio of rotational to 
gravitational potential energy), is lognormal. We must extend the distribution of /? to 
lower values than the observed distribution to match the separation distribution correctly. 
We assume lower-/? cores are not detected due to selection effects.

4. The discrepancy between the PMS and field binary populations is assumed to be due to 
interactions between binaries in a larger cluster, which is not modelled here.

This model is the first that can successfully explain the origin of the binary star statistics 
in isolated star forming regions, such as Taurus, and using observational constraints, and with 
a minimum of free parameters. This work has been published in A&A (Hubber & Whitworth 
2005).

9.3 Binary star formation in a cluster environment

In Chapter 5, we extend the model of Chapter 4 by including the effects of the cluster environ
ment. Following observations, we model many small-N clusters in a larger cluster environment 
and observe the effect on the binary statistics. In contrast to previous work in this field (e.g. 
Kroupa 1995a), we use fractal clusters. The main results are:

1. Interactions between binaries and stars in clusters can destroy binaries and therefore re
duce the multiplicity in the cluster. The efficiency of binary disruption increases with 
increasing stellar density.
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2. Wide, soft (i.e. low-binding energy) binaries are disrupted more often than tight, hard 
binaries. The separation distribution of binaries is affected by shifting the peak value to 
lower separations. However, no significant hardening of binaries occurs, i.e. the binary 
separations are not reduced considerably by dynamical interactions.

3. Clusters with lower-fractal dimension (and hence more substructure) disrupt low mass- 
ratio binaries more frequently than uniform clusters.

This model demonstrates that the amount of sub-structure in a cluster can affect the final 
binary properties. Since observations suggest young clusters are fractal, this work may represent 
a more realistic treatment of the initial conditions of young clusters than spherically symmetric 
equilibrium clusters, such as those used by Kroupa (1995a, b).

9.4 Tests of Smoothed Particle Hydrodynamics

In Chapter 7, we performed tests of the Smoothed Particle Hydrodynamics (Chapter 6 ) code 
DRAGON. In particular, we investigated the effectiveness of the artificial viscosity prescription 
used, and also on the ability of SPH to resolve gravitational fragmentation correctly (The Jeans 
Test). The main results were:

1. Despite its inherent limitations, SPH can capture shocks well using standard artificial 
viscosity. However, tests using shear flows show that the effects of unwanted artifical 
shear viscosity are significant. This affects the transport of angular momentum in discs.

2. The Balsara switch, which is designed to only switch on viscosity in genuine shocks, can 
also capture shocks well. The effects of shear viscosity are reduced, although still present.

3. Time-dependent viscosity captures shocks well, but only using viscosity parameters higher 
than those suggested by Morris & Monaghan (1997). The effects of shear viscosity are 
reduced but not eliminated, similar to when using the Balsara switch.

4. The Jeans test shows that well-resolved SPH simulations model gravitational fragmenta
tion very well. Under-resolved SPH prohibits real fragmentation rather than promoting 
artificial fragmentation.

The Jeans test has contributed to the debate over whether SPH can accurately model grav
itational fragmentation, and hence whether SPH simulations give tenable results. This work 
places confidence in SPH that simulations (previous and current) give accurate results. This 
work has been published by A&A (Hubber, Goodwin & Whitworth 2006).
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9.5 Simulations of turbulent prestellar cores

In Chapter 8 , we perform simulations of turbulent prestellar cores extending the work of Good
win et al. (2004a, 2004b). We explore the fragmentation of 2.I7M o and 4.34 M© cores with 
relatively low levels of turbulence. We also perform simulations using the Balsara switch and 
time-dependent viscosity. The main results are:

1. Lower-mass (2.17 M©) cores fragment on average producing a bound binary system. 
Higher-mass (4.34 M©) cores often fragment into 3 components resulting in a binary sys
tem with an ejected single. As with the pure N-body simulations, the ejected single is
typically the lowest-mass object of the system.

2. The mass distribution of stars produced by 2.17M© cores is extremely narrow. Most 
objects have masses ~ 1 M©. The higher mass cores have a wider spread of masses due 
to the spread in objects produced.

3. The separation distribution is very narrow in comparison to the observations. A spread of 
core masses and turbulence used could widen this distribution.

9.6 Future work

9.6.1 N-body codes

I plan to explore using alternative N-body codes in the future. In particular I plan to use the 
freely available STARLAB suite. STARLAB contains an N-body integrator called KIRA. KIRA 
uses the Hermite integration scheme (Section 3.3.2), similar to the NBODY series, but does not 
include any of the regularisation algorithms which greatly simplifies the coding. Alternative 
treatments of close-encounters are employed to ensure accurate computation of the orbits and 
small integration errors. However the smaller amount of code present makes the process of 
adding and modifying subroutines less laborious compared to working with the NBODY codes. 
If STARLAB is not appropriate for my work or does not include the desired features, in partic
ular the ability to perform multiple simulations to obtain statistical distributions, I will consider 
writing my own code based on the Hermite integration scheme and other features described in 
Chapter 3.

9.6.2 N-body simulations

I plan to continue the simulations of fractal clusters and expand the parameter space already 
explored in Chapter 5. This would include simulating clusters with different fractal dimensions
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and different numbers of stars. I would like to increase the number of simulations performed for 
each parameter set to improve the results and obtain better statistics of the resulting properties.

9.6.3 SPH codes

I will continue to help developing the Cardiff star formation group SPH code, DRAGON. There 
are a number of features which I would like to implement to improve the code. These include 
the Godunov-SPH algorithm (e.g. Cha & Whitworth 2003a) which eliminates the need for 
artificial viscosity and thus removes any associated problems. I plan to include a more realistic 
equation of state for the low-density ISM, as opposed to the simple isothermal equation of state 
commonly used for molecular clouds.

I plan to investigate how well SPH captures the turbulent velocity field and more importantly 
how well SPH models important hydrodynamical instabilities such as the Rayleigh-Taylor and 
Kelvin-Helmholtz instabilities. These are, amongst others, likely to be important in determining 
the cascade of turbulent energy to lower scales and the formation of clumps and cores.

I plan to implement an improved treatment of sink particles in DRAGON. Sinks should 
represent the formation of a gravitationally bound hydrostatic core which is certain to form 
a star. However, sink particles currently do not feel or exert pressure forces and only feel 
gravitational forces. This can result in an artificially high accretion rate which will affect the 
simulation results. Boyd (PhD thesis 2003) developed a more sophisticated sink which does 
interact hydrostatically with neighbouring particles, and also includes treatments of discs and 
outflows. This may provide the basis for future treatment of sinks.

9.6.4 SPH simulations

I will continue to perform simulations of turbulent prestellar cores expanding the work per
formed in Chapter 8 . I intend to perform more simulations of the parameter space already 
explored to obtain similar statistics to that of Goodwin et al. (2004a, 2004b), i.e. 20 simulations 
per parameter set. I also intend to expand the parameter space performing simulations with 
different values of 0 ^ 3 , and different mass cores, and attempt to extract useful theorems, for 
example the dependence of mean stellar mass on core mass.

As discussed in Chapter 2, the properties of binary stars are likely to be determined by the 
properties of their parent prestellar cores, and the properties of the prestellar cores are likely to 
be determined by the properties of their parent molecular cloud. I intend to investigate, using 
hydrodynamical simulations, the factors that influence the properties of prestellar cores (e.g. the 
mass spectrum, the angular-momentum distribution, the density distribution etc..) in molecular 
clouds and how the properties of these cores compare with observations.
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