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Abstract

Spectral measures provide invariants for braided subfactors via fusion modules.
In this paper we study joint spectral measures associated to the rank two Lie group
G2, including the McKay graphs for the irreducible representations of G2 and its
maximal torus, and fusion modules associated to all known G2 modular invariants.
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1 Introduction

Spectral measures associated to the compact Lie group A1 = SU(2) and its maximal
torus, nimrep graphs associated to the SU(2) modular invariants, and the McKay graphs

1



for finite subgroups of SU(2) were studied in [1] using information about the generating
series of the moments of the spectral measure and the Jones series which is related to
the Poincaré series of the subfactor planar algebra associated to the graph (see e.g. [30]).
In [21, 22] the authors studied spectral measures associated to the compact Lie groups
A1 = SU(2) and A2 = SU(3) and their maximal tori, nimrep graphs associated to the
SU(2) and SU(3) modular invariants, and the McKay graphs for finite subgroups of SU(2)
and SU(3), using braided subfactor theory. Spectral measures associated to the compact
rank two Lie groups B2 and C2 are studied in [25], and for other compact rank two Lie
groups in [24]. In this paper and its sequel [23] we focus on the Lie group G2 = Aut(O),
the automorphism group of the octonions O. It is a simply connected, compact, real rank
two Lie group of dimension 14 and is the smallest of the exceptional Lie groups. It is
isomorphic to the subgroup of SO(7) that fixes any particular vector in its 8-dimensional
real spinor representation. We determine spectral measures and joint spectral measures
for (the adjacency matrices of) various graphs related to the Lie group G2: the McKay
(or representation) graphs for the irreducible representations of G2 and its maximal torus
T2, nimrep graphs or fusion modules associated to the G2 modular invariants, and in the
sequel [23], the McKay graphs for finite subgroups of G2.

Suppose A is a unital C∗-algebra with state ϕ. If a ∈ A is a self-adjoint operator then
there exists a compactly supported probability measure νa, the spectral measure of a, on
the spectrum σ(a) ⊂ R of a, uniquely determined by its moments ϕ(am) =

∫
σ(a)

xmdνa(x),

for all non-negative integers m. Note that νa depends on the choice of state ϕ on A. In
the cases we consider, the C∗-algebra A will be a space of operators which act on the
following Hilbert space H . For the McKay graphs for irreducible representations of G2

we have H = ℓ2(N) ⊗ ℓ2(N) , whilst for the irreducible representations of its maximal
torus T2 we have H = ℓ2(Z) ⊗ ℓ2(Z). For a nimrep graph G (either associated to a G2

modular invariant or the McKay graph for finite subgroups of G2) with vertex set G0, we
take H = ℓ2(G0).

As G2 has rank two, its characters are functions on the maximal torus T2 of G2. For
SU(2) and SU(3) it was convenient to determine the spectral measures for the operator a
given by the adjacency matrices of the various graphs related to these groups (the McKay
graphs for the irreducible representations of the group and its maximal torus, nimrep
graphs associated to modular invariants, and the McKay graphs for finite subgroups) by
first determining corresponding measures εa over the maximal tori of SU(2) or SU(3)
respectively. This approach is described as a spectral measure blowup in [2]. In the case
of G2, the maximal torus T2 has dimension one greater than the spectrum σ(a) ⊂ R, so
that there is a loss of dimension when passing from the measure εa to νa. This means
that there is an infinite family of measures εa over T2 which correspond to the spectral
measure νa (details of the relation between εa and νa are given in Section 2.1).

In order to remove this ambiguity, we also consider measures over the joint spectrum
σ(a, b) ⊂ σ(a) × σ(b) ⊂ R2 of commuting self-adjoint operators a and b. The abelian
C∗-algebra B generated by a, b and the identity 1 is isomorphic to C(X), where X is the
spectrum of B. Then the joint spectrum is defined as σ(a, b) = {(a(x), b(x))| x ∈ X}.
In fact, one can identify the spectrum X with its image σ(a, b) in R2, since the map
x 7→ (a(x), b(x)) is continuous and injective, and hence a homeomorphism since X is
compact [39]. In the case where the operators a, b act on a finite-dimensional Hilbert
space, this is the set of all pairs of real numbers (λa, λb) for which there exists a non-
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zero vector φ such that aφ = λaφ, bφ = λbφ. Then there exists a compactly supported
probability measure ν̃a,b on σ(a, b), which is uniquely determined by its cross moments

ϕ(ambn) =

∫

σ(a,b)

xmyndν̃a,b(x, y), (1)

for all non-negative integers m, n. The spectral measure for a is then given by the
pushforward (pa)∗(ν̃a,b) of the joint spectral measure ν̃a,b under the orthogonal projection
pa onto the spectrum σ(a).

To study the spectral measures for the nimrep graphs associated to the G2 modular
invariants, we use the theory of braided subfactors and α-induction, which we now briefly
review. For a fuller discussion on braided subfactors and α-induction see [6, 7]. The
Verlinde algebra of G2 at level k is represented by a non-degenerately braided system of
endomorphisms NXN on a type III1 factor N . Its fusion rules {Nµ

λν} reproduce exactly
those of the positive energy representations of the loop group of G2 at level k, NλNµ =∑

ν N
µ
λνNν . Furthermore its statistics generators S, T obtained from the braided tensor

category NXN match exactly those of the Kac̆-Peterson modular S, T matrices which
perform the conformal character transformations (see footnote 2 in [6]). From the Verlinde
formula we see that this family {Nλ} of commuting normal matrices can be simultaneously
diagonalised, i.e. Nλ =

∑
σ(Sσ,λ/Sσ,0)SσS

∗
σ, where the summation is over each σ ∈ NXN

and 0 is the trivial representation. The intriguing aspect being that the eigenvalues
Sσ,λ/Sσ,0 and eigenvectors Sσ = {Sσ,µ}µ are described by the modular S matrix.

A braided subfactor is an inclusion N ⊂ M where the dual canonical endomorphism
decomposes as a finite combination of elements of the Verlinde algebra, i.e. a finite
combination of endomorphisms in NXN . Such subfactors yield modular invariants through
the procedure of α-induction which allows two extensions of λ on N , depending on the
use of the braiding or its opposite, to endomorphisms α±

λ ∈ MX±
M of M , so that the

matrix Zλ,µ = 〈α+
λ , α

−
µ 〉 is a modular invariant [8, 5, 16]. The systems MX±

M are called
the chiral systems, whilst the intersection MX 0

M = MX+
M ∩ MX−

M is called the neutral
system. Then MX 0

M ⊂ MX±
M ⊂ MXM , where MXM ⊂ End(M) denotes a system of

endomorphisms consisting of a choice of representative endomorphisms of each irreducible
subsector of sectors of the from [ιλι], λ ∈ NXN , where ι : N →֒ M is the inclusion map.
Although NXN is assumed to be braided, the systems MX±

M or MXM are not braided in
general. The action of each N -N sector λ ∈ NXN on the M-N sectors MXN produces a
nimrep (non-negative integer matrix representation of the original Verlinde algebra) Gλ,
i.e. GλGµ =

∑
ν N

µ
λνGν . The spectrum of (each) Gλ reproduces exactly the diagonal

part of the modular invariant [9]. Since the nimreps are a family of commuting matrices,
they can be simultaneously diagonalised and thus the eigenvectors ψσ are the same for
the nimrep graphs Gλ for all λ ∈ NXN . We have Gλ =

∑
σ(Sσ,λ/Sσ,0)ψσψ

∗
σ, where the

summation is over each σ ∈ NXN with multiplicity given by the modular invariant, i.e.
the spectrum of Gλ is given by {Sσ,λ/Sσ,0 with multiplicity Zσ,σ}. The set of µ with
multiplicity Zµ,µ is called the set of exponents of G.

Along with the identity invariants for G2 for all levels k, there are two exceptional in-
variants due to conformal embeddings at levels 3, 4 [12] and another exceptional invariant
at level 4 [41]. These are all the known G2 modular invariants. Since the centre of G2 is
trivial, there are no orbifold modular invariants. This list was shown to be complete for
all prime heights k+ 4 such that k+ 4 ≡ 5, 7 (mod 12) [38], and for all other k ≤ 31 [27].
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The paper is organised as follows. In Section 2 we describe the representation theory of
G2 and its maximal torus T2, and in particular focus on the fundamental representations
of G2. In Section 2.1 we discuss spectral measures for G2 over different domains, showing
how measures over a region in the complex plane yields a unique W -invariant measure
over T2, where W is the Weyl group of G2.

In Section 3 we determine the (joint) spectral measures associated to the (adjacency
matrices of the) McKay graphs given by the action of the irreducible characters of G2

on its maximal torus T2, and in Section 4 the (joint) spectral measures associated to the
(adjacency matrices of the) McKay graphs of G2 itself. In both cases we focus on the
fundamental representations of G2, and determine these (joint) spectral measures over T2

and the (joint) spectrum of these adjacency matrices. Finally in Section 5 we determine
joint spectral measures over T2 for nimrep graphs arising from G2 braided subfactors.

2 Representation theory of G2 and its maximal torus

The irreducible representations λ(µ1,µ2) of G2 are indexed by pairs (µ1, µ2) ∈ N2 such that
µ1 ≥ µ2. We denote by ρ1 = λ(1,0) the fundamental representation of G2 of dimension 7,
where ρ1(G2) ⊂ SO(7). The maximal torus of SO(7) is T = diag(D(ω1), D(ω2), D(ω3), 1),

for ωi ∈ T, where D(ωi) =

(
Re(ωi) −Im(ωi)
Im(ωi) Re(ωi)

)
, and the maximal torus of G2 is the

subset of T such that ω1 + ω2 + ω3 = 0, which is isomorphic to T2. Then the restriction
of ρ1 to T2 is given by the 7× 7 block-diagonal matrix

(ρ1|T2)(ω1, ω2) = diag(D(ω1), D(ω−1
2 ), D(ω−1

1 ω2), 1), (2)

for (ω1, ω2) ∈ T2. We also denote by ρ2 = λ(1,1) the second fundamental representation of
G2, the adjoint representation which has dimension 14.

The Lie group SU(3) is a subgroup of G2. The generating function for the SU(3) ⊂ G2

branching rules was determined in [28]. In particular, the fundamental representations
ρ1, ρ2 of G2 branch into the following irreducible SU(3) representations:

ρ1 −→ Σ1 ⊕ Σ3 ⊕ Σ∗
3, ρ2 −→ Σ3 ⊕ Σ∗

3 ⊕ Σ8. (3)

The representations Σ3, Σ
∗
3 are conjugate to one another and are the fundamental three-

dimensional representations of SU(3). The eight-dimensional representation Σ8 is the
adjoint representation of SU(3) and is obtained from the product of the fundamental
representations by removing one copy of the trivial representation Σ1, since Σ3 ⊗ Σ∗

3 =
Σ1 ⊕Σ8. Then from (3) the restriction of ρ2 to T2 is given by the 14× 14 block-diagonal
matrix

(ρ2|T2)(ω1, ω2) = diag(D(ω1), D(ω−1
2 ), D(ω−1

1 ω2), D(1), D(ω1ω2), D(ω2
1ω

−1
2 ), D(ω−1

1 ω2
2)),
(4)

for (ω1, ω2) ∈ T2.
Let {χ(µ1,µ2)}µ1,µ2∈N:µ1≥µ2 , {σ(µ1,µ2)}µ1,µ2∈Z be the irreducible characters of G2, T

2 re-
spectively, where χ(µ1,µ2) := χλ(µ1,µ2)

. The characters χ(µ1,µ2) of G2 are self-conjugate and

thus are maps from the torus T2 to an interval Iµ := χµ(T
2) ⊂ R. For ωi ∈ T, µi ∈ Z, the

characters of T2 are given by σ(µ1,µ2)(ω1, ω2) = ωµ1

1 ω
µ2

2 , and satisfy σ(µ1,µ2) = σ(−µ1,−µ2). If
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Figure 1: Multiplication by ρ1|T2 Figure 2: Multiplication by ρ2|T2

σ1, σ2 is the restriction of χ1 := χ(1,0), χ2 := χ(1,1) respectively to T2, we have from (2)
and (4) that

σ1 = χ1|T2 = σ(0,0) + σ(1,0) + σ(−1,0) + σ(0,−1) + σ(0,1) + σ(−1,1) + σ(1,−1), (5)

σ2 = χ2|T2 = σ1 + σ(0,0) + σ(1,1) + σ(−1,−1) + σ(2,−1) + σ(−2,1) + σ(1,−2) + σ(−1,2). (6)

Then

σ1σ(µ1,µ2) = σ(µ1,µ2)+σ(µ1+1,µ2)+σ(µ1−1,µ2)+σ(µ1,µ2−1)+σ(µ1,µ2+1)+σ(µ1−1,µ2+1)+σ(µ1+1,µ2−1),
(7)

for any µ1, µ2 ∈ Z.
The McKay graph for an irreducible representation λ of a group G is the graph whose

vertices are labelled by the irreducible representations of G, and which, for any two
irreducible representations λ1, λ2 of G, has Nλ1

λ,λ2
(directed) edges from λ1 to λ2, where

the decomposition of λλ1 into irreducible contains Nλ1
λ,λ2

copies of λ2. The McKay graph
of T2 for the first fundamental representation ρ1 is identified with the infinite graph
WAρ1

∞(G2), illustrated in Figure 3, whose vertices may be labeled by pairs (µ1, µ2) ∈ Z2

such that there is an edge from (µ1, µ2) to (µ1, µ2), (µ1 + 1, µ2), (µ1 − 1, µ2), (µ1, µ2 − 1),
(µ1, µ2 + 1), (µ1 − 1, µ2 + 1) and (µ1 + 1, µ2 − 1).

Similarly, the McKay graph of T2 for the second fundamental representation ρ2 is
identified with the infinite graph WAρ2

∞(G2), illustrated in Figure 4, where multiplication by
ρ2 corresponds to the edges illustrated in Figure 2. These graphs WAρ

∞(G2) are essentially
W -unfolded versions of the graphs Aρ

∞(G2), where W denotes the Weyl group D12 of G2.
By [18, §3.5], (

⊗
NM7)

T2 ∼= A(WAρ1
∞(G2)) and (

⊗
NM14)

T2 ∼= A(WAρ2
∞(G2)). Here

A(G) =
⋃

k A(G)k is the path algebra of the graph G, where A(G)k is the algebra generated
by pairs (η1, η2) of paths from the distinguished vertex ∗ such that r(η1) = r(η2) and
|η1| = |η2| = k, with multiplication defined by (η1, η2) · (η′1, η′2) = δη2,η′1(η1, η

′
2). We

now consider instead the fixed point algebra of
⊗

NM7,
⊗

NM14 under the action of the
group G2 given by the fundamental representations ρ1, ρ2 respectively, where G2 acts by
conjugation on each factor in the infinite tensor product.
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Figure 3: Infinite graph WAρ1
∞(G2) Figure 4: Infinite graph WAρ2

∞(G2)

The characters {χ(µ1,µ2)}µ1,µ2∈N:µ1≥µ2 of G2 satisfy

χ1χ(µ1,µ2) =





χ(µ1,µ2) + χ(µ1+1,µ2) + χ(µ1−1,µ2) + χ(µ1,µ2−1) + χ(µ1,µ2+1)

+χ(µ1−1,µ2+1) + χ(µ1+1,µ2−1) if µ1 6= µ2,
χ(µ1+1,µ2) + χ(µ1,µ2−1) + χ(µ1+1,µ2−1) if µ1 = µ2,

χ2χ(µ1,0) =






χ1χ(µ1,µ2) + χ(µ1+1,1) + χ(µ1−2,1) + χ(µ1−1,2) if µ1 6= µ2, µ2 + 1,
χ(1,1) if µ1 = 0,
χ(1,0) + χ(2,0) + χ(2,1) if µ1 = 1,

whilst for µ2 6= 0,

χ2χ(µ1,µ2)

=






χ1χ(µ1,µ2) + χ(µ1,µ2) + χ(µ1−1,µ2−1) + χ(µ1+1,µ2+1)

+χ(µ1+1,µ2−2) + χ(µ1−1,µ2+2) + χ(µ1+2,µ2−1) + χ(µ1−2,µ2+1) if µ1 6= µ2, µ2 + 1,
χ(µ1,µ1) + χ(µ1−1,µ1−1) + χ(µ1+1,µ1+1) + χ(µ1+1,µ1−1)

+χ(µ1+1,µ1−2) + χ(µ1+2,µ1−1) if µ1 = µ2,
2χ(µ1,µ2) + χ(µ1−1,µ2−1) + χ(µ1+1,µ2+1) + χ(µ1+1,µ2−1)

+χ(µ1+1,µ2−2) + χ(µ1+2,µ2−1) + χ(µ1+1,µ2) + χ(µ1,µ2−1) if µ1 = µ2 + 1,

where χ(µ1,µ2) = 0 if µ2 < 0 or µ1 < µ2.
Thus the McKay graph of G2 for the first fundamental representation ρ1 is identified

with the infinite graph Aρ1
∞(G2), illustrated in Figure 5, where we have made a change of

labeling to the Dynkin labels (λ1, λ2) = (µ1 − µ2, µ2). This labeling is more convenient
in order to be able to define self-adjoint operators v1N , v

2
N in ℓ2(N) ⊗ ℓ2(N) below. The

dashed lines in Figure 5 indicate edges that are removed when one restricts to the graph
Ak(G2) at finite level k (here k = 6), c.f. Section 5.1.

Similarly, the McKay graph of G2 for the second fundamental representation ρ2 is
identified with the infinite graph Aρ2

∞(G2), illustrated in Figure 6, again using the Dynkin
labels (λ1, λ2) = (µ1 − µ2, µ2), and where the dashed lines again indicate edges that are
removed when one restricts to the graph Ak(G2) at finite level k (here k = 6).

By [18, §3.5] we have (
⊗

NM7)
G2 ∼= A(Aρ1

∞(G2)) and (
⊗

NM14)
G2 ∼= A(Aρ2

∞(G2)).
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Figure 5: Infinite graph Aρ1
∞(G2) Figure 6: Infinite graph Aρ2

∞(G2)

2.1 Spectral measures over different domains

The Weyl group W of G2 is the dihedral group D12 of order 12. If we consider D12 as the
subgroup of GL(2,Z) generated by the matrices T2, T6, of orders 2, 6 respectively, given
by

T2 =

(
0 −1
−1 0

)
, T6 =

(
0 1
−1 1

)
, (8)

then the action of D12 on T2 given by T (ω1, ω2) = (ωa11
1 ωa12

2 , ωa21
1 ωa22

2 ), for T = (ail) ∈ D12,
leaves χµ(ω1, ω2) invariant, for any µ ∈ P+. Any D12-invariant measure εµ on T2 yields a
pushforward probability measure νµ = (χµ)∗(εµ) on Iµ = χµ(T

2) ⊂ R by

∫

Iµ

ψ(x)dνµ(x) =

∫

T2

ψ(χµ(ω1, ω2))dεµ(ω1, ω2), (9)

for any continuous function ψ : Iµ → C, where dεµ(ω1, ω2) = dεµ(g(ω1, ω2)) for all g ∈ D12.
There is a loss of dimension here, in the sense that the integral on the right hand side is
over the two-dimensional torus T2, whereas on the right hand side it is over the interval
Iµ. Thus the preimage I−1

µ [x] of any point x in the interior of Iµ is infinite, and there
is an infinite family of pullback measures εµ over T2 for any measure νµ on Iµ, that is,
any εµ such that εµ(I

−1
µ [x]) = νµ(x) for all x ∈ Iµ will yield the probability measure νµ

on Iµ as a pushforward measure by (9). We introduce below an intermediate probability
measure ν̃λ,µ which lives over a (two-dimensional) subregion Dλ,µ ⊂ Iλ × Iµ ⊂ R2, for
λ, µ ∈ P++, for which there is a unique D12-invariant measure ελ,µ on T2. This measure
ν̃λ,µ specializes to the spectral measures νλ, νµ of λ, µ respectively.

The permutation group S3 appears as the subgroup generated by T2 and the matrix
T 4
6 = −T6 of order 3 (c.f. [21, equation (37)]). Then D12 is generated by S3 and the 2× 2

matrix −I which sends θl ↔ −θl, l = 1, 2. A fundamental domain of T2/D12 is thus given
by a quotient of the fundamental domain of T2/S3, illustrated in Figure 7 (see [21]), by
the Z2-action given by the matrix −I. A fundamental domain F of T2 under the action
of the dihedral group D12 is illustrated in Figure 8, where the axes are labelled by the
parameters θ1, θ2 in (e2πiθ1 , e2πiθ2) ∈ T2. In Figure 8, the lines θ1 = 0 and θ2 = 0 are also
boundaries of copies of the fundamental domain F under the action of D12, whereas they
are not boundaries of copies of the fundamental domain under the action of S3 in Figure
7. The torus T2 contains 12 copies of F , so that

∫

T2

φ(ω1, ω2)dελ,µ(ω1, ω2) = 12

∫

F

φ(ω1, ω2)dελ,µ(ω1, ω2), (10)

7



Figure 7: A fundamental domain of T2/S3. Figure 8: A fundamental domain F
of T2/D12.

for any D12-invariant function φ : T2 → C. The fixed points of T2 under the action of
S3 are the points (1, 1), (e

2πi/3, e4πi/3) and (e4πi/3, e2πi/3), but only the point (1, 1) is fixed
under the action of the whole of D12. Under χρi the point (1, 1) maps to 7, 14 in the
intervals Iρ1 , Iρ2 respectively, whilst the points (e2πi/3, e4πi/3), (e4πi/3, e2πi/3) both map to
-2 (in both intervals).

Let xλ = χλ(ω1, ω2) and let Ψλ,µ be the map (ω1, ω2) 7→ (xλ, xµ). We denote by Dλ,µ

the image of Ψλ,µ(F ) (= Ψλ,µ(T
2)) in R2. The joint spectral measure ν̃λ,µ is the measure

on Dλ,µ uniquely determined by its cross-moments as in (1). Then there is a unique
D12-invariant pullback measure ελ,µ on T2 such that

∫

Dλ,µ

ψ(xλ, xµ)dν̃λ,µ(xλ, xµ) =

∫

T2

ψ(χλ(ω1, ω2), χµ(ω1, ω2))dελ,µ(ω1, ω2),

for any continuous function ψ : Dλ,µ → C.
Any probability measure on Dλ,µ yields a probability measure on the interval Iλ, given

by the pushforward (pλ)∗(ν̃λ,µ) of the joint spectral measure ν̃λ,µ under the orthogonal
projection pλ onto the spectrum σ(λ). See [25, Section 2.5] for more details.

The following S3-invariant measures on T2, defined in [22, Definition 1], will be useful
later. Note that these measures are also invariant under D12.

Definition 2.1. Let ω = e2πi/3, τ = e2πi/n. We define the following measures on T2:

1. d((n)), the uniform Dirac measure on the S3-orbit of the points (τ, τ), (ω τ, ω),
(ω, ω τ), for n ∈ Q, n ≥ 2.

2. d(n,k), the uniform Dirac measure on the S3-orbit of the points (τ e
2πik, τ), (τ, τ e2πik),

(ω τ, ω e2πik), (ω e2πik, ω τ ), (ω τ e−2πik, ω e−2πik), (ω e−2πik, ω τ e−2πik), for n, k ∈ Q,
n > 2, 0 ≤ k ≤ 1/n.

The sets Supp(d((n))), Supp(d(n,k)) are illustrated in [22, Figures 4, 5]. For n > 2 and
0 < k < 1/n, |Supp(d((n)))| = 18, whilst |Supp(d(n,k))| = 36. The cardinalities of the
other sets are |Supp(d(n,0))| = |Supp(d(n,1/n))| = 18 for n > 2, and |Supp(d((2)))| = 9.
Some relations between these measures are given in [22, Section 2].
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3 Spectral measures for WA∞(G2)

For the remainder of the paper we focus on the fundamental representations ρ1 and ρ2 of
G2. We first consider their restrictions to T2. As discussed in Section 2, their correspond-
ing McKay graphs are WAρj

∞(G2), illustrated in Figures 3, 4 for j = 1, 2 respectively.
We define commuting self-adjoint operators which may be identified with the adjacency

matrix of WAρj
∞(G2). We define operators v1Z , v

2
Z on ℓ2(Z)⊗ ℓ2(Z) by

v1Z = 1⊗ 1 + s⊗ 1 + s∗ ⊗ 1 + 1⊗ s+ 1⊗ s∗ + s⊗ s∗ + s∗ ⊗ s, (11)

v2Z = v1Z + 1⊗ 1 + s⊗ s+ s∗ ⊗ s∗ + s2 ⊗ s∗ + (s∗)2 ⊗ s+ s⊗ (s∗)2 + s∗ ⊗ s2, (12)

where the unitary s is the bilateral shift on ℓ2(Z). Let Ω denote the vector (δi,0)i. Then v
j
Z

is identified with the adjacency matrix of WAρj
∞(G2), j = 1, 2, where we regard the vector

Ω ⊗ Ω as corresponding to the vertex (0, 0) of WAρj
∞(G2), and the operators of the form

sl ⊗ sm which appear as terms in vjZ as corresponding to the edges on WAρj
∞(G2). Then

(sλ1 ⊗ sλ2)(Ω⊗ Ω) corresponds to the vertex (λ1, λ2) of
WAρj

∞(G2) for any λ1, λ2 ∈ Z, and
applying (vjZ)

m to Ω⊗ Ω gives a vector y = (y(λ1,λ2)) in ℓ
2(WAρj

∞(G2)), where y(λ1,λ2) gives
the number of paths of length m on WAρj

∞(G2) from (0, 0) to the vertex (λ1, λ2).
We define a state ϕ on C∗(v1Z , v

2
Z) by ϕ( · ) = 〈 · (Ω⊗Ω),Ω⊗Ω〉. We use the notation

(a1, a2, . . . , ak)! to denote the multinomial coefficient (
∑k

i=1 ai)!/
∏k

i=1(ai!). Then we have
cross moments

ςm,n = ϕ((v1Z)
m(v2Z)

n)

=
∑

ki≥0∑
i ki≤m

∑

li≥0∑
i li≤m

(k1, k2, . . . , k6, m−
∑

i

ki)!(l1, l2, . . . , l12, n−
∑

i

li)! ϕ(s
r1 ⊗ sr2)

=
∑

ki≥0∑
i ki≤m

∑

li≥0∑
i li≤m

(k1, k2, . . . , k6, m−
∑

i

ki)!(l1, l2, . . . , l12, n−
∑

i

li)! δr1,0 δr2,0, (13)

where

r1 = k1 − k2 + k5 − k6 + l1 − l2 + l5 − l6 + l7 − l8 + 2l9 − 2l10 + l11 − l12, (14)

r2 = k3 − k4 − k5 + k6 + l3 − l4 − l5 + l6 + l7 − l8 − l9 + l10 − 2l11 + 2l12, (15)

If n = 0 then li = 0 for all i, and we get a non-zero contribution when k4 = k1 − k2 + k3
and k6 = k1 − k2 + k5. So we obtain

ϕ((v1Z)
m) =

∑

ki

(k1, k2, k3, k1 − k2 + k3, k5, k1 − k2 + k5, m− 3k1 + k2 − 2k3 − 2k5)! (16)

where the summation is over all integers k1, k2, k3, k5 ≥ 0 such that 0 ≤ k1 − k2 +
k3, k1 − k2 + k5, 3k1 − k2 + 2k3 + 2k5 ≤ m. If m = 0 then ki = 0 for all i, and we
get a non-zero contribution when l4 = l1 − l2 + l3 + 2l7 − 2l8 + l9 − l10 − l11 + l12 and
l6 = l1 − l2 + l5 + l7 − l8 + 2l9 − 2l10 + l11 − l12. So we obtain

ϕ((v2Z)
n) =

∑

li

2n−p3(l1, l2, l3, p1, l5, p2, l7, l8, l9, l10, l11, l12, n− p3)! (17)

where p1 = l1−l2+l3+2l7−2l8+l9−l10−l11+l12, p2 = l1−l2+l5+l7−l8+2l9−2l10+l11−l12,
p3 = 3l1 − l2 + 2l3 + 2l5 + 4l7 − 2l8 + 4l9 − 2l10 + l11 + l12 and the summation is over all
integers l1, l2, l3, l5, l7, l8, l9, l10, l11, l12 ≥ 0 such that 0 ≤ p1, p2, p3 ≤ n.
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3.1 Joint spectral measure for WA∞(G2) over T2

The ranges of the restrictions (5), (6) of the characters χj , j = 1, 2, of the fundamental
representations of G2 to T2 are given by Ij , where I1 := Iρ1 = {1 + 2Re(ω1) + 2Re(ω2) +
2Re(ω1ω

−1
2 )|ω1, ω2 ∈ T} = [−2, 7] and I2 := Iρ2 = {2+2Re(ω1)+2Re(ω2)+2Re(ω1ω

−1
2 )+

2Re(ω1ω2) + 2Re(ω2
1ω

−1
2 ) + 2Re(ω1ω

−2
2 )|ω1, ω2 ∈ T} = [−2, 14]. Since the spectrum σ(s)

of s is T, the spectrum σ(v1Z) of v1Z is I1 = [−2, 7], and the spectrum σ(v2Z) of v2Z is
I2 = [−2, 14]. We now determine the D12-invariant spectral measure ε on T2 for the
graphs WAρj

∞(G2), j = 1, 2.

Theorem 3.1. The joint spectral measure ε(ω1, ω2) (on T2) for the graphs WAρj
∞(G2),

j = 1, 2, is given by the uniform Lebesgue measure dε(ω1, ω2) = dω1 dω2.

Proof: The m,nth cross moment is given by

∫

T2

(χ1(ω1, ω2))
m(χ2(ω1, ω2))

ndω1 dω2

=
∑

ki≥0∑
i ki≤m

∑

li≥0∑
i li≤m

(k1, k2, . . . , k6, m−
∑

i

ki)!(l1, l2, . . . , l12, n−
∑

i

li)!

∫

T2

ωr1
1 ω

r2
2 dω1 dω2

=
∑

ki≥0∑
i ki≤m

∑

li≥0∑
i li≤m

(k1, k2, . . . , k6, m−
∑

i

ki)!(l1, l2, . . . , l12, n−
∑

i

li)! δr1,0 δr2,0,

where r1, r2 are as in (14), (15), since
∫
T
umdu = δm,0. This is equal to the cross moments

ϕ((v1Z)
m(v2Z)

n) given in (13). �

In fact, the measure ε(ω1, ω2) given above is the joint spectral measure over T2 for the
pair of McKay graphs (WAλ

∞(G2),
WAµ

∞(G2)) for any pair λ, µ of irreducible representations
of G2, by a similar proof. Thus the spectral measure over T2 is independent of the choice
of irreducible representations used to construct the McKay graphs.

3.2 Joint spectral measure for WA∞(G2) on D

Let x := x(1,0) = χ1(ω1, ω2) and y := x(1,1) = χ2(ω1, ω2), or explicitly,

x = 1 + 2 cos(2πθ1) + 2 cos(2πθ2) + 2 cos(2π(θ1 − θ2)), (18)

y = x+ 1 + 2 cos(2π(θ1 + θ2)) + 2 cos(2π(2θ1 − θ2)) + 2 cos(2π(θ1 − 2θ2)), (19)

and denote by Ψ the map Ψ(1,0),(1,1) : (ω1, ω2) 7→ (x, y).
We now describe D := D(1,0),(1,1), illustrated in Figure 9, which is the joint spectrum

σ(v1Z , v
2
Z) of the commuting self-adjoint operators v1Z , v

2
Z . The boundary of F given by

θ1 = 2θ2 yields the curves c1, c2 for θ2 ∈ [0, 1/3], which are both given by the parametric
equations

x = 1 + 4 cos(2πθ2) + 2 cos(4πθ2) = −1 + 4 cos(2πθ2) + 4 cos2(2πθ2),

y = 4 + 4 cos(2πθ2) + 2 cos(4πθ2) + 4 cos(6πθ2)

= 2− 8 cos(2πθ2) + 4 cos2(2πθ2) + 16 cos3(2πθ2).

10



Figure 9: The domain D = Ψ(F ) for G2.

The boundary of F given by θ1 = −θ2 yields the curve c3 given by the parametric equations

x = −1 + 4 cos(2πθ1) + 4 cos2(2πθ1),

y = 2− 8 cos(2πθ1) + 4 cos2(2πθ1) + 16 cos3(2πθ1),

where θ1 ∈ [1/2, 2/3]. Finally, the boundary θ1 = θ2 of F yields the curve c4 given by the
parametric equations

x = 3 + 4 cos(2πθ1),

y = 4 + 8 cos(2πθ1) + 2 cos(4πθ1) = 2 + 8 cos(2πθ1) + 4 cos2(2πθ1),

where θ1 ∈ [1/2, 1]. As functions of x, the boundaries of D are obtained by writing
cos(2πθ) in terms of x in the above parametric equations, which are at worst quadratic
in cos(2πθ). The boundaries of D are thus given by the curves [40]

c1 : y = −5(x+ 1) + 2(x+ 2)3/2, x ∈ [−2, 7/9], (20)

c2 : y = −5(x+ 1) + 2(x+ 2)3/2, x ∈ [7/9, 7], (21)

c3 : y = −5(x+ 1)− 2(x+ 2)3/2, x ∈ [−2,−1], (22)

c4 : 4y = x2 + 2x− 7, x ∈ [−1, 7]. (23)

On the other hand, writing these curves as function of y involves cubic equations in
cos(2πθ), and the boundaries of D are given by the curves

c1 : x = −1 + 4p2(y) + 4p2(y)
2, y ∈ [10/27, 14], (24)

c2 : x = −1 + 4p3(y) + 4p3(y)
2, y ∈ [10/27, 5] (25)

c3 : x = −1 + 4p1(y) + 4p1(y)
2, y ∈ [−2, 5], (26)

c4 : x = −1 + 2(y + 2)1/2, y ∈ [−2, 14], (27)

where pi is given by 12pi(y) = −1 − ǫiP − 25ǫiP
−1, for ǫj = e2πi(j−1)/3 and P = (145 −

54y+2
√

33(27y2 − 145y + 50))1/3, and we take the positive square root in equation (27).
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Figure 10: The Jacobian J over T2. Figure 11: Contour plot of J over T2.

Under the change of variables (18), (19), the Jacobian J = det(∂(x, y)/∂(θ1, θ2)) is
given by

J(θ1, θ2) = 8π2(cos(2π(2θ1 + θ2)) + cos(2π(θ1 − 3θ2)) + cos(2π(3θ1 − 2θ2))

− cos(2π(θ1 + 2θ2))− cos(2π(3θ1 − θ2))− cos(2π(2θ1 − 3θ2))). (28)

The Jacobian is real and is illustrated in Figures 10, 11, where its values are plotted over
the torus T2.

With ωj = e2πiθj , j = 1, 2, the Jacobian is given in terms of ω1, ω2 ∈ T by

J(ω1, ω2) = 8π2Re(ω2
1ω2 + ω1ω

−3
2 + ω3

1ω
−2
2 − ω1ω

2
2 − ω3

1ω
−1
2 − ω2

1ω
−3
2 )

= 4π2(ω2
1ω2 + ω−2

1 ω−1
2 + ω1ω

−3
2 + ω−1

1 ω3
2 + ω3

1ω
−2
2 + ω−3

1 ω2
2

− ω1ω
2
2 − ω−1

1 ω−2
2 − ω3

1ω
−1
2 − ω−3

1 ω2 − ω2
1ω

−3
2 − ω−2

1 ω3
2). (29)

The Jacobian J is invariant under T6 ∈ D12, whilst T2(J) = −J . Thus J2 is invariant
under the action of D12, and we seek an expression for J2 in terms of the D12-invariant
variables x, y, which may be obtained as a product of the roots appearing as the equations
of the boundary of D in (20)-(23), and is given (up to a factor of 16π4) as (see also [40])

J2(x, y) = (4x3 − x2 − 2x− 10xy − y2 − 10y + 7)(x2 + 2x− 7− 4y), (30)

for (x, y) ∈ D, which can easily be checked by substituting for x, y as in (18), (19). Note
that the Jacobian (30) is a cubic in y, with the three roots appearing as the equations of
the boundary of D in (20)-(23). However, although the Jacobian (30) is a quintic in x,
only four of the roots appear as the equations of the boundary of D in (24)-(27). The fifth
root x = −1− 2(y+2)1/2 only intersects with D at the point (−1,−2). The factorization
of J in (30) and the equations for the boundaries of D given in (20)-(27) will be used
in Sections 3.3, 4.2 to determine explicit expressions for the weights which appear in the
spectral measures µvjZ

over Ij in terms of elliptic integrals. From (30) we see that the
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Jacobian vanishes only on the boundary of D, or over T2 only on the boundaries of the
images of the fundamental domain F under D12.

Since J is real, J2 ≥ 0, and we have the following expressions for the Jacobian J :

J(θ1, θ2) = 8π2(cos(2π(2θ1 + θ2)) + cos(2π(θ1 − 3θ2)) + cos(2π(3θ1 − 2θ2))

− cos(2π(θ1 + 2θ2))− cos(2π(3θ1 − θ2))− cos(2π(2θ1 − 3θ2))),

J(ω1, ω2) = 4π2(ω2
1ω2 + ω−2

1 ω−1
2 + ω1ω

−3
2 + ω−1

1 ω3
2 + ω3

1ω
−2
2 + ω−3

1 ω2
2

− ω1ω
2
2 − ω−1

1 ω−2
2 − ω3

1ω
−1
2 − ω−3

1 ω2 − ω2
1ω

−3
2 − ω−2

1 ω3
2),

|J(x, y)| = 4π2
√
(4x3 − x2 − 2x− 10xy − y2 − 10y + 7)(x2 + 2x− 7− 4y),

where 0 ≤ θ1, θ2 < 1, ω1, ω2 ∈ T and (x, y) ∈ D. Note that the expression under the
square root is real and non-negative since J2 is.

Then
∫

F

ψ(χ1(ω1, ω2), χ2(ω1, ω2))dω1 dω2 =

∫

D

ψ(x, y)|J(x, y)|−1dx dy, (31)

and from Theorem 3.1 and (10) we obtain

Theorem 3.2. The joint spectral measure ν̃ (over D) for the graphs WAρj
∞(G2), j = 1, 2,

is
dν̃(x, y) = 12 |J(x, y)|−1dx dy.

3.3 Spectral measure for WA∞(G2) on R

We now compute the spectral measure νvjZ
= νρj over Ij , which is determined by its mo-

ments ϕ((vjZ)
m) =

∫
Ij
xmj dνvjZ

(xj) for all m ∈ N, where xj = x, y for j = 1, 2 respectively.

For νv1Z we set ψ(x, y) = xm in (31) and integrate with respect to y. Similarly, setting
ψ(x, y) = ym in (31), the measure νv2Z is obtained by integrating with respect to x. More
explicitly, using the expressions for the boundaries of D given in (20)-(27), the spectral
measure νv1Z (over [−2, 7]) for the graph WAρ1

∞(G2) is dνv1Z (x) = JT2

1 (x) dx, where JT2

1 (x) is
given by

JT2

1 (x) =





12

∫ −5(x+1)+2(x+2)3/2

−5(x+1)−2(x+2)3/2
|J(x, y)|−1 dy for x ∈ [−2,−1],

12

∫ −5(x+1)+2(x+2)3/2

(x2+2x−7)/4

|J(x, y)|−1 dy for x ∈ [−1, 7].

The weight JT2

1 (x) is an integral of the reciprocal of the square root of a cubic in y, and
thus can be written in terms of the complete elliptic integral K(m) of the first kind,

K(m) =
∫ π/2

0
(1−m sin2 θ)−1/2dθ. Using [10, Eqn. 235.00],

6

π2 (8(x+ 2)3/2 − x2 − 22x− 13)
1/2

K(v(x)) =
3 v(x)1/2

2π2(x+ 2)3/4
K(v(x))
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Figure 12: JT2

1 (x) Figure 13: JT2

2 (y)

for x ∈ [−2,−1], where v(x) = 16(x + 2)3/2/(8(x + 2)3/2 − x2 − 22x − 13), whilst for
x ∈ [−1, 7],

6 v(x)−1/2

π2 (8(x+ 2)3/2 − x2 − 22x− 13)
1/2

K(v(x)−1) =
3

2π2(x+ 2)3/4
K(v(x)−1).

The weight JT2

1 (x) is illustrated in Figure 12, up to a factor 4π2.
The spectral measure νv2Z (over [−2, 14]) for the graph WAρ2

∞(G2) is dνv2Z (y) = JT2

2 (y) dy,

where JT2

2 (y) is given by

12

∫ −1+2(y+2)1/2

−1+4p1(y)+4p1(y)2
|J(x, y)|−1 dx for y ∈ [−2, 10/27],

12

∫ −1+4p3(y)+4p3(y)2

−1+4p1(y)+4p1(y)2
|J(x, y)|−1 dx+ 12

∫ −1+2(y+2)1/2

−1+4p2(y)+4p2(y)2
|J(x, y)|−1 dx for y ∈ [10/27, 5],

12

∫ −1+2(y+2)1/2

−1+4p2(y)+4p2(y)2
|J(x, y)|−1 dx for y ∈ [5, 14].

A numerical plot of the weight JT2

2 (y) is illustrated in Figure 13, again up to a factor 4π2.

4 Spectral measures for A∞(G2)

We now consider the fundamental representations ρj , j = 1, 2, of G2. As discussed in
Section 2, their corresponding McKay graphs are Aρj

∞(G2), j = 1, 2. This section follows
the same arguments as [21, §6.2]. The new feature here is the presence of terms such as
lm(l∗)p for m ≤ p, where l is the unilateral shift to the right on ℓ2(N), which correspond to
the fact that certain edges on the graphs Aρj

∞(G2), j = 1, 2, only appear when far enough
away from the boundary of the graph.

We define self-adjoint operators v1N , v
2
N on ℓ2(N)⊗ ℓ2(N) by

v1N = ll∗ ⊗ 1 + l ⊗ 1 + l∗ ⊗ 1 + l∗ ⊗ l + l ⊗ l∗ + l2 ⊗ l∗ + (l∗)2 ⊗ l, (32)

v2N = ll∗ ⊗ 1 + l2l∗ ⊗ 1 + l(l∗)2 ⊗ 1 + l(l∗)2 ⊗ l + l2l∗ ⊗ l∗ + l2 ⊗ l∗ + (l∗)2 ⊗ l

+ 1⊗ ll∗ + 1⊗ l + 1⊗ l∗ + l3 ⊗ l∗ + (l∗)3 ⊗ l + l3 ⊗ (l∗)2 + (l∗)3 ⊗ l2. (33)
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Let Ω denote the vector (δi,0)i. Then v
j
N is identified with the adjacency matrix ofAρj

∞(G2),
j = 1, 2, where we regard the vector Ω ⊗ Ω as corresponding to the vertex (0, 0) of
Aρj

∞(G2), and the operators of the form lm1(l∗)p1 ⊗ lm2(l∗)p2 which appear as terms in vjN
as corresponding to the edges on Aρj

∞(G2). Then (lλ1 ⊗ lλ2)(Ω ⊗ Ω) corresponds to the
vertex (λ1, λ2) of Aρj

∞(G2) for any λ1, λ2 ∈ N, and applying (vjN)
m to Ω⊗Ω gives a vector

y = (y(λ1,λ2)) in ℓ2(Aρj
∞(G2)), where y(λ1,λ2) gives the number of paths of length m on

Aρj
∞(G2) from (0, 0) to the vertex (λ1, λ2). A term of the form (lm(l∗)p⊗1)(λ1, λ2), m < p,

will be zero if λ1 < p. Thus for example, (ll∗⊗1)(0, λ2) = 0, which corresponds to the fact
that there is no self-loop at the point (0, λ2) for any λ2 ∈ N, whereas (ll∗ ⊗ 1)(λ1, λ2) =
(λ1, λ2) for all λ1 6= 0, corresponding to the fact that there is a self-loop at these points.

It is not immediately obvious that these two operators commute. However this can be
easily seen from the fact that Aρj

∞(G2) are the multiplication graphs for the characters χj

of the fundamental representations ρj, j = 1, 2, of G2, where the vertices of Aρj
∞(G2) are

labeled by the characters of the irreducible representations of G2.
Any vector lp1Ω ⊗ lp2Ω ∈ ℓ2(N) ⊗ ℓ2(N) can be written as a linear combination of

elements of the form (v1N)
m1(v2N )

m2(Ω⊗Ω). This is not obvious from the definition of the
operators vjN given in (32), (33). However this also can be seen from the fact that Aρj

∞(G2)
are the multiplication graphs for the characters of the fundamental representations of G2,
where Ω⊗Ω corresponds to the character χ(0,0) of the trivial representation. The characters
of all other irreducible representations can be written as a linear combination of products
of the form χm

1 χ
n
2χ(0,0), which follows from [33, Proposition 1] where X1 = χ1−χ(0,0) and

X2 = χ2 − χ1 − χ(0,0).

Thus the vector Ω ⊗ Ω is cyclic in ℓ2(N) ⊗ ℓ2(N), and we have C∗(v1N , v
2
N)(Ω⊗ Ω) =

ℓ2(N) ⊗ ℓ2(N). We define a state ϕ on C∗(v1N , v
2
N) by ϕ( · ) = 〈 · (Ω ⊗ Ω),Ω ⊗ Ω〉. Since

C∗(v1N , v
2
N) is abelian and Ω⊗Ω is cyclic, we have that ϕ is a faithful state on C∗(v1N , v

2
N).

Then by [42, Remark 2.3.2] the support of ν̃v1N ,v2N
is equal to the joint spectrum σ(v1N , v

2
N)

of v1N , v
2
N .

Recall the decompositions of χ1χµ and χ2χµ for the characters of G2 given in Section
2. These can be written as χjχµ =

∑
ν ∆ρj (µ, ν)χν , where ∆ρj is the adjacency matrix of

Aρj
∞(G2), the McKay graph for the fundamental representation ρj of G2. This equation can

be interpreted as meaning that vjN (identified with the adjacency matrix ∆ρj of A
ρj
∞(G2))

has eigenvector (χν(θ))ν for eigenvalue χj(θ), θ ∈ [0, 2π]2. Thus the spectrum of vjN is
given by χj(T

2), and the joint spectrum σ(v1N , v
2
N) is D. The moments ϕ((vjN)

m) count
the number of closed paths of length m on the graph Aρj

∞(G2) which start and end at the
apex vertex (0, 0).

4.1 Joint spectral measure for A∞(G2) over T2

We prove in Section 5.1 that the measure given by dε(ω1, ω2) = J(ω1, ω2)
2dω1 dω2/192π

4

is the joint spectral measure over T2 of vjN , j = 1, 2, where dωl is the uniform Lebesgue
measure on T, l = 1, 2. In fact, the measure ε(ω1, ω2) is the joint spectral measure
over T2 for the pair of McKay graphs (Aλ

∞(G2),Aµ
∞(G2)) for any pair λ, µ of irreducible

representations of G2. We see that ε is (up to some scalar) the reduced Haar measure of
G2 (c.f. [40, §6.3]).
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4.2 Spectral measure for A∞(G2) on R

We now determine the spectral measure νvjN
over Ij. From (10) and (31), with the measure

given in Section 4.1, we have that

1

192π4

∫

T2

ψ(χj(ω1, ω2))J(ω1, ω2)
2dω1 dω2 =

1

16π4

∫

D

ψ(x′)|J(x, y)|dx dy, (34)

where D is as in Section 3.2, and x′ = x, y for j = 1, 2 respectively. Thus the joint
spectral measure over D is |J(x, y)|dx dy/16π4, which is the reduced Haar measure on G2

[40, §6.3]. The measure νv1N over I1 is obtained by integrating with respect to y in (34),
whilst the measure νv2N over I2 is obtained by integrating with respect to x in (34). More
explicitly, using the expressions for the boundaries of D given in (20)-(27), the spectral
measure νv1N (over [−2, 7]) for the graph Aρ1

∞(G2) is dνv1N (x) = JG2
1 (x) dx/16π4, where

JG2
1 (x) is given by

JG2
1 (x) =






∫ −5(x+1)+2(x+2)3/2

−5(x+1)−2(x+2)3/2
|J(x, y)| dy for x ∈ [−2,−1],

∫ −5(x+1)+2(x+2)3/2

(x2+2x−7)/4

|J(x, y)| dy for x ∈ [−1, 7].

The weight JG2
1 (x) is the integral of the square root of a cubic in y, and thus can be

written in terms of the complete elliptic integrals K(m), E(m) of the first, second kind

respectively, where K(m) =
∫ π/2

0
(1−m sin2 θ)−1/2dθ and E(m) =

∫ π/2

0
(1−m sin2 θ)1/2dθ.

Using [10, equation 235.14], JG2
1 (x) is given by

π2

15
(8(x+ 2)3/2 − x2 − 22x−13)1/2

[
(x4 + 236x3 + 1662x2 + 2876x+ 1705) E(v(x))

− (8(x+ 2)3/2 + x2 + 22x+ 13)(x2 + 22x+ 13) K(v(x))

]
,

for x ∈ [−2,−1], where v(x) = 16(x + 2)3/2/(8(x + 2)3/2 − x2 − 22x − 13), whilst for
x ∈ [−1, 7], JG2

1 (x) is given by

2π2

15
(x+ 2)3/4

[
2(x4 + 236x3 + 1662x2 + 2876x+ 1705) E(v(x)−1)

− (8(x+ 2)3/2 + x2 + 22x+ 13)(24(x+ 2)3/2 + x2 + 22x+ 13) K(v(x)−1)

]
.

The weight JG2
1 (x) is illustrated in Figure 14, up to a factor 4π2.

The spectral measure νv2N (over [−2, 14]) for the graphAρ2
∞(G2) is dνv2N (y) = JG2

2 (y) dy/16π4,

where JG2
2 (y) is given by

∫ −1+2(y+2)1/2

−1+4p1(y)+4p1(y)2
|J(x, y)| dx for y ∈ [−2, 10/27],

∫ −1+4p3(y)+4p3(y)2

−1+4p1(y)+4p1(y)2
|J(x, y)| dx+

∫ −1+2(y+2)1/2

−1+4p2(y)+4p2(y)2
|J(x, y)| dx for y ∈ [10/27, 5],

∫ −1+2(y+2)1/2

−1+4p2(y)+4p2(y)2
|J(x, y)| dx for y ∈ [5, 14].
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Figure 14: JG2
1 (x) Figure 15: JG2

2 (y)

A numerical plot of the weight JG2
2 (y) is illustrated in Figure 15, again up to a factor 4π2.

5 Joint spectral measures for nimrep graphs associ-

ated to G2 modular invariants

Suppose G is the nimrep associated to a G2 braided subfactor at some finite level k with
vertex set G0. We define a state ϕ on ℓ2(G0) by ϕ( · ) = 〈 ·Ω,Ω〉, where Ω is the basis
vector in ℓ2(G0) corresponding to a distinguished vertex ∗. Note that the state ϕ (and
thus the spectral measure) depends on the choice of distinguished vertex ∗. We choose
the distinguished vertex ∗ to be the vertex with lowest Perron-Frobenius weight.

Consider the nimrep graph Gλ. The eigenvalues β
(µ)
λ of Gλ are given by the ra-

tio Sλ,µ/S0,µ, where µ belongs to the set Exp(G) of exponents of G, Exp(G) ⊂ P k
+ =

{(λ1, λ2)| λ1, λ2 ≥ 0;λ1 + 2λ2 ≤ k} (note that we are now using the Dynkin labels), and
the S-matrix at level k is given by [32, 26]:

Sλ,µ =
−2

(k + 4)
√
3

[
cos(2ξ(2(λ̂1 + λ̂2)(µ̂1 + µ̂2) + (λ̂1 + λ̂2)µ̂2 + λ̂2(µ̂1 + µ̂2) + 2λ̂2µ̂2))

+ cos(2ξ(−(λ̂1 + λ̂2)(µ̂1 + µ̂2)− 2(λ̂1 + λ̂2)µ̂2 + λ̂2(µ̂1 + µ̂2)− λ̂2µ̂2))

+ cos(2ξ(−(λ̂1 + λ̂2)(µ̂1 + µ̂2) + (λ̂1 + λ̂2)µ̂2 − 2λ̂2(µ̂1 + µ̂2)− λ̂2µ̂2))

− cos(2ξ(−(λ̂1 + λ̂2)(µ̂1 + µ̂2)− 2(λ̂1 + λ̂2)µ̂2 − 2λ̂2(µ̂1 + µ̂2)− λ̂2µ̂2))

− cos(2ξ(2(λ̂1 + λ̂2)(µ̂1 + µ̂2) + (λ̂1 + λ̂2)µ̂2 + λ̂2(µ̂1 + µ̂2)− λ̂2µ̂2))

− cos(2ξ(−(λ̂1 + λ̂2)(µ̂1 + µ̂2) + (λ̂1 + λ̂2)µ̂2 + λ̂2(µ̂1 + µ̂2) + 2λ̂2µ̂2))

]
,

where ξ = π/3(k+ 4), λ = (λ1, λ2), µ = (µ1, µ2), and λ̂i = λi + 1, µ̂i = µi + 1 for i = 1, 2.
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Letting µ̂1 = 3(k + 4)x1, µ̂2 = −(k + 4)x2, we obtain

Sλ,µ =
−2

(k + 4)
√
3

[
cos(2π((2λ̂1 + 3λ̂2)x1 − (λ̂1 + 2λ̂2)x2)) + cos(2π((λ̂1 + 3λ̂2)x1 − λ̂2x2))

+ cos(2π(λ̂1x1 − (λ̂1 + λ̂2)x2))− cos(2π((λ̂1 + 3λ̂2)x1 − (λ̂1 + 2λ̂2)x2))

− cos(2π((2λ̂1 + 3λ̂2)x1 − (λ̂1 + λ̂2)x2))− cos(2π(λ̂1x1 + 2λ̂2x2))

]
,

which is (up to a scalar factor) nothing but the S-function Sλ+̺(x) (see [25, Section 2.3]
for a discussion on orbit functions). Then we see that

β
(µ)
λ =

Sλ,µ

S0,µ
=
Sλ+̺(x)

S̺(x)
= χλ(tν) ∈ χλ(T

2) = Iλ, (35)

where tν = (e2πix1 , e2πix2), and hence the spectrum σ(Gλ) of Gλ is contained in Iλ. Note
that here we are using the Dynkin labels whereas in Section 2 we used labels (µ1, µ2) =
(λ1 + λ2, λ2).

Consider now the pair of nimrep graphs Gλ, Gµ, which have joint spectrum Dλ,µ ⊂
Iλ × Iµ. The m,nth cross moment ςm,n =

∫
Dλ,µ

xmyndν̃(x, y), where x = xλ, y = xµ, is

given by 〈Gm
λ G

n
µΩ,Ω〉. Let β

(σ)
λ be the eigenvalues of Gλ with corresponding eigenvectors

ψ(σ), normalized so that each ψ(σ) has norm 1. As the nimreps are a family of commuting
matrices they can be simultaneously diagonalised, and thus the eigenvectors of Gλ are
the same for all λ). Then Gm

λ G
n
µ = UΛm

λ Λ
n
µU∗, where Λλ is the diagonal matrix with the

eigenvalues β
(σ)
λ on the diagonal, and U is the unitary matrix whose columns are given by

the eigenvectors ψ(σ), so that

ςm,n = 〈UΛm
λ Λ

n
µU∗Ω,Ω〉 = 〈Λm

λ Λ
n
µU∗Ω,U∗Ω〉 =

∑

σ

(β
(σ)
λ )m(β(σ)

µ )n|ψ(σ)
∗ |2, (36)

where ψ
(σ)
∗ = U∗Ω is the entry of the eigenvector ψ(σ) corresponding to the distinguished

vertex ∗. Thus there is a D12-invariant measure ε over T2 such that

ςm,n =

∫

T2

χλ(ω1, ω2)
mχµ(ω1, ω2)

ndε(ω1, ω2),

for all λ, µ.
Note from (35), (36) that the measure ε is a discrete measure which has weight |ψ(ν)

∗ |2
at the points g(tν) ∈ T2 for g ∈ D12, ν ∈ Exp(G), and zero everywhere else. Thus the
measure ε does not depend on the choice of λ, µ, so that the measure over T2 is the
same for any pair (Gλ, Gµ), even though the corresponding measures over Dλ,µ ⊂ R2, and
indeed the subsets Dλ,µ themselves, are different for each such pair.

We will now determine this D12-invariant measure ε over T2 for all the known G2 mod-
ular invariants, where we will focus in particular on the nimrep graphs for the fundamental
generators ρj , j = 1, 2,which have quantum dimensions [2][7][12]/[4][6], [7][8][15]/[3][4][5]
respectively, where [m] denotes the quantum integer [m] = (qm − q−m)/(q − q−1) for
q = eiπ/3(k+4). The nimrep graphs Gρ1 were found in [14], whilst Gρ2 for the confor-
mal embeddings at levels 3, 4 were found in [13]. The realisation of modular invariants
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for G2 by braided subfactors is parallel to the realisation of SU(2) and SU(3) modu-
lar invariants by α-induction for a suitable braided subfactors [34, 36, 44, 3, 4, 8, 9],
[35, 36, 44, 3, 4, 8, 6, 7, 19, 20] respectively. The realisation of modular invariants for C2

is also under way [25].

5.1 Graphs Ak(G2), k ≤ ∞
The graphs Aρj

k (G2), j = 1, 2, are associated with the trivial G2 modular invariant at
level k. They are illustrated in Figures 5, 6 respectively, where the set of vertices is now
given by P k

++. The set of edges is given by the edges between these vertices, except for
certain self-loops at the cut-off which are indicated by dashed lines (in Figures 5, 6 the

dashed lines indicate the edges to be removed when k = 6). The eigenvalues βj,(λ) := β
(λ)
ρj

of Aρj
k (G2), j = 1, 2, are given by the ratio Sρj ,λ/S0,λ with corresponding eigenvectors

ψλ
µ = Sλ,µ, where µ ∈ Exp(Ak(G2)) = P k

++. Then with µ = ∗ = (0, 0), we obtain

ψλ
∗ =

−2

(k + 4)
√
3

[
cos(2ξ(5λ̂1 + 9λ̂2)) + cos(2ξ(λ̂1 + 6λ̂2)) + cos(2ξ(4λ̂1 + 3λ̂2))

− cos(2ξ(4λ̂1 + 9λ̂2))− cos(2ξ(λ̂1 − 3λ̂2))− cos(2ξ(5λ̂1 + 6λ̂2))

]
(37)

and hence we see that

ψλ
∗ =

−1

4
√
3(k + 4)π2

J
(
(λ̂1 + 3λ̂2)/3(k + 4),−λ̂1/3(k + 4)

)
, (38)

where J(θ1, θ2) is given by (28) and in (38) we have

θ1 = (λ̂1 + 3λ̂2)/3(k + 4), θ2 = −λ̂1/3(k + 4), (39)

so that λ̂1 = −3(k + 4)θ2 and λ̂2 = (k + 4)(θ1 + θ2).
As a consequence of the identification (38) between the Perron-Frobenius eigenvector

and the Jacobian we can obtain another expression for the Jacobian J . Recall that the
Perron-Frobenius eigenvector for Ak(G2) can also be written in the Kac-Weyl factorized
form [32]:

φ∗
λ =

sin(λ̂1ξ) sin(3λ̂2ξ) sin((λ̂1 + 3λ̂2)ξ) sin((2λ̂1 + 3λ̂2)ξ) sin((3λ̂1 + 3λ̂2)ξ) sin((3λ̂1 + 6λ̂2)ξ)

sin(ξ) sin(3ξ) sin(4ξ) sin(5ξ) sin(6ξ) sin(9ξ)
.

(40)
Now φ∗

∗ = 1 whilst ψ∗
∗ = −2[cos(28ξ) + 2 cos(14ξ)− cos(26ξ)− cos(22ξ)− cos(4ξ)]/(k +

4)
√
3 = 64 sin(ξ) sin(3ξ) sin(4ξ) sin(5ξ) sin(6ξ) sin(9ξ)/(k + 4)

√
3. Thus we see that (k +

4)
√
3ψ∗ = 64 sin(ξ) sin(3ξ) sin(4ξ) sin(5ξ) sin(6ξ) sin(9ξ)φ∗. Then from (38) we have

J(θ1, θ2) = −4(k + 4)
√
3π2 ψ(−3(k+4)(θ2−1),(k+4)(θ1+θ2−1))

∗

= −256π2 sin(ξ) sin(3ξ) sin(4ξ) sin(5ξ) sin(6ξ) sin(9ξ) φ∗
(−3(k+4)(θ2−1),(k+4)(θ1+θ2−1))

= 256π2 sin(θ1π) sin(θ2π) sin((θ1 + θ2)π) sin((θ1 − θ2)π) sin((2θ1 − θ2)π) sin((θ1 − 2θ2)π),

so that the Jacobian J(θ1, θ2) can also be written as a product of sine functions.
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The eigenvalues βj,(λ) = Sρj ,λ/S0,λ are given by

β1,(λ) = 1 + 2 cos(2ξλ̂1) + 2 cos(2ξ(λ̂1 + 3λ̂2)) + 2 cos(2ξ(2λ̂1 + 3λ̂2)) = χ1(ω1, ω2),

β2,(λ) = 2 + 2 cos(2ξλ̂1) + 2 cos(2ξ(λ̂1 + 3λ̂2)) + 2 cos(2ξ(2λ̂1 + 3λ̂2))

+2 cos(6ξλ̂2) + 2 cos(6ξ(λ̂1 + λ̂2)) + 2 cos(6ξ(λ̂1 + 2λ̂2)) = χ2(ω1, ω2),

where ωj = exp2πiθj , j = 1, 2 are related to λ as in (39).
We now compute the spectral measure for Aρj

k (G2). Now summing over all (λ1, λ2) ∈
Exp(Ak(G2)) corresponds to summing over all (θ1, θ2) ∈ {((λ̂1+3λ̂2)/3(k+4),−λ̂1/3(k+
4))| λ̂1, λ̂2 ≥ 1, λ̂1 + 2λ̂2 ≤ k + 3}, or equivalently, since such points satisfy θ1 + θ2 ≡
0 mod 3, to summing over all (θ1, θ2) ∈ F ′

k = {(q1/3(k + 4), q2/3(k + 4))| q1, q2 =
0, 1, . . . , 3k + 11; q1 + q2 ≡ 0 mod 3} such that

θ2 = −λ̂1/3(k + 4) ≤ −1/3(k + 4), θ1 + θ2 = λ̂2/(k + 4) ≥ 1/(k + 4)

2θ1 − θ2 = (λ̂1 + 2λ̂2)/(k + 4) ≤ (k + 3)/(k + 4) = 1− 1/(k + 4).

Since θj and θj + n give the same points in T2 for n ∈ Z, the last three conditions are
equivalent to

θ2 ≤ 1− 1/3(k + 4), θ1 + θ2 ≥ 1 + 1/(k + 4), 2θ1 − θ2 ≤ −1/(k + 4).

Denote by Fk the set of all (ω1, ω2) ∈ T2 such that (θ1, θ2) ∈ F ′
k satisfies these condi-

tions. Then from (36) and (38) we obtain

ςm,n =
1

48(k + 4)2π4

∑

λ∈Exp
(β1,(λ))m(β2,(λ))nJ ((λ1 + 3λ2)/3(k + 4),−λ1/3(k + 4))2

=
1

48(k + 4)2π4

∑

(ω1,ω2)∈Fk

(χ1(ω1, ω2))
m(χ2(ω1, ω2))

nJ(ω1, ω2)
2 (41)

If we let F be the limit of Fk as k → ∞, then F is a fundamental domain of T2 under
the action of the group D12, illustrated in Figure 8. Since J = 0 along the boundary of
F , which is mapped to the boundary of D under Ψ : T2 → D, we can include points on
the boundary of F in the summation in (41). Since J2 is invariant under the action of
D12, we have

ςm,n =
1

12

1

48(k + 4)2π4

∑

(ω1,ω2)∈FW
k

(χ1(ω1, ω2))
m(χ2(ω1, ω2))

nJ(ω1, ω2)
2 (42)

where

FW
k = {(e2πiq1/3(k+4), e2πiq2/3(k+4)) ∈ T2| q1, q2 = 0, 1, . . . , 3k+11; q1+q2 ≡ 0 mod 3} (43)

is the image of Fk under the action of the Weyl group W = D12 and some additional
points which lie on the boundaries of the fundamental domains (i.e. where J = 0). We
illustrate the points (θ1, θ2) such that (e2πiθ1 , e2πiθ2) ∈ FW

2 in Figure 16. The points in the
interior of the fundamental domain F , those enclosed by the dashed line, correspond to
the vertices of the graph A2(G2).

Note that FW
k = Dk+4 in the notation of [21, §7.1], and that |FW

k | = 3(k + 4)2. Thus
from (42), we obtain (c.f. [21, Theorem 4]):
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Figure 16: The points (θ1, θ2) such that (e2πiθ1 , e2πiθ2) ∈ FW
2 .

Theorem 5.1. The joint spectral measure of Aρj
k (G2), j = 1, 2, (over T2) is given by

dε(ω1, ω2) =
1

192π4
J(ω1, ω2)

2d(k+4)(ω1, ω2), (44)

where d(k+4) is the uniform measure over FW
k .

In fact, the spectral measure over T2 for the nimrep graph Gλ for any λ ∈ NXN (where
Gρj = Aρj

k (G2)) is given by the above measure.
We can now easily deduce the spectral measure (over T2) for A∞(G2) claimed in

Section 4.1. Letting k → ∞, the measure d(k+4)(ω1, ω2) becomes the uniform Lebesgue
measure dω1 dω2 on T2. Thus:

Theorem 5.2. The joint spectral measure of the infinite graph A∞(G2) (over T
2) is given

by

dε(ω1, ω2) =
1

192π4
J(ω1, ω2)

2dω1 dω2, (45)

where dω is the uniform Lebesgue measure over T.

Then the spectral measure for Aρj
k (G2) over D or Ij, j = 1, 2, has the same weights as

the spectral measure for the infinite graph Aρj
∞(G2) given in Section 4.2, but the measure

here is a discrete measure.

5.2 Exceptional Graph E3(G2): (G2)3 → (E6)1

The graph E3(G2) := Eρ1
3 (G2) = Eρ2

3 (G2), illustrated in Figure 17, is the nimrep graph
associated to the conformal embedding (G2)3 → (E6)1, and is one of two nimrep graphs
associated to the modular invariant

ZE3 = |χ(0,0) + χ(1,1)|2 + 2|χ(2,0)|2

which is at level 3 and has exponents Exp(E3(G2)) = {(0, 0), (1, 1), and (2, 0) twice }.
The other nimrep graph associated to this modular invariant is EM

3 (G2) considered in the
next section. The graph E3(G2) appeared in [14] in relation to the modular invariant ZE3.
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Figure 17: Exceptional Graph E3(G2)

Figure 18: E3(G2): Multiplication by [α+
(1,0)] (solid lines) and [α−

(1,0)] (dashed lines)

Following [4, §6] we can compute the principal graph and dual principal graph of
the inclusion (G2)3 → (E6)1. The chiral induced sector bases MX±

M ⊂ Sect(M) and full
induced sector basis MXM ⊂ Sect(M), the sector bases given by all irreducible subsectors
of [α±

λ ] and [α+
λ ◦ α−

λ′ ] respectively, for λ, λ′ ∈ NXN , are given by

MX±
M = {[α(0,0)], [α

±
(1,0)], [α

(1)
(2,0)], [α

(2)
(2,0)]},

MXM = {[α(0,0)], [α
+
(1,0)], [α

−
(1,0)], [α

(1)
(2,0)], [α

(2)
(2,0)], [η1], [η2], [η3]},

where [α±
(2,0)] = [α±

(1,0)] ⊕ [α
(1)
(2,0)] ⊕ [α

(2)
(2,0)], [α

+
(1,0) ◦ α−

(1,0)] = [η1] ⊕ [η2] ⊕ [η3], and α(i,j) ≡
αλ(i,j)

. The fusion graphs of [α+
(1,0)] (solid lines) and [α−

(1,0)] (dashed lines) are given in

Figure 18, see also [13, Figure 17(a)]. The marked vertices corresponding to sectors in

MX 0
M = MX+

M ∩ MX−
M have been circled. Note that multiplication by [α+

(1,0)] (or [α
−
(1,0)])

does not give two copies of the nimrep graph E3(G2) as one might expect, but rather one
copy each of E3(G2) and EM

3 (G2). This is similar to the situation for the SU(3) conformal
embedding SU(3)9 → (E6)1 [15, §5.2].

Let ι : N →֒ M denote the injection map ι(n) = n ∈ M , n ∈ N and ι its conjugate.
The dual canonical endomorphism θ = ι◦ ι for the conformal embedding can be read from
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Figure 19: E3(G2): Principal graph of
(G2)3 → (E6)1

Figure 20: E3(G2): Dual principal graph
of (G2)3 → (E6)1

Figure 21: E3(G2): Principal graph of α±
(1,0)(M) ⊂M

the vacuum block of the modular invariant: [θ] = [λ(0,0)]⊕ [λ(1,1)]. By [4, Corollary 3.19]
and the fact that 〈γ, γ〉M = 〈θ, θ〉N = 2, the canonical endomorphism γ = ι ◦ ι is given by

[γ] = [α(0,0)]⊕ [η1]. (46)

Then by [4, Theorem 4.2], the principal graph of the inclusion (G2)3 → (E6)1 of index
1
2
(7+

√
21) ≈ 5.79 is given by the connected component of [λ(0,0)] ∈ NXN of the induction-

restriction graph, and the dual principal graph is given by the connected component of
[α(0,0)] ∈ MXM of the γ-multiplication graph. The principal graph and dual principal
graph are illustrated in Figures 19 and 20 respectively. These principal graphs are some-
times referred to as “Haagerup with legs” [31, §4.2.5]. The principal graph in Figure 19
appears as the intertwiner for the quantum subgroup E3(G2) in [13, §4.4].

One can also construct a subfactor α±
(1,0)(M) ⊂ M with index (1

2
(3 +

√
21))2 = 3

2
(5 +√

21) ≈ 14.37, where M is a type III factor. This subfactor has already appeared in
[29, 45] (see also the Appendix in [11], [31] and [17]). The chiral systems MX±

M are near
group C∗-category of type G+3, where G = Z3, generated by a self-conjugate irreducible
endomorphism ρ of M and an outer action α of G on M , such that [αi][ρ] = [ρ] = [ρ][αi]

and [ρ2] =
⊕3

i=1[αi] ⊕ 3[ρ], for i ∈ Z3. Here α±
(1,0) = ρ, α(0,0) = α0 and α

(j)
(2,0) = αj . The

index d2ρ of ρ(M) ⊂ M is thus d2ρ = 3dρ + 3, where dσ is the statistical dimension of σ.
Its principal graph is illustrated in Figure 21 and is the bipartite unfolded version of the
graph E3(G2). The dual principal graph is isomorphic to the principal graph as abstract
graphs [44, Corollary 3.7].

We now determine the joint spectral measure of Eρ1
3 (G2), Eρ2

3 (G2). With θ1, θ2 as in
(39) for λ = (λ1, λ2) ∈ Exp(E3(G2)), we have the following values:

λ ∈ Exp (θ1, θ2) ∈ [0, 1]2 |ψλ
∗ |2 1

8π2 |J(θ1, θ2)|
(0, 0)

(
4
21
, 20
21

)
7−

√
21

42
7−

√
21

4

(1, 1)
(

8
21
, 19
21

)
7+

√
21

42
7+

√
21

4

(2, 0)
(
2
7
, 6
7

)
1
2

7
2
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Figure 22: The orbit of the points (θ1, θ2) for λ ∈ Exp(E3(G2)).

where the eigenvectors ψλ have been normalized so that ||ψλ|| = 1, and for the exponent

(2, 0) which has multiplicity two, the value listed in the table for |ψ(2,0)
∗ |2 is |ψ(2,0)1

∗ |2 +
|ψ(2,0)2

∗ |2. Note that

|ψλ
∗ |2 =

2

21

(
1

8π2
|J |

)
+ ζλ (47)

where ζλ = 0 for λ ∈ {(0, 0), (1, 1)} and ζ(2,0) = 1/6.
The orbit underD12 of the points (θ1, θ2) ∈

{(
4
21
, 20
21

)
·,
(

8
21
, 19
21

)
·,
(
2
7
, 6
7

)
·
}
are illustrated

in Figure 22. These points give the measure d(21/4,1/21), whose support has cardinality 36.
Note that when taking the orbit under D12, the associated weight in (47) is now counted
12 times, thus we must divide (47) by 12. Thus the measure for E3(G2) is

dε = 36
1

12

2

21

1

8π2
|J | d(21/4,1/21) +

ζ(2,0)
12

∑

g∈D12

δg(e4πi/7,e6πi/7),

where δx is the Dirac measure at the point x. Then we have obtained the following result:

Theorem 5.3. The joint spectral measure of Eρ1
3 (G2), Eρ2

3 (G2) (over T2) is

dε =
1

28π2
|J | d(21/4,1/21) +

1

72

∑

g∈D12

δg(e4πi/7,e6πi/7), (48)

where d(n,k) is as in Definition 2.1 and δx is the Dirac measure at the point x.

5.3 Exceptional Graph EM
3 (G2): (G2)3 → (E6)1 ⋊ Z3

The graph EM
3 (G2) := EM,ρ1

3 (G2) = EM,ρ2
3 (G2), is illustrated in Figure 23, which appeared

in [13, Figure 18]. It is the nimrep graph for the type II inclusion (G2)3 → (E6)1 ⋊τ Z3

with index 3
2
(7 +

√
21) ≈ 17.37, where τ = α

(1)
(2,0) is a non-trivial simple current of order 3

in the ambichiral system MX 0
M , see Figure 18. For such an orbifold inclusion to exist, one

needs an automorphism τ0 such that [τ0] = [τ ] and τ 30 = id [3, §3], which exists precisely
when the statistics phase ωτ of τ satisfies ω3

τ = 1 [37, Lemma 4.4]. By [5, Lemma 6.1], if
[τ ] is a subsector of [α+

λ ] and [α−
µ ] for some λ, µ ∈ NXN , then ωτ = ωλ = ωµ, and hence it
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Figure 23: Exceptional Graph EM
3 (G2)

Figure 24: EM
3 (G2): Principal graph of (G2)3 → (E6)1 ⋊ Z3

is sufficient to check that ωλ and ωµ satisfy ω3 = 1. From Section 5.2, [τ ] (= [α
(1)
(2,0)]) is a

subsector of [α±
(2,0)]. Now ω(2,0) = e4πi/3 [13, §4.4], which satisfies ω3

(2,0) = 1, as required.
The principal graph for this inclusion is illustrated in Figure 24. This will be discussed

in a future publication using a generalised Goodman-de la Harpe-Jones construction anal-
ogous to that for the Dodd and E7 modular invariants for SU(2) [9, §5.2, 5.3] and the type
II inclusions for SU(3) [20, §5]. It is not clear what the dual principal graph is in this
case.

The associated modular invariant is again ZE3 and the graph EM
3 (G2) is isospectral to

E3(G2). In fact, EM
3 (G2) is obtained from E3(G2) by a Z3-orbifold procedure. Then with

θ1, θ2 as in (39) for λ = (λ1, λ2) ∈ Exp(EM
3 (G2)) = Exp(E3(G2)), we have:

λ ∈ Exp (θ1, θ2) ∈ [0, 1]2 |ψλ
∗ |2 1

64π4J(θ1, θ2)
2

(0, 0)
(

4
21
, 20
21

)
7−

√
21

14
7(5−

√
21)

8

(1, 1)
(

8
21
, 19
21

)
7+

√
21

14
7(5+

√
21)

8

(2, 0)
(
2
7
, 6
7

)
0 49

4

where the eigenvectors ψλ have been normalized so that ||ψλ|| = 1. In this case ζ(2,0) = −1
in (47). Thus we have the following result:

Theorem 5.4. The joint spectral measure of EM,ρ1
3 (G2), EM,ρ2

3 (G2) (over T2) is

dε =
3

28π2
|J | d(21/4,1/21) − 1

12

∑

g∈D12

δg(e4πi/7,e6πi/7), (49)

where d(n,k) are as in Definition 2.1 and δx is the Dirac measure at the point x.
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Figure 25: Graph Eρ1
4 (G2) Figure 26: Graph Eρ2

4 (G2)

5.4 Exceptional Graph E4(G2): (G2)4 → (D7)1

The graphs Eρj
4 (G2), illustrated in Figures 25 and 26, are the nimrep graphs associated

with the conformal embedding (G2)4 → (D7)1 = (Spin(14))1 and are one of two families
of graphs associated to the modular invariant

ZE4 = |χ(0,0) + χ(3,0)|2 + |χ(0,1) + χ(4,0)|2 + 2|χ(1,1)|2

at level 4 with exponents Exp(E4(G2)) = {(0, 0), (3, 0), (0, 1), (4, 0) and (1, 1) twice }. Fig-
ure 25 appeared in [14, Figure 27], whilst Figure 26 appeared in [13, Figure 21]. The
vertices are labeled by the chiral induced sector basis MX+

M , and edges correspond to
multiplication by [α+

(1,0)], [α
+
(0,1)] in Figures 25, 26 respectively.

As in Section 5.2, we can compute the principal graph and dual principal graph of the
inclusion (G2)4 → (D7)1. The chiral induced sector bases MX±

M and full induced sector
basis MXM are given by

MX±
M = {[α(0,0)], [α

±
(1,0)], [α

±
(0,2)], [α

(1)
(0,1)], [α

(1)
(1,1)], [α

(2)
(1,1)]},

MXM = {[α(0,0)], [α
+
(1,0)], [α

−
(1,0)], [α

+
(0,2)], [α

−
(0,2)], [α

(1)
(0,1)], [α

(1)
(1,1)], [α

(2)
(1,1)], [η1], [η2], [ζ1], [ζ2]},

where [α±
(0,1)] = [α±

(0,2)]⊕[α
(1)
(0,1)], [α

±
(1,1)] = [α±

(1,0)]⊕[α±
(0,2)]⊕[α

(1)
(1,1)]⊕[α

(2)
(1,1)], [α

+
(1,0)◦α−

(1,0)] =

[η1] ⊕ [η2] and [α+
(1,0) ◦ α−

(0,2)] = [ζ1] ⊕ [ζ2]. The fusion graphs of [α+
(1,0)] (solid lines) and

[α−
(1,0)] (dashed lines) are given in Figure 27, where we have circled the marked vertices,

and we note again that multiplication by [α+
(1,0)] (or [α

−
(1,0)]) gives one copy each of E4(G2)

and EM
4 (G2). The ambichiral part MX 0

M obeys Z4 fusion rules, corresponding to D7 at
level 1.

We find
[γ] = [α(0,0)]⊕ [η1], (50)

and the principal graph and dual principal graph of the inclusion (G2)4 → (D7)1 of index
6 + 2

√
6 ≈ 10.90 are illustrated in Figures 28 and 29 respectively.

Again, we can construct a subfactor α±
(1,0)(M) ⊂ M where M is a type III factor.

Here the chiral systems MX±
M give quadratic extensions of a group category. Such fusion

categories are discussed in [17, §1]. In our case, G is Z4 with subgroup N = Z2, ρ = α±
(1,0)

and gρ = id since ρ is self-conjugate. The fusion rules are

[α][ρ] = [ρ][α] = [ρα] 6= [ρ], [α2][ρ] = [ρ] = [ρ][α2], (51)

[ρ]2 = 2[ρ]⊕ 2[ρα]⊕ [id]⊕ [α2], (52)

where [α] satisfies Z4 fusion rules, [id] = [α(0,0)], [α] = [α
(1)
(1,1)], [α

2] = [α
(1)
(0,1)], [α

3] = [α
(2)
(1,1)]

and [ρα] = [α±
(0,2)]. Since dα = 1, the index d2ρ of ρ(M) ⊂ M satisfies d2ρ = 4dρ + 2, thus
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Figure 27: E4(G2): Multiplication by [α+
(1,0)] (solid lines) and [α−

(1,0)] (dashed lines)

d2ρ = (2 +
√
6)2 = 10 + 4

√
6 ≈ 19.80. Its principal graph is illustrated in Figure 30 and

is the bipartite unfolded version of the graph Eρ1
4 (G2). The dual principal graph is again

isomorphic to the principal graph as abstract graphs.
For the fusion category above obtained from the conformal inclusion (G2)4 → (D7)1,

α
(j)
(1,1) is a non-trivial simple current of order 4 in MX 0

M , j = 1, 2. However, [α
(j)
(1,1)] is

a subsector of [α±
(1,1)], for which ω(1,1) = e7πi/4 [13], thus ω4

(1,1) = e7πi = −1, and hence

the orbifold inclusion (G2)4 → (D7)1 ⋊τ ′ Z4 does not exist (c.f. Section 5.3). On the
other hand, the conformal dimension of the simple current α±

(0,1) of order 2 is 1/2 (mod

Z). Thus one can choose an automorphism β on M such that [β] = [α2] (= [α±
(0,1)])

and β2 = id. Thus there is an intermediate subfactor ρ(M) ⊂ ρ(M) ⋊ Z2 of index 2.

Figure 28: E4(G2): Principal graph of (G2)4 → (D7)1
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Figure 29: E4(G2): Dual principal graph of (G2)4 → (D7)1

Figure 30: E4(G2): Principal graph of α±
(1,0)(M) ⊂M

The other intermediate subfactor ρ(M) ⋊ Z2 ⊂ M would have index 5 + 2
√
6. Writing

the inclusions as ι : ρ(M) → ρ(M) ⋊ Z2 and  : ρ(M) ⋊ Z2 → M , as M-M sectors
the canonical endomorphism  is a subsector of the canonical endomorphism ιι = ρ2.
Hence [] is a subsector of 2[ρ] ⊕ 2[ρα] ⊕ [id] ⊕ [β] which contains [id]. By considering
the statistical dimensions, we see that [] = [id] ⊕ S for S ∈ {2[ρ], 2[ρα], [ρ] ⊕ [ρα]}.
The first two possibilities are not consistent with the fusion rules (51)-(52), so we obtain
[] = [id]⊕ [ρ]⊕ [ρα], and the principal graph of ρ(M)⋊ Z2 ⊂M is as in Figure 31.

We now determine the joint spectral measure of Eρ1
4 (G2), Eρ2

4 (G2). With θ1, θ2 as in
(39) for λ = (λ1, λ2) ∈ Exp(E4(G2)), we have:

Figure 31: E4(G2): Principal graph of ρ(M)⋊ Z2 ⊂M
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Figure 32: The orbit of the points (θ1, θ2) for λ ∈ Exp(E4(G2).

λ ∈ Exp (θ1, θ2) ∈ [0, 1]2 |ψλ
∗ |2 1

8π2 |J(θ1, θ2)|
(0, 0)

(
1
6
, 23
24

)
3−

√
6

24
3−

√
6√

3

(3, 0)
(

7
24
, 5
6

)
3+

√
6

24
3+

√
6√

3

(0, 1)
(

7
24
, 23
24

)
1
8

√
3

(4, 0)
(
1
3
, 19
24

)
1
8

√
3

(1, 1)
(
1
3
, 11
12

)
0, 1

2
2
√
3

where again the eigenvectors ψλ have been normalized so that ||ψλ|| = 1. For the repeated

exponent (1, 1), one of the eigenvectors has |ψ(1,1)1
∗ |2 = 0 and the other has |ψ(1,1)2

∗ |2 =

1/2, thus their sum |ψ(1,1)1
∗ |2 + |ψ(1,1)2

∗ |2 = 1/2. Note that 24|ψλ
∗ |2 =

√
3|J |/8π2 for

λ ∈ {(0, 0), (3, 0)}, 3|ψλ
∗ |2 = 2J2/64π4 for λ ∈ {(0, 1), (4, 0)} and 24(|ψ(1,1)1

∗ |2+|ψ(1,1)2
∗ |2) =

J2/64π4.
The orbit under D12 of (θ1, θ2) ∈

{(
1
6
, 23
24

)
·,
(

7
24
, 5
6

)
·,
(

7
24
, 23
24

)
·,
(

7
24
, 23
24

)
·,
(
1
3
, 11
12

)
·
}
are

illustrated in Figure 32. Let Υλ :=
∑

g∈D12
(β(g(λ)))m(β(g(λ)))n|ψg(λ)

∗ |2. The orbits of the

points (1/6, 23/24) and (7/24, 5/6) give the measure d(6,1/24), whose support has cardinal-
ity 36, but we have to remove the additional points {g(eπi/4, eπi)| g ∈ D12} which are in
the support of d(6,1/24). For these additional points we have |J | = 16

√
2π2. Thus Υ(0,0) +

Υ(3,0) = 36
12

√
3

24
1

8π2 |J | d(6,1/24) −
√
6

144

∑
g∈D12

δg(eπi/4,−1). Now Υ(4,0) = J2/64π4 d((6)) since

J(θ1, θ2) = 0 for the additional points (θ1, θ2) ∈ Supp(d((6))) \ {g(1/6, 19/24)| g ∈ D12} =
{g(1/6, 1/6)| g ∈ D12}. We also have Υ(0,1) = J2/64π4 d((8/3)) since again J(θ1, θ2) = 0 for
the additional points in Supp(d((8/3))), and similarly Υ(1,1) = J2/1024π4 d((4)).

Thus we have the following result:

Theorem 5.5. The joint spectral measure of Eρ1
4 (G2), Eρ2

4 (G2) (over T2) is

dε =

√
3

64π2
|J | d(6,1/24) +

1

1024π4
J2 d((4)) +

1

64π4
J2 d((6)) +

1

64π4
J2 d((8/3))

−
√
6

144

∑

g∈D12

δg(eπi/4,−i), (53)

where d((n)), d(n,k) are as in Definition 2.1 and δx is the Dirac measure at the point x.
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Figure 33: Graph EM,ρ1
4 (G2) Figure 34: Graph EM,ρ2

4 (G2)

Figure 35: EM
4 (G2): Principal graph of (G2)4 → (D7)1 ⋊ Z2

5.5 Exceptional Graph EM
4 (G2): (G2)4 → (D7)1 ⋊ Z2

The graphs EM,ρj
4 (G2), illustrated in Figures 33 and 34 are the nimrep graphs for the

type II inclusion (G2)4 → (D7)1 ⋊τ Z2 with index 12 + 4
√
6 ≈ 21.80, where τ = α

(1)
(0,1)

is a non-trivial simple current of order 2 in the ambichiral system MX 0
M , see Section 5.4.

Figures 33, 34 appeared in [13, Figure 21], where the vertices with the same label in both
figures are identified.

The principal graph for this inclusion is illustrated in Figure 35, which will be discussed
in a future publication using a generalised Goodman-de la Harpe-Jones construction (c.f.
the comments in Section 5.3). Again, it is not clear what the dual principal graph is in
this case.

The associated modular invariant is again ZE4 and the graphs are isospectral to

Eρj
4 (G2), with EM,ρj

4 (G2) obtained from Eρj
4 (G2) by a Z2-orbifold procedure. However,

the eigenvectors ψλ are not identical to those for Eρj
4 (G2). With θ1, θ2 as in (39) for

λ = (λ1, λ2) ∈ Exp(EM
4 (G2)) = Exp(E4(G2)), we have:

λ ∈ Exp (θ1, θ2) ∈ [0, 1]2 |ψλ
∗ |2 1

8π2 |J(θ1, θ2)|
(0, 0)

(
1
6
, 23
24

)
3−

√
6

60
3−

√
6√

3

(3, 0)
(

7
24
, 5
6

)
3+

√
6

60
3+

√
6√

3

(0, 1)
(

7
24
, 23
24

)
1
4

√
3

(4, 0)
(
1
3
, 19
24

)
1
4

√
3

(1, 1)
(
1
3
, 11
12

)
0, 0 2

√
3

where the eigenvectors ψλ have been normalized so that ||ψλ|| = 1. In this case 60|ψλ
∗ |2 =√

3|J |/8π2 for λ ∈ {(0, 0), (3, 0)} and 48|ψλ
∗ |2 = 2J2/64π4 for λ ∈ {(0, 1), (4, 0)}. Thus we

have the following result:
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Figure 36: Graph E∗,ρ1
4 (G2) Figure 37: Graph E∗,ρ2

4 (G2)

Figure 38: Expected principal graph of G2-GHJ subfactor with nimrep E∗
4 (G2)

Theorem 5.6. The joint spectral measure of EM,ρ1
4 (G2), EM,ρ2

4 (G2) (over T2) is

dε =

√
3

160π2
|J | d(6,1/24) +

1

2048π4
J2 d((6)) +

1

2048π4
J2 d((8/3)) −

√
6

360

∑

g∈D12

δg(eπi/4,−i), (54)

where d((n)), d(n,k) are as in Definition 2.1 and δx is the Dirac measure at the point x.

5.6 Exceptional Graph E∗
4 (G2)

The graphs E∗,ρj
4 (G2) are illustrated in Figures 36 and 37. Figure 36 appeared in [14,

Figure 27]. To our knowledge the second graph E∗,ρ2
4 (G2) has not appeared in the literature

before in the context of nimrep graphs or subfactors. The associated modular invariant
is [41, (5.1)]

ZE∗
4
= |χ(0,0)|2 + |χ(3,0)|2 + |χ(1,1)|2 + |χ(2,0)|2 + |χ(2,1)|2

+ χ(1,0)χ
∗
(0,2) + χ(0,2)χ

∗
(1,0) + χ(0,1)χ

∗
(4,0) + χ(4,0)χ

∗
(0,1)

which is at level 4 and has exponents Exp(E∗
4 (G2)) = {(0, 0), (3, 0), (1, 1), (2, 0), (2, 1)}.

This modular invariant is a permutation invariant, and does not come from a conformal
embedding. It has not yet been shown that the graphs E∗,ρj

4 (G2) arise from a braided
subfactor. This will be discussed in a future publication using a generalised Goodman-de
la Harpe-Jones construction (c.f. the comments in Section 5.3), which produces the second
graph E∗,ρ2

4 (G2) as a nimrep graph. It is expected that E∗,ρj
4 (G2) does indeed arise as the

nimrep for a type II inclusion with index 39 + 16
√
6 ≈ 78.19. The expected principal

graph for this inclusion is illustrated in Figure 38, where the thick lines indicate double
edges. Again, it is not clear what the dual principal graph is in this case.

However, for our purposes it is sufficient to know the eigenvalues and corresponding
eigenvectors for these graphs, and it is not necessary for the graph to be a nimrep graph.
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For this graph there are two distinct vertices (up to an automorphism of the graph)
which both have lowest Perron-Frobenius weight. These are numbered 1 and 2 in both
Figures 36, 37. Here we compute the spectral measure where the distinguished vertex
is one of these vertices, the vertex numbered 1. Choosing the other vertex with lowest
Perron-Frobenius weight as the distinguished vertex would yield a different measure.

Then with θ1, θ2 as in (39) for λ = (λ1, λ2) ∈ Exp(E∗
4 (G2)), we have:

λ ∈ Exp (θ1, θ2) ∈ [0, 1]2 |ψλ
∗ |2

(0, 0)
(
1
6
, 23
24

)
1
6

(3, 0)
(

7
24
, 5
6

)
1
6

(1, 1)
(
1
3
, 11
12

)
0

(2, 0)
(
1
4
, 7
8

)
0

(2, 1)
(
3
8
, 7
8

)
2
3

where again the eigenvectors ψλ have been normalized so that ||ψλ|| = 1. We have the
following result:

Theorem 5.7. A spectral measure of E∗,ρ1
4 (G2), E∗,ρ2

4 (G2) (over T2), with distinguished
vertex ∗ = 1 in Figure 36, is

dε =
1

2
d(6,1/24) +

1

18

∑

g∈D12

δg(i,e3πi/4), (55)

where d(n,k) is as in Definition 2.1 and δx is the Dirac measure at the point x.
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