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Abstract

Automatic bas-relief generation from 2D photographs potentially has appli-
cations to coinage, commemorative medals and souvenirs. However current
methods are not yet ready for real use in industry due to insufficient artistic
effect, noticeable distortion, and unbalanced contrast. We previously pro-
posed a shape-from-shading (SFS) based method to automatically generate
bas-reliefs from single frontal photographs of human faces; however, sup-
pression of unwanted details remained a problem. Here, our experimental
results show how incorporating non-photorealistic rendering (NPR) into our
previous framework enables us to both suppress unwanted detail, and yet
also emphasise important detail. We have also experimented with an alter-
native approach to recovering relief shape, using photometric stereo instead
of SFS for surface orientation estimation. This can effectively reduce the
computational time.
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1. Introduction

Bas-reliefs have been used for centuries in art and design, especially
as portraits on coins. Manual production of bas-reliefs requires consider-
able artistic skill, and is also time consuming. Recent research in com-
puter aided design has considered automatic bas-relief generation from 3D
scenes [1, 2, 3, 4] and 2D images [5, 6, 7]. As images are much cheaper and
easier to capture than 3D models, starting from the former potentially has
much wider application. However, it is difficult, if not impossible, to formal-
ize the knowledge and experience of sculptors who create bas-reliefs by hand,
posing great challenges in automating the process by computer. It is even
more challenging when starting from 2D images due to the extra 3D shape
recovery step, which adds further complication.

In our previous work [7], we reported a method to generate bas-reliefs
from frontal human face photographs using the technique of shape from shad-
ing (SFS). Our two-step pipeline combined techniques from neural networks,
image relighting, and SFS. The results preserved salient features reason-
ably well, but were affected by noise arising from unwanted details. When
sculptors create bas-relief portraiture by hand, the result is stylised rather
than faithful. They enhance salient shapes, simplify texture features, and
suppress unwanted detail in other areas. Motivated by how sculptors ab-
stract appearance, in this paper, we show this can be achieved by use of a
non-photorealistic rending (NPR) method [8, 9] specifically designed for ab-
straction of face images. The addition of this abstraction step significantly
improves quality compared to our previous results.

SFS is a standard technique for recovering 3D shape from a single image
of an object by making using of the shading information in the image in
conjunction with a known or estimated lighting direction and assumptions
about material properties. An alternative approach is to use photometric
stereo [10], which requires two or more images taken under different (known)
lighting directions, from a single fixed viewpoint. In our previous work [7], we
relight the image to a standard direction (instead of estimating the original
lighting). The same image relighting technique also enables us to produce
multiple images, allowing the use of photometric stereo instead of SFS for
shape recovery. We later show how this is more efficient.

In summary, we show how NPR can be combined into our previous
method [7] and how photometric stereo can be used instead of SFS. The re-
sulting contributions of this paper are as follows. Firstly, and specifically, the
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addition of an NPR step to our earlier pipeline effectively removes unwanted
clutter and detail, while enhancing salient features, significantly improving
the visual quality of the results. Secondly, and more generally, the output
of NPR techniques has previously been intended for direct human viewing.
This paper shows that NPR can be used in a different way, applying it as
an intermediate step in a modeling pipeline. Thirdly, the use of photometric
stereo effectively reduces the computational time in the bas relief production
pipeline, compared to use of SFS.

2. Related Work

A survey of automatic relief generation can be found in [11]. The majority
of recent bas-relief generation methods [1, 2, 3, 4] start with a depth-map of
a 3D scene, and selectively compress depths to create a bas-relief surface.
Relatively fewer works [5, 6, 7] have considered using 2D images as input.

A two-level approach considering low frequency shape and high frequency
detail was used in [6] to restore brick and stone reliefs from images taken as
rubbings. The authors also demonstrated that their method could restore
relief effects from objects in photographs. However due to the assumption of
brick and stone relief priors, the method is best suited for objects made of
homogeneous materials with relatively little texture and low albedo. As the
authors note, results when applied to portrait photographs fail to correctly
model locally concave (e.g. eyes) and convex (e.g. nose) areas.

The approach in [5] aimed to create relief surfaces that approximate de-
sired images under known directional lighting. They applied a modified SFS
method with height constraints. The authors noted that the integrability
constraint enforced by SFS constrains the radiance for each element of a
recovered surface. To use this observation, they associated each pixel with
not just one, but several, surface elements. Relaxing the integrability con-
straint leads to reduced control over global shape, which in turn makes the
appearance of the final bas-relief sensitive to changes in viewing direction
and illumination. Such reliefs are unsuited to applications such as coinage,
which may be viewed under varying conditions.

Our previous work [7] observed that images of real bas-reliefs do not
approximate images of the corresponding 3D objects. The goal of a bas-relief
generation algorithm should not be to create a relief whose image matches
an input image—this is an unattainable and undesirable goal, given the very
different geometry—but to make a bas-relief that looks like a high quality
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bas-relief produced by a human sculptor. Based on this observation, in [7] we
proposed a two-step approach to recover bas-reliefs from face photographs.
An off-line process learns a model of the mapping from a face photograph to
an image of a corresponding bas-relief. Given a new face photograph, it is first
mapped to an appropriate image of a corresponding bas-relief. Subsequently,
the bas-relief surface is recovered using feature preserving SFS [12]. The
results produced have a global geometry consistent with expectations (i.e.
a flattened version of the original shape), giving them a stable appearance
under differing viewing direction and illumination. However, while preserving
salient features, the results are affected by noise and other unwanted detail.
In this paper, we incorporate non-photorealistic rendering into our previous
method, which both reduces noise and excess detail, and at the same time
enhances salient features.

Non-photorealistic rendering (NPR) uses a variety of techniques to render
3D models, 2D images or video in many different ways. For instance, differ-
ent media can be simulated (e.g. watercolour, charcoal, crayon), as well as
different painterly styles (e.g. impressionistic, pointillist, cubist) [13]. Most
NPR work has focused on the production of art-like rendering [14]. How-
ever, a few papers have considered applications of NPR. For instance, [15]
integrated NPR into an interior design CAD system to render rooms in a
watercolour style intended to be more visually appealing to customers than
photorealistic renderings. Several methods have been developed to generate
exploded views of 3D models, illustrating components of complex objects and
their manner of assembly [16]. In other technical illustration, NPR rendering
is used to provide a clearer representation of shape, structure, and material
than a traditional photorealistic rendering [17]: NPR techniques provide a
level of abstraction, removing unwanted clutter and detail while retaining
or emphasising salient features. However, in all of these applications, the
NPR output is the final goal, intended to be viewed directly by the user.
In contrast, we use NPR output as an intermediate result which is input to
subsequent processing steps.

3. Framework

The framework of our method is shown in Figure 1, with the red dashed-
line boxes indicating where NPR is incorporated into our previous pipeline [7].
For the alternative approach where the relief shape is recovered using pho-
tometric stereo, the pipeline remains the same except that the blue dashed
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(a) Model Learning

(b) Relief Generation

Figure 1: Framework for generating bas-reliefs from photographs: (a) offline learning of
map from face images to relief images, (b) online relief generation process. Red dashed
boxes indicate NPR steps added to our previous pipeline. Blue dashed box indicates where
to replace SFS with photometric stereo.

box in Figure 1 is replaced by photometric stereo processing.
There are two major components in the framework. An offline process

is used to learn the relationship between a frontal monochrome image of a
3D human face (after NPR processing for abstraction) and a corresponding
frontal image of a 3D bas-relief of that face. Then, given a new face photo
(converted to monochrome if necessary), we first use NPR to abstract its
appearance, and then apply the rest of the pipeline to get the final bas-relief
surface. A detailed description of the NPR method we use [8, 9] is given in
Section 4. The alternative approach of using photometric stereo is given in
Section 5. We now briefly summarise the other steps for completeness; full
details can be found in [7].

3.1. Mapping Face Images to Bas-Relief Images

During offline training, computer generated 2D frontal images of a refer-
ence 3D face model and a corresponding 3D bas-relief model are produced,
using the same reflectance model and lighting conditions in each case; the
bas relief model is generated algorithmically from the reference model [4].
Having rendered the 3D face model, NPR is used to abstract the resulting
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Figure 2: Two pairs of training images. Left: model image and bas-relief image from
lighting direction (1,1,1). Right: training images from lighting direction (-1,1,1).

image. A feedforward neural network [18] is used to learn the mapping be-
tween the abstracted 3D model image and the relief image. The mappings
are learned under the assumption that the intensity of each foreground pixel
in the bas-relief image is determined by the intensities in a neighborhood
around the same pixel in the corresponding 3D model image.

In fact, learning is done twice, for two pairs of training images with light-
ing directions (1, 1, 1) (from above right) and (−1, 1, 1) (from above left), as
shown in Figure 2; this helps later to overcome problems such as those due
to shadows.

3.2. Image Relighting

Given a new face photograph, we relight it from the same two lighting
directions as above, using the quotient image technique [19] and a bootstrap
image set from Yale Face Database B [20]; images are coarsely aligned us-
ing the tip of the nose and the centers of the eyes. Figure 3(a-c) shows an
example of applying image relighting using this bootstrap set. The orig-
inal photograph was taken under ambient light, then processed using our
NPR method which clearly cleaned the image and enhanced the features.
The mid-tone used in NPR is adjusted to that of the bootstrap set to en-
sure comparability of image intensities. Results after relighting are shown in
Figure 3(c); they exhibit realistic lighting effects with few artifacts.

3.3. Generating Bas-relief Images

After relighting, the appropriate learned function is applied to each relit
image, according to the lighting direction used; this generates an image which
estimates what the corresponding bas-relief should look like. See Figure 3(d).
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(a) (b) (c) (d)

Figure 3: An example of generated bas-relief images. (a) Original image; (b) NPR pro-
cessed; (c) Images relit from directions (±1, 1, 1); (d) Corresponding bas-relief images.

Figure 4: An example of average surface.

3.4. Bas-relief Surface Recovery and Combination

To determine the geometry of the corresponding relief surface, we apply a
modified version of a structure-preserving shape-from-shading method [12] to
each bas-relief image. A small linear scaling is finally applied to each of the
recovered surfaces to achieve the exact relief height desired (we used a target
image width to depth ratio of 50:1). The pair of relief surfaces is averaged
to get the final output as shown in Figure 4; such averaging helps to reduce
artifacts due to shadows, highlights and lighting direction.

4. NPR method

We now explain in more detail the new NPR process used to abstract
facial appearance. It closely follows that used in [8, 9] for producing pictures,
but omits the stage that performs region extraction. To handle features at
multiple resolutions, a three level pyramid is created from the input image,
and NPR is applied at each level, the results being combined by averaging.
The resulting image is rather flat in tone, with lines of various strengths and
scales. A simple 50 : 50 average is made of this NPR image and the original
input image to provide a result with more continuous tone variation: see
Figure 3(b). The main stages of the NPR pipeline are illustrated in Figure 5
and explained next; full details can be found in [8, 9].
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Figure 5: The NPR pipeline. Each dashed-line box is similar, and corresponds to one of
the three pyramid levels. The results are averaged with the input image to get the final
results shown on the right.

4.1. Line Extraction

Following [21], lines are extracted by applying a difference of Gaussians
(DoG) filter. To reduce fragmentation, the shape and orientation of the filter
kernel is adaptively determined using local image characteristics. The DoG
is applied in a direction orthogonal to the intensity gradient, as determined
by local edge flow; this is estimated by bilateral filtering of edge tangents.

4.2. Deleting connected components

The extracted lines can potentially retain clutter. To remove unwanted
detail, an opening and closing set-morphological operation [22] is applied.
Unlike standard mathematical morphology, fixed structuring elements are re-
placed by connected components in the image. For example, closing sets each
pixel to the lowest threshold value at which it belongs to a connected back-
ground component with an area greater than or equal to the given threshold.
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4.3. Eye Correction

The human visual system is sensitive to faces, and the eye regions are
especially salient. We therefore take special care to avoid errors around the
eyes: fragmentation of lines there can lead to their removal at the filtering
stage; superposition of lines can also lead to intensity inversions (e.g. black
lines drawn as mid-gray). Such errors are mitigated by performing eye de-
tection [23], extracting the lines from the masked area and using a lower
threshold for the opening and closing filtering. These more detailed lines are
directly overlaid on the previous NPR result.

5. Photometric stereo

Photometric stereo, originally proposed by Woodham [10], estimates sur-
face normals on an object from multiple images taken from a fixed viewpoint
but under different lighting conditions. As in shape from shading, photo-
metric stereo uses the radiance values recorded at each image. However, the
use of two or more images under different lighting rather than a single image
makes normal estimation in photometric stereo a well defined problem, in
principle providing improved shape recovery accuracy.

Under the assumptions of Lambertian reflectance, uniform albedo, and
known distant lighting with unit intensity, the aim of photometric stereo is
to find at each pixel a surface normal n satisfying a set of linear equations:

Ii = n · li, i = 1, . . . , k (1)

where li is the lighting direction used when capturing image i, and Ii is the
intensity of the pixel in image i. A unique solution of Equation (1) exists
given k = 3 linearly independent lighting directions [24]. In our specific
application, we can control the lighting via image relighting; organising the
lighting directions to be orthogonal yields the following simple solution to
Equation (1):

n =

 n1

n2

n3

 = [ l1 l2 l3 ]

 I1
I2
I3

 (2)

where each li is also written as a column vector, and a matrix product used
to find the components of n.

The three orthogonal lighting directions we use are found by starting off
with a set of orthogonal unit vectors along the x, −y, and z axes, Then
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Figure 6: Results of relighting and mapping. From left to right: NPR processed image,
three relit images and corresponding bas-relief images.

rotating them by −45◦ about the y axis, followed by −60◦ about the x axis.
This results in normalized lighting directions of (

√
2
2
,
√
6
4
,
√
2
4

), (−
√
2
2
,
√
6
4
,
√
2
4

),

and (0,−1
2
,
√
3
2

) corresponding to three lights: above the head and to the left,
above the head and to the right, and centrally below the chin. An example
showing three relit images, and the corresponding bas-relief images from the
same three directions, is given in Figure 6.

After finding surface normals using Equation (2), we apply the same
postprocessing as in our previous work [7] to further enhance the salient
features, and integrate the field of recovered surface normals to obtain the
relief surface. A small linear scaling is then applied to achieve the exact
height desired.

6. Experimental results

We now present and discuss various results obtained using these ap-
proaches. Evaluation must rely on visual inspection or a user study, as
ground truth for quantitative evaluation does not exist. Desirable qualities
of the result are that the face should be smooth yet recognisable, salient
features should be distinct and well-preserved, and unwanted details should
be suppressed. The geometry of the generated bas-relief should also be ap-
propriate, i.e. convex and concave in the same areas as in the original 3D
shape, so that the relief’s appearance is stable under changes of viewing and
illumination directions. We use height maps of the generated bas-reliefs and
renderings in different views to help reveal their true geometries.

We first present results where NPR is used in conjunction with SFS or
photometric stereo for shape recovery, and compare them with those obtained
using our previous method [7]. Secondly, we evaluate the robustness of our
new method under changes of facial expression, head pose, and illumination
direction in the input photograph. We finally compare our results with those
generated by other approaches in the literature. The generated bas-relief
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Figure 7: Comparative results. From left to right: original image, image processed using
NPR, bas-relief surface from our previous method [7], new result using NPR and SFS, and
new result using NPR and photometric stereo.

surfaces are rendered with gold or silver effect, and with lighting direction
(0, 0.5, 1) unless otherwise specified.

6.1. Effects of use of NPR and photometric stereo

We first consider the effects of adding NPR processing to our pipeline,
using SFS. As we will see, it makes a clear improvement, so we also use
NPR when we alternatively consider use of photometric stereo for relief sur-
face recovery. In each case, the results are compared with those from our
previous method, without NPR, using SFS. Figure 7 shows input images,
input images after NPR processing, and the bas-reliefs generated. The third
column shows that bas-reliefs generated by our previous method are noisy
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(a) Height field (b) Illuminated from directions ( 1
2 ,

1
2 , 1) and (−1

2 ,
1
2 , 1).

(c) Appearance from different viewing directions (d) Colour to Geometry

Figure 8: A generated bas-relief rendered under different lighting, and from different
viewing directions.

with excessive small detail and clutter. By abstracting the appearance, the
addition of NPR clearly improves the results, no matter whether the reliefs
are recovered using SFS or photometric stereo. The bas-reliefs generated
by both shape recovery approaches (fourth and fifth columns in Figure 7)
are smooth with well preserved facial features, and a rounded and appealing
appearance. Moreover, they are easily recognizable.

To determine whether SFS or photometric stereo gives preferable results,
we performed a user study. 26 participants unfamiliar with our research
were shown the four input images in the left column of Figure 7 as reference
images, and the results in the fourth (shape-from-shading) and fifth (photo-
metric stereo) columns (to avoid bias, photometric stereo and SFS output
were shown in a random order). The users were asked which results they
preferred and why. In 84% of cases the results recovered using SFS were pre-
ferred, with users expressing a preference for the sharper features and slightly
greater detail. In the remaining 16% of cases, the participants thought SFS
over-emphasized the features and disliked the thicker outlines, preferring the
photometric stereo results. Because of the majority preference for the results
based on SFS, the remaining experiments, apart from timing the methods,
used SFS for shape recovery.
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6.2. Relief geometry

Figure 8 analyses a sample generated bas-relief surface (recovered using
SFS). First, we show a depth map of the surface, which indicates its overall
geometry. The regions of the face have correct shape on a large scale (i.e.
do not suffer from convex-concave inversions), which ensures that the relief
retains a good appearance under changes of viewing and lighting directions—
see Figure 8(b) and (c). Many bas-reliefs, such as those on coins, are con-
strained to have constant albedo, and hence any albedo changes, as well as
any texture, have to be represented as shape variations. As noted in our
earlier paper, a beneficial side-effect of SFS is that it changes shading into
geometry. Figure 8(d) shows that, as well as producing shading for eyebrows
and lips, texture on the shirt is changed into geometry, and the spectacles are
handled well, although not represented in the training data, demonstrating
the robustness of our approach to a wide range of facial appearance.

6.3. Robustness

Our previous work [7] explored the robustness of our method to changes of
input head pose. We next examine whether the addition of NPR maintains
or even improves this robustness. We used nine photographs of the same
person under frontal lighting in varying poses, as laid out in Figures 9(a)
and (b). Photos are from the Extended Yale Face Database B [20]. Pose
0 is the frontal pose, poses 1–5 were about 12◦ from pose 0, and poses 6–8
about 24◦. The training set and the bootstrap data were all frontal faces as
previously described. Figure 9 shows that both our previous method and the
new method generate bas-reliefs which still have overall correct shapes and
maintain most of the prominent features, which we attribute to the stability
of the relighting method when only slight head pose change occurs. The
smoothing term in SFS and the final averaging of two surfaces also helps to
reduce artifacts. In fact, the artifacts are more obvious using our previous
method, especially when the pose change is significant. It seems that the
NPR process, which emphasizes the salient features and smooths other areas
helps to increase the stability of the relighting step, and thus further improves
the robustness.

We also evaluated the robustness of our method under changes of facial
expression, using photos showing faces with six different expressions: neutral,
happy, surprise, sad, fear, and anger. The photos were provided by the CVPR
group in the Department of Computer Science at the University of York.
The results are shown in Figure 10. Even though the face has exaggerated
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(a) Our new method (b) Our previous method

Figure 9: Results on faces with varying pose. Top: original photo for pose 0. Reliefs
generated for varying poses are shown in accordance with input pose. (Photos from the
Extended Yale Face Database B [20])

expressions, our new method generates plausible bas-reliefs with few artifacts
and clearly recognisable expressions. The main noticeable artifacts occur at
the tip of nose, and arise due to our assumption of Lambertian reflectance
without considering the specular component in the input image. Mallick et
al. give a PDE approach [25, 26] for removing specularity in images, which
could potentially help to solve this problem.

We used another set of photographs, also from the Extended Yale Face
Database B [20], to evaluate the robustness of our method to changes of
illumination direction; results are shown in Figure 11. The generated bas-
reliefs have generally similar appearance, although they are not exactly the
same—relighting has nullified most of the differences in the input images.
However, aside from the small artifacts mentioned earlier, other unwanted
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Figure 10: Faces with different expressions. Left to right: neutral, happy, surprise, sad,
fear, and anger. (Photos from CVPR group, Department of Computer Science, University
of York)

Figure 11: Faces illuminated from different directions. Azimuth and elevation of the
lighting are (left to right): (0◦, 0◦), (0◦,+20◦), (−15◦,+20◦), (+15◦,+20◦), (−25◦, 0◦),
and (+25◦, 0◦) respectively. (Photos from the Extended Yale Face Database B [20])

artifacts appear wherever there are large shadows in the input (see the two
right columns of Figure 11), as the quotient image technique cannot handle
shadows. This limits the applicability of our method.

Finally, we applied our method to photographs of other face-like objects,
as a further assessment of robustness. Figure 12 shows results for a dog, a
cat and a car. These bas-reliefs are less plausible compared to results on
human faces. The dog bas-relief has poor overall geometry because of the
changing colour of its fur. The cat bas-relief is reasonable, although the fur is
somewhat oversimplified. Our method performs less well on the car because
of depth discontinuities in the front grill and the presence of sharp edges,
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Figure 12: Results on other objects.

Figure 13: Comparison with previous work. From left to right: Alexa’s work [5], Li’s
work [6], our previous work [7], and our new result with NPR.

which are not well handled by SFS and not well supported by the training
data either.

6.4. Comparison to other approaches

In Figure 13, we compare our results with those generated using previ-
ously reported techniques for producing a bas-relief from a single image [5, 6]
(improvements over our own previous work [7] were discussed earlier). Given
a photograph, the goal of [5] is quite different—to create a relief approximat-
ing the input photograph under known directional illumination, while the
aim of [6] is to restore brick and stone reliefs by treating the photograph as
a rubbing image. Their results in Figure 13 meet their respective goals, but
would have drawbacks for applications such as coin making. As experts from
The Royal Mint note, when creating bas-reliefs for coinage, it is a desirable
goal to simplify the photograph and emphasize key features. Simplification is
important for both manufacturing reasons, and to ensure the coin’s robust-
ness to wear. The result produced using the techniques in [6] (second left in
Figure 13) has many small details which would be difficult to manufacture,
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as indeed does the result from our previous approach [7] (second right in Fig-
ure 13). The features in the result from [6] lack depth, so potentially would
not be durable in certain applications. The result produced using techniques
in [5] (Figure 13 left, with uncropped background which may affect com-
parison with the other two methods) approximates the input image under
a fixed directional lighting. This would be unsuitable for applications such
as coin making, as reliefs on coins are viewed under various lighting condi-
tions, from various directions; such requirements can be compared to those
for e.g. architectural reliefs which may always be viewed from below, but
are nevertheless subject to changing lighting. Again, approximating the ap-
pearance without simplification may lead to manufacturing difficulties. Our
result (Figure 13 right) was rendered using physically based rendering (using
the pbrt toolkit) [27] with silver material and infinite skylight-day lighting
(then converted to grey for comparison). Compared to the other approaches,
the abstracted appearance with emphasized features has the greatest com-
monality with the kind of handcrafted bas-reliefs found on coins.

6.5. Timings

Our prototype implementation was based on MATLAB 7.9, using a com-
puter with a 2.13GHz Intel Xeon CPU. Approximate times taken by each
step of our previous method are given in [7]: for images of size 701×841, the
offline neural network training takes 3 hours, then given a new photograph,
the steps used to produce a bas-relief take about 4.5 minutes. Addition of
the NPR process takes about an extra 30 seconds, increasing the time to 5
minutes; about 4 minutes are due to the SFS step. In comparison, the pho-
tometric stereo approach has the advantage of speed: the photometric stereo
step takes just 6s, so the whole relief processing process for a new image
takes about 1 minute. These are due to the straightforward, non-iterative
photometric stereo computation, unlike that needed for SFS. Ultimately, the
user can trade off speed for perceptual quality of results.

7. Conclusions

Bas-reliefs of human faces are of particular interest in art and design.
We previously proposed a method [7] to automatically generate bas-reliefs
from frontal photographs of human faces. Here, we show that incorporating
NPR allows abstraction of appearance in a similar way to that performed
by sculptors, suppressing small details and clutter while emphasising salient
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facial features. Experimental results show that incorporating NPR signif-
icantly improves the results. These are robust to limited changes of head
position, facial expression, lighting direction, and viewing direction. We
have also demonstrated that photometric stereo offers a faster alternative to
shape-from-shading for bas-relief surface recovery. Expert opinion from The
Royal Mint notes that our work “has good results with potential to assist
artists to create bas-reliefs automatically”.

While the addition of NPR has significantly enhanced the quality of the
results from our bas-relief generation framework, it could undoubtedly be
taken further. As mentioned before, a pre-processing step, such as a PDE
approach proposed by Mallick et al. [25, 26], could remove specularity in the
input images which causes artifacts in the generated bas-reliefs. Taking into
account facial albedo information during the shape recovery step, and using
more sophisticated reflectance models, could make further improvements.
The function learning process could be based on more than one training im-
age, and training images could be based on real face models. An enlarged
bootstrap set for image relighting might better span the space of facial albe-
dos. Ultimately, practical applications demand extension of our method to
faces seen in profile, and to a wider class of objects.

NPR has previously been used as an end in itself. This paper has also
drawn attention to the potential usefulness of NPR as an intermediate step
in a processing pipeline, an idea which may be of benefit to various other
applications.
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