Simulating star formation in Ophiuchus
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ABSTRACT

We have simulated star formation in pre-stellar cores, using smoothed particle hydrodynamics and initial conditions informed by observations of the cores in Ophiuchus. Because the observations are limited to two spatial dimensions plus radial velocity, we cannot infer initial conditions for the collapse of a particular core. However, with a minimum of assumptions (isotropic turbulence with a power-law spectrum, a thermal mix of compressive and solenoidal modes, a critical Bonnor–Ebert density profile) we can generate initial conditions that match, in a statistical sense, the distributions of mass, projected size and aspect ratio, thermal and nonthermal one-dimensional velocity dispersion, observed in Ophiuchus. The time between core–core collisions in Ophiuchus is sufficiently long, that we can simulate single cores evolving is isolation, and therefore we are able to resolve masses well below the opacity limit. We generate an ensemble of 100 cores, and evolve them with no radiative feedback from the stars formed, then with continuous radiative feedback and finally with episodic radiative feedback. With no feedback the simulations produce too many brown dwarfs, and with continuous feedback too few. With episodic radiative feedback, both the peak of the protostellar mass function (at $\sim 0.2M_\odot$) and the ratio of H-burning stars to brown dwarfs are consistent with observations. The mass of a star is not strongly related to the mass of the core in which it forms. Low-mass cores ($M_{\text{core}} \sim 0.1M_\odot$) tend to collapse into single objects, whereas high-mass cores ($M_{\text{core}} \gtrsim 1M_\odot$) usually fragment into several objects with a broad mass range.
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1 INTRODUCTION

The origin of the stellar initial mass function (IMF), and why it appears to be approximately universal, remains major problems in star formation. Two main scenarios have been proposed to addresses these problems.

In competitive accretion, part of a molecular cloud collapses, thereby providing a gas-rich environment in which stars form. The most massive stars preferentially accrete the most gas; the least massive stars may be ejected from the system by the most massive stars preferentially accrete the most gas; the least massive stars may be ejected from the system by...
We base the initial conditions for our simulations on the observations of MAN98 and ABMP07. MAN98 present continuum observations of cores with a completeness limit of ~0.1 M⊙. These data are complemented by observations of core velocity dispersions in Ophiuchus by ABMP07. There are more recent measurements of core masses and sizes in Ophiuchus (e.g. Stanke et al. 2006; Simpson et al. 2008), but they contain fewer cores with an associated ABMP07 velocity dispersion than the MAN98 data. Further details of the MAN98 and ABMP07 observations are given in the next two sections.

2.1 MAN98

MAN98 map dust emission at 1.3 mm using the MPIfR bolometer array on the IRAM 30-m telescope. The beam size is 11 arcsec, corresponding to 1500 au at Ophiuchus, and they are sensitive to hydrogen column densities \( N > 10^{22} \text{ cm}^{-2} \). Their map covers an area of \( \sim 480 \text{ arcmin}^2 \) and includes the Oph-A, Oph-B1, Oph-B2, Oph-C, Oph-D, Oph-E and Oph-F clumps. MAN98 use a multiscale wavelet analysis to extract 61 cores, 36 of which are resolved. Two-dimensional Gaussian distributions are fitted to the cores and the core dimensions are given by the full width at half-maximum (FWHM) of the major and minor axes. The cores have masses between ~0.1 and ~3 M⊙, and dimensions between ~1000 and ~20 000 au.

The core masses and sizes used in this paper are slightly different from those given in MAN98. The mass of a pre-stellar core is calculated using

\[
M_{\text{core}} = \frac{S(\lambda)D^2}{\kappa(\lambda)B(\lambda, T)},
\]

where \( S(\lambda) \) is the monochromatic flux from the core at wavelength \( \lambda \), \( D \) is the distance to the core, \( \kappa(\lambda) \) is the mass opacity and \( B(\lambda, T) \) is the Planck function at temperature \( T \). For \( \lambda = 1.3 \text{ mm}, \) MAN98 adopt \( \kappa(1.3 \text{ mm}) = 0.005 \text{ cm}^2 \text{ g}^{-1} \). The dust temperature estimates used by MAN98 have been revised by Stamatellos, Whitworth & Ward-Thompson (2007b). These temperatures, \( T_{\text{MAN98}} \) and \( T_{\text{SWW07}} \) are given in Table 1. The distance to Ophiuchus used by MAN98, \( D_{\text{MAN98}} = 160 \text{ pc} \), has also been revised, by Mamajek (2008), to \( D_{\text{MAN98}} = 139 \pm 6 \text{ pc} \). To account for this, each mass given by MAN98 must be transformed thus

\[
M_{\text{MAN98}} \rightarrow \frac{B(1.3 \text{ mm}, T_{\text{MAN98}})D_{\text{MAN98}}^2}{B(1.3 \text{ mm}, T_{\text{SWW07}})D_{\text{MAN98}}},
\]

Table 1. Dust temperatures from MAN98 and SWW07. The fourth column gives the correction factor applied to the MAN98 core masses when we adopt \( T = T_{\text{SWW07}} \) and \( D = 139 \text{ pc} \).

\[
\begin{array}{|c|c|c|}
\hline
\text{Region} & T_{\text{MAN98}} & T_{\text{SWW07}} \times M_{\text{MAN98}} \\
\hline
\text{Oph-A} & 20 & 11 & 1.77 \\
\text{Oph-B} & 12 & 10 & 1.01 \\
\text{Oph-C} & 12 & 10 & 1.01 \\
\text{Oph-D} & 12 & 10 & 1.01 \\
\text{Oph-E} & 15 & 10 & 1.40 \\
\text{Oph-F} & 15 & 10 & 1.40 \\
\text{Oph-J} & - & 10 & - \\
\hline
\end{array}
\]
Similarly, each size must be transformed thus
\[ R_{\text{MAN98}} \rightarrow \frac{D_{\text{MAN98}}}{D_{\text{MAN98}}}. \tag{2.3} \]

The dust temperatures \( T_{\text{SWW07}} \) are cooler than \( T_{\text{MAN98}} \), which increases the estimated core masses. The revised distance \( D_{\text{MAN98}} \) is less than \( D_{\text{MAN98}} \), which decreases the core masses. The combined effect modestly increases the masses of cores in Oph-A, Oph-E and Oph-F, whilst leaving the masses of cores in Oph-B, Oph-C and Oph-D essentially unchanged (see Table 1).

After these adjustments have been made, the MAN98 CMF peaks at \( M_{\text{peak}} \sim 0.3 M_\odot \). This is lower than the values found for the Ophiuchus cores by other groups, i.e. \( M_{\text{peak}} \sim 0.9 M_\odot \) (Stanke et al. 2006) and \( M_{\text{peak}} \sim 0.4 M_\odot \) (Simpson et al. 2008). The differences in \( M_{\text{peak}} \) must be attributed to a combination of the different wavelengths used; the different assumptions made about dust opacities, dust temperatures and source distances; and the different procedures used to identify cores, distinguish them from the background, and correct for incompleteness at low masses and poor statistics at high masses. We also note that studies of other star formation regions, e.g. Perseus (Enoch et al. 2008), the Pipe Nebula (Rathborne et al. 2009) and Aquila (Könyves et al. 2010) find CMFs with \( M_{\text{peak}} \) between \( \sim 0.6 \) and \( \sim 1.0 M_\odot \). We have therefore doubled the MAN98 masses, so that the peak of the CMF is at \( M_{\text{peak}} \sim 0.6 M_\odot \), i.e. between the Stanke et al. (2006) and Simpson et al. (2008) values, and within the range found for other star formation regions.

### 2.2 ABMP07

ABMP07 measure the width of the \( N_2H^+ \) (1–0) emission line from 27 pre-stellar cores in Ophiuchus. Of these 27 cores, 26 have mass estimates from MAN98. The line width gives the radial velocity dispersion, \( \sigma_{\text{ID}} \), of the \( N_2H^+ \) molecules in the core. In general there are thermal and non-thermal contributions to the line width, \( \sigma^2_{\text{ID}} = \sigma^2_{\rho} + \sigma^2_{\text{NT}} \). The thermal contribution is given by
\[ \sigma^2_{\rho} = \frac{k_B T}{m_{\text{mol}}} , \tag{2.4} \]
where \( m_{\text{mol}} = 4.8 \times 10^{-23} \, \text{g} \) is the mass of an \( N_2H^+ \) molecule. The non-thermal contribution,
\[ \sigma^2_{\text{NT}} = \left( \frac{\sigma^2_{\text{NT}}}{m_{\text{mol}}} \right)^{1/2} , \tag{2.5} \]
gives the magnitude of macroscopic gas motions, i.e. turbulence, rotation and contraction or expansion. Since we are adopting the reduced temperatures from SSW07, we derive somewhat higher values of \( \sigma_{\text{NT}} \) than ABMP07, between \( \sim 0.05 \) and \( \sim 0.3 \, \text{km s}^{-1} \).

ABMP07 also measure the bulk radial velocities of cores in Ophiuchus. From the dispersion in the bulk radial velocities of the cores within a clump, they estimate that, on average, a core should collide with another core after a few times \( 10^7 \) yr. In contrast, the individual cores (see Section 2.3 and Table 3) have free-fall times \( t_{\text{ff}} \sim 4 \times 10^4 \times 10^4 \) yr. Thus, whereas interactions between cores may have been important in delivering the distribution of core properties we observe today, the future evolution of these cores should not be much influenced by interactions. This conclusion is born out in our simulations, where the first protostar usually forms after about one free-fall time, and any subsequent star formation tends to be concentrated in the vicinity of this protostar. As a further precaution, we terminate the simulations after \( 2 \times 10^7 \) yr.

Treating individual cores in isolation allows us to perform simulations with sufficiently high resolution to capture the formation of protostars close to the opacity limit, and to perform many realizations, but it deprives us of the possibility of considering the effects of – for example – accretion flows and tidal perturbations from the surroundings. A large-scale simulation treating the whole of Ophiuchus with the same resolution is currently beyond our computational resources, but it should be feasible to simulate a whole clump (e.g. Oph-A).

### 2.3 Lognormal distribution

Together, MAN98 and ABMP07 provide 61 core masses, 36 mean core radii and 27 core velocity dispersions; 20 cores have all three. We use these data to calibrate a multivariate lognormal distribution of core properties. To within the errors of small number statistics, and modulo the assumption of a lognormal distribution, this reproduces statistically the observed properties of cores in Ophiuchus, and their correlations. Specifically, we draw values of \( x \equiv (\log (M), \log (R), \log (\sigma_{\text{NT}})) \) from a probability density:
\[ P(x) = \frac{1}{(2\pi)^{3/2}|\Sigma|} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right) , \tag{2.6} \]
where
\[ \mu = \begin{pmatrix} \mu_M \\ \mu_R \\ \mu_{\sigma_{\text{NT}}} \end{pmatrix} \tag{2.7} \]
and
\[ \Sigma = \begin{pmatrix} \sigma^2_M & \rho_{\mu,M,\mu_R} & \rho_{\mu,M,\sigma_{\text{NT}}} \\ \rho_{\mu,R,\mu_M} & \sigma^2_R & \rho_{\mu,R,\sigma_{\text{NT}}} \\ \rho_{\mu,\sigma_{\text{NT}},\mu_M} & \rho_{\mu,\sigma_{\text{NT}},\mu_R} & \sigma^2_{\sigma_{\text{NT}}} \end{pmatrix} . \tag{2.8} \]
Here \( \mu \) is the arithmetic mean of \( \log (x) \), \( \sigma \) is the standard deviation of \( \log (x) \) and \( \rho_{\mu,\sigma} \) is the Pearson’s correlation coefficient of \( \log (x) \) and \( \log (y) \). The values of these terms are given in Table 2. Fig. 1 shows the probability density function \( P(x) \) projected through all three of its dimensions. Superimposed are the observational data points and 100 data points drawn randomly from the distribution.

### 3 INITIAL CONDITIONS

While the mass, size and velocity dispersion of a core are relatively easy to quantify from observations, the same cannot be said for the intrinsic three-dimensional shape, density profile and internal velocity field. Here we define the methodology we adopt for assigning these properties.

---

**Table 2.** Arithmetic means, standard deviations and correlation coefficients of \( \log (M) \), \( \log (R) \) and \( \log (\sigma_{\text{NT}}) \) for cores in Ophiuchus.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_M )</td>
<td>( \log (M/M_\odot) )</td>
</tr>
<tr>
<td>( \mu_R )</td>
<td>( \log (R/au) )</td>
</tr>
<tr>
<td>( \mu_{\sigma_{\text{NT}}} )</td>
<td>( \log (\sigma_{\text{NT}}/\text{km s}^{-1}) )</td>
</tr>
<tr>
<td>( \sigma_M )</td>
<td>( \log (M/M_\odot) )</td>
</tr>
<tr>
<td>( \sigma_R )</td>
<td>( \log (R/au) )</td>
</tr>
<tr>
<td>( \sigma_{\sigma_{\text{NT}}} )</td>
<td>( \log (\sigma_{\text{NT}}/\text{km s}^{-1}) )</td>
</tr>
<tr>
<td>( \rho_{\mu,M,\mu_R} )</td>
<td>0.61</td>
</tr>
<tr>
<td>( \rho_{\mu,M,\sigma_{\text{NT}}} )</td>
<td>0.49</td>
</tr>
<tr>
<td>( \rho_{\mu,R,\sigma_{\text{NT}}} )</td>
<td>0.11</td>
</tr>
</tbody>
</table>
3.1 Shapes

In projection, the cores in Ophiuchus have irregular, and often elongated, shapes, which show no significant correlation with mass, size or velocity dispersion. LWC13 show that, if one assumes the intrinsic three-dimensional shape of a core is a randomly oriented triaxial ellipsoid, the observed aspect ratios can be fitted with a one parameter model. Specifically, the relative sizes of the principal axes of the ellipsoid can be generated with

\[ A = 1, \]
\[ B = \exp(\tau G_B), \]
\[ C = \exp(\tau G_C), \]

where \( G_B \) and \( G_C \) are random numbers drawn from a Gaussian distribution with zero mean and unit standard deviation. For Ophiuchus, a good fit is obtained with \( \tau = 0.6 \), and improvements to the fit obtained by introducing additional parameters do not appear to be justified (LWC13). Once the axes have been generated using equation (3.1), they are re-ordered so that \( A \geq B \geq C \) and normalized so that \( A = 1 \). Then, given a mean radius \( R \) from the distribution in equation (2.6), the core axes are set to

\[ A_{\text{core}} = \frac{R}{(BC)^{1/2}}, \]
\[ B_{\text{core}} = BA_{\text{core}}, \]
\[ C_{\text{core}} = CA_{\text{core}}. \]

3.2 Density profile

Observations suggest (e.g. Alves, Lada & Lada 2001; Harvey et al. 2001; Lada et al. 2008) that dense cores often approximate to the density profile of a critical Bonnor–Ebert sphere (Bonnor 1956), i.e. \( \rho = \rho_c e^{-\psi(\xi)} \), where \( \rho_c \) is the central density, \( \psi \) is the isothermal function, \( \xi \) is the dimensionless radius and the boundary is at \( \xi_b = 6.451 \). The FWHM of the column density through a critical Bonnor–Ebert sphere corresponds to \( \xi_{\text{FWHM}} = 2.424 \), so the density at \( (x, y, z) \) is given by

\[ \rho = \frac{M_{\text{core}}}{4\pi A_{\text{core}} B_{\text{core}} C_{\text{core}}} \psi'(\xi_b) e^{-\psi(\xi)}, \quad \xi < \xi_b, \]

where \( \psi' \) is the first derivative of \( \psi \).

Using this density profile implies that the cores are in hydrostatic equilibrium, contained by an external pressure. For the simulated cores in this paper, this is generally not the case. However, the density profile does reproduce the flat central region and power-law envelope that is often observed in cores (e.g. Kirk, Ward-Thompson & Andrè 2005; Roy et al. 2013).

3.3 Velocity fields

Spectroscopic observations of pre-stellar cores indicate that their velocity fields may contain ordered rotation (e.g. Goodman et al.
are independently drawn and, the total is given by \( \sigma_{NT}^2 = \sigma_{rot}^2 + \sigma_{rad}^2 + \sigma_{turb}^2 \) (3.5).

For the simplest case of a spherically symmetric core rotating about an axis perpendicular to the line of sight, it requires two parameters to specify the relative contributions to \( \sigma_{NT} \) from rotation, isotropic pulsation and isotropic turbulence. An additional parameter is required if the rotation axis is not perpendicular to the line of sight. The problem becomes even more complicated if the core is ellipsoidal, since the pulsations and turbulence are then unlikely to be isotropic; for example, contraction is likely to be fastest along the shortest axis (Lin, Mestel & Shu 1965). We have no way of estimating specific values for any of these parameters. To overcome this problem, we generate a random turbulent velocity field, characterized only by the power exponent (we adopt \( \alpha = 2 \); cf. Burkert & Bodenheimer 2000) and the ratio of compressive to solenoidal modes (we adopt the thermal ratio, i.e. \( M = 1/2 \)), but shift the centre of the core so that it is at the centre of the largest mode; the energy in the largest mode is then invested in ordered rotation and compression, whilst the rest is in smaller scale turbulence.

3.3.1 Turbulent motions

To construct a dimensionless turbulent velocity field, we work in a \((2\pi)^3\) cubic domain, and populate all modes for which the wave vector, \( k \), has integer components, \((k_x, k_y, k_z)\), in the range 0–64. For a power spectrum \( P_k \propto k^{-\alpha} \) the energy density in \( k \)-space is \( E_k \propto k^{-(\alpha+2)} \). Hence, with \( \alpha = 2 \), \( E_k \propto k^{-4} \) and the energy is strongly concentrated towards low spatial frequencies (i.e. long wavelengths). The amplitude, \( a \), and phase, \( \varphi \), of each individual mode, \( k \), are set by generating a vector \( G \) of three random numbers drawn from a Gaussian distribution having zero mean and unit variance, and a vector \( R \) of three random numbers drawn from a uniform distribution between zero and one. Then we put \( a(k) = \sqrt{E(k)} \, G \) (3.6)

\( \varphi(k) = 2\pi \, R \). (3.7)

The corresponding contribution to the dimensionless velocity field is given by

\[ \hat{v}(k) = a(k) \cos(\varphi(k)) + ia(k) \sin(\varphi(k)), \]

\[ v(x) = \frac{1}{(2\pi)^3} \text{Re} \left( \int \hat{v}(k) e^{i k \cdot x} \, dk \right). \] (3.9)

Equation (3.9) is evaluated numerically using the fast Fourier transform library FFTW (Frisco & Johnson 2005) to produce values of the velocity field on a 128\(^3\) grid.

3.3.2 Ordered motions

We introduce large-scale rotation and radial motion into the velocity field by simply modifying the phases and symmetries of the \( k = 1 \) modes, i.e. \( k = (1, 0, 0), (0, 1, 0) \) and \((0, 0, 1)\). Specifically, we require that

\[
\begin{bmatrix}
a(1, 0, 0) \\
a(0, 1, 0) \\
a(0, 0, 1)
\end{bmatrix} = \begin{bmatrix}
r_x & \omega_z & -\omega_y \\
-\omega_z & r_y & \omega_x \\
\omega_y & -\omega_x & r_x
\end{bmatrix},
\]

\[
\begin{bmatrix}
\varphi(1, 0, 0) \\
\varphi(0, 1, 0) \\
\varphi(0, 0, 1)
\end{bmatrix} = \begin{bmatrix}
\pi/2 & \pi/2 & \pi/2 \\
\pi/2 & \pi/2 & \pi/2 \\
\pi/2 & \pi/2 & \pi/2
\end{bmatrix}.
\] (3.10)

Here \((r_x, r_y, r_z)\) are radial velocity amplitudes and \((\omega_x, \omega_y, \omega_z)\) are rotational velocity amplitudes; the diameter of the core is scaled to \( \tau \), so that it corresponds to the central half wavelength of these modified modes. The outcome of applying this modification is shown in Fig. 2.

The radial velocity amplitudes are proportional to the rates at which the core expands along the corresponding axis. For example, if \( r_x < 1 \), then the core is contracting along the \( x \)-axis, and if \( r_x > 1 \), the core is expanding along the \( x \)-axis. On the assumption that the core is contracting fastest along its shortest axis, and slowest along its longest axis, we re-order the amplitudes so that \( r_x \leq r_y \leq r_z \), and orient the core so that its elliptoidal axes, \( A \geq B \geq C \), are, respectively, aligned with the \( x, y \) and \( z \) axes. The rotational amplitudes define the angular velocity \( \omega = (\omega_x, \omega_y, \omega_z) \), giving the axis and rate of core rotation; the axis of rotation has a random direction. The values of \( r_x, r_y, r_z, \omega_x, \omega_y, \omega_z \) and \( \omega_x \) are independently drawn from a Gaussian distribution having zero mean and unit variance. This ensures that the energy in these large-scale components of the velocity field still subscribes to the same power law as the smaller scale ones that deliver internal turbulence. We stress that only the \( k = 1 \) modes are modified. All modes with \( k > 1 \) are generated as described in Section 3.3.1. Hence we have a velocity field composed of ordered rotation, ordered radial motions and stochastic turbulent motions, and based on just two parameters, \( \alpha \) and \( M \).

3.3.3 Interpolation

To compute the initial velocity of an SPH particle, \( i \), we assign it a position vector,

\[ s_i = \frac{\pi}{2} \begin{pmatrix} x_i \\ A_{\text{core}} \\ B_{\text{core}} \\ C_{\text{core}} \end{pmatrix}, \] (3.11)

and estimate its dimensionless velocity by interpolation on the grid of computed values. Finally, the dimensionless velocities of the SPH particles are scaled so that their 1D velocity dispersion matches a value of \( \sigma_{NT} \) drawn from equation (2.6).

4 NUMERICAL METHOD

4.1 SPH code

We use the SEREN (Hubber et al. 2011) implementation of grad-h SPH (Springel & Hernquist 2002; Price & Monaghan 2004) with smoothing parameter \( h = 1.2 \) (hence typically \( \sim 56 \) neighbours). Gravity is calculated with a Barnes–Hut tree and a GADGET-style multipole acceptance criterion (Springel & Hernquist 2002). The code invokes multiple particle time steps and a leapfrog drift-kick-drift integration scheme. Time-dependent artificial viscosity is implemented using the Morris & Monaghan (1997) formulation with \( \alpha = 1, \sigma_{\text{min}} = 0.1 \) and \( \beta = 2\alpha \).

All simulations are set up with \( m_{\text{SPH}} = 10^{-3} M_{\odot} \), so the mass resolution is \( \sim 10^{-3} M_{\odot} \). A gas concentration that is gravitationally
bound and has density higher than $\rho_{\text{sink}} = 10^{-9}$ g cm$^{-3}$ is replaced with a sink particle (Bate, Bonnell & Price 1995) having radius $R_{\text{sink}} \approx 0.2$ au. Any SPH particles that subsequently enter this radius and are gravitationally bound to the sink are assimilated by it. We have not used the more sophisticated NewSinks method, presented by Hubber, Walch & Whitworth (2013), however, for this value of $\rho_{\text{sink}}$, the two methods are reasonably well converged.

Heating and cooling of the gas are treated with the scheme described in Stamatellos et al. (2007a). This takes account of heating by cosmic rays and background radiation, the transport of cooling radiation against dust opacity and molecular opacity, the sublimation of dust, the ionization and dissociation of hydrogen and the ionization of helium. It has been extensively tested, and reproduces very accurately the detailed results of Masunaga & Inutsuka (2000).

4.2 Accretion luminosity

The dominant contribution to the luminosity of a protostar is from accretion:

$$L_* \approx \frac{f GM_* \dot{M}_*}{R_*}. \quad (4.1)$$

where $f = 0.75$ is the fraction of the accreted material’s gravitational energy that is radiated from the surface of the protostar (the rest is presumed to be removed by radiation, and by bipolar jets and outflows; Offner et al. 2009). $M_*$ is the mass of the protostar; $\dot{M}_*$ is the rate of accretion on to the protostar and $R_* = 3 R_\odot$ is the approximate radius of a protostar (Palla & Stahler 1993).

In the sequel, each set of initial conditions is used to run three simulations. In the first, radiative feedback from sinks is neglected (NRF). In the second, material assimilated by a sink is presumed to be accreted instantaneously by the central protostar, and therefore delivers continuous radiative feedback (CRF). In the third, material assimilated by a sink is assumed to accumulate in an inner accretion disc, and then accrete on to the central star in a burst, giving episodic radiative feedback (ERF). The NRF simulations are performed purely for comparison, and our main concern is with the difference between continuous and episodic radiative feedback.

In order for the disc around a protostar to fragment gravitationally, at radius $R$, two criteria must be fulfilled. First, gravity must be able to overcome thermal and centrifugal support,

$$\Sigma(R) \gtrsim \frac{c(R)c(R)}{\pi G}, \quad (4.2)$$

where $\Sigma(R)$ is the local surface density, $c(R)$ the sound speed and $\kappa(R)$ the epicyclic frequency (Toomre 1964). Secondly, the condensing fragment must cool fast enough to avoid undergoing an adiabatic bounce and then being sheared apart, i.e.

$$t_{\text{cool}} \lesssim t_{\text{orb}}, \quad (4.3)$$

where $t_{\text{cool}}$ is the gas cooling time, and $t_{\text{orb}}$ is the orbital period (Gammie 2001). Simulations that include instantaneous accretion and continuous radiative feedback (e.g. Krumholz 2006; Bate 2009a; Offner et al. 2009, 2010; Krumholz et al. 2010; Urban, Martel & Evans 2010) find that protostellar discs are so warm that they cannot fragment and therefore do not spawn low-mass H-burning stars or brown dwarfs.

However, there is observational evidence suggesting that accretion on to a protostar may sometimes be episodic, i.e. it may occur intermittently, in short, intense bursts (e.g. Herbig 1977; Dopita 1978; Reipurth 1989; Hartmann & Kenyon 1996; Greene, Aspin & Reipurth 2008). In particular, FU Ori-type stars (e.g. Herbig 1977; Greene et al. 2008; Peneva et al. 2010; Green et al. 2011; Principe et al. 2013) exhibit large increases in their brightness that last for between a few and a few hundred years. The physical cause of episodic accretion is uncertain. The critical issue is the duty-cycle, specifically the duration of the low-luminosity phase: if this is longer than the cooling time-scale, typically a few times $10^3$ yr, the disc can cool and fragment.

For the purpose of the simulations presented here we adopt the phenomenological ERF model of Stamatellos, Whitworth & Hubber (2011b, 2012), which is based on the calculations by Zhu, Hartmann & Gammie (2009, 2010b) and Zhu et al. (2010a). In the outer disc (outside the sink), angular momentum is redistributed by gravitational torques, allowing material to spiral inwards and into the sink. However, inside the sink the material near the protostar is so hot that the inner disc becomes gravitationally stable, and there are no gravitational torques to transport angular momentum outwards. Consequently this material cannot spiral inwards any further, and instead accumulates in the inner disc. This continues until the accumulated material becomes so hot that it is ionized thermally, sufficiently to couple to the magnetic field. The magnetorotational instability (MRI) then cuts in and the resulting torques enable material to spiral inwards and on to the star, giving a short burst of very high luminosity. The downtime — during which material is

---

**Figure 2.** 2D velocity fields generated in an analogous manner to the 3D velocity fields described in Sections 3.3.1 and 3.3.2. All four frames show the region $-\pi \leq x \leq \pi$ and $-\pi \leq y \leq \pi$. From left to right: (a) a compressive velocity field with $a(1, 0) = (-1, 0), a(0, 1) = (0, -1), \phi(1, 0) = (\pi, 0)$ and $\phi(0, 1) = (0, \pi)$; (b) a solenoidal velocity field with $a(1, 0) = (0, 1), a(0, 1) = (-1, 0), \phi(1, 0) = (0, \pi)$ and $\phi(0, 1) = (\pi, 0)$; (c) a turbulent field with modes generated as described in Section 3.3.1, but without the $k = 1$ modes; (d) the addition of all three fields giving a superposition of large-scale ordered motion and smaller turbulent modes.
accumulating in the inner disc, the luminosity is low and the outer disc may be able to fragment – is given by
\[ t_{\text{down}} \sim 13 \, \text{kyr} \left( \frac{M_*}{0.2 \, M_\odot} \right)^{2/3} \left( \frac{M_{\text{sink}}}{10^{-5} \, M_\odot \, \text{yr}^{-1}} \right)^{-8/9}, \]  
(4.4)

\( M_{\text{sink}} \) is the rate at which material flows into the sink.

5 RESULTS

Each core is evolved for \( 2 \times 10^5 \) yr, which is longer than the free-fall time of the least-dense core. Of the 100 cores sampled from the lognormal distribution, 60 collapsed to form at least one star; note that the simulations with different feedback are identical up until this point. The star formation efficiencies and numbers of protostars formed per core are given in Table 3. In the figures we use the naming convention \( \text{NUM} \_\text{FBK} \), where \( \text{NUM} \) is the core number (identifying the initial conditions) and \( \text{FBK} \) is the feedback type.

5.1 Protostellar masses

Fig. 3 shows, as histograms and smoothed probability densities,\(^2\) the protostellar mass functions from the simulations. Both the \( \text{NRF} \) and \( \text{ERF} \) simulations deliver a wide range of masses from a few Jupiter masses to between one and two solar masses. The \( \text{CRF} \) simulations deliver roughly the same upper mass limit, but no protostars below about 50 Jupiter masses. In the \( \text{NRF} \) simulations, the mean efficiency (total mass of stars formed divided by core mass) is 71 per cent, with on average 3.3 stars and 3.4 brown dwarfs per core. In the \( \text{ERF} \) simulations, the efficiency is again 71 per cent, with on average 3.1 stars and 1.5 brown dwarfs per core. In the \( \text{CRF} \) simulations, the efficiency is 59 per cent, with on average 1.6 stars and 0.1 brown dwarfs per core.

5.1.1 Ratio of stars to brown dwarfs

Andersen et al. \((2008)\) have performed a survey of star-forming regions and find that low-mass stars outnumber brown dwarfs by a factor
\[ A = \frac{N(0.08 < M \leq 1.0 \, M_\odot)}{N(0.03 < M \leq 0.08 \, M_\odot)} = 4.3 \pm 1.6. \]  
(5.3)

In the simulations presented here, \( A_{\text{NRF}} = 2.2 \pm 0.3 \), \( A_{\text{ERF}} = 3.9 \pm 0.6 \) and \( A_{\text{CRF}} = 17 \pm 8 \). This confirms that \( \text{NRF} \) produces too many brown dwarfs, and suggests that \( \text{CRF} \) produces too few. \( \text{ERF} \) appears to produce about the right number.

5.1.2 Comparison to the IMF

In Fig. 4, we have plotted the mass distributions from Fig. 3 with the Kroupa \((2001, \text{K01}) \) and Chabrier \((2005, \text{C05}) \) fits to the IMF. The K01 IMF peaks at \( M_{\text{peak}}^{\text{K01}} = 0.08 \, M_\odot \), and the C05 IMF at

\( \)The smoothed probability density is given by
\[ P(\log(M)) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sqrt{2\pi h^2}} \exp \left( -\frac{(\log(M) - \log(M_i))^2}{2h^2} \right). \]  
(5.1)

In the expectation that \( P(\log(M)) \) is roughly lognormal, we set
\[ h = \left( \frac{4\pi^3}{3N} \right)^{1/3}. \]  
(5.2)
Figure 3. Protostar mass functions. The top three frames (a,b,c) give the mass functions from simulations with, respectively, NRF, ERF and CRF. The black histograms have bins equally spaced in log (\(M\)) and the red lines are kernel smoothed density functions. The bottom frame (d) shows the smoothed NRF, ERF and CRF density functions on a single plot.

\[ M_{\text{peak}}^{\text{CO5}} = 0.2 M_\odot \]  
In the simulations with NRF, ERF and CRF, the mass distributions peak at \(M_{\text{peak}}^{\text{NRF}} \approx 0.1 M_\odot\), \(M_{\text{peak}}^{\text{ERF}} \approx 0.2 M_\odot\) and \(M_{\text{peak}}^{\text{CRF}} \approx 0.4 M_\odot\), respectively. The peaks of the NRF and ERF mass distributions are in good agreement with those of K01 and C05, respectively; the peak of the CRF mass distribution appears to be rather too high. There are no high-mass cores in Ophiuchus, and therefore none of the simulated IMFs match the observed IMFs at high masses.

5.1.3 Summary: masses

For masses less than \(\sim 1 M_\odot\), the ERF simulations deliver a protostellar mass function which is compatible with observed IMFs. In contrast, the CRF simulations appear to produce too few low-mass H-burning stars and brown dwarfs. In the ERF simulations each core produces on average \(N_{\text{ERF}} \approx 4.6\) stars with a star formation efficiency of \(\eta_{\text{ERF}} \approx 0.7\). This is in agreement with the statistical inference of Holman et al. (2013) that values of \(N = 4.3 \pm 0.4\) and \(\eta = 1.0 \pm 0.3\) are required to reproduce the observed multiplicity statistics (\(\eta > 1\) simply implies that the cores accrete additional mass as they form stars). In the CRF simulations the number of stars formed is significantly lower, \(N_{\text{CRF}} = 1.7\), and the efficiency is a little lower, \(\eta_{\text{CRF}} = 0.59\).

5.2 Fragmentation

5.2.1 Mechanisms

In many simulations, the core collapses to form a central protostar surrounded by an accretion disc. If the disc is sufficiently massive and cold, it fragments to form additional protostars, typically with masses smaller than the central protostar. An example of this is shown in Fig. 5. We see that the time-scale of disc fragmentation is of order 10^3 yr. This mechanism is well documented (e.g. Stamatellos, Hubber & Whitworth 2007c; Stamatellos & Whitworth 2008, 2009a,b; Thies et al. 2010; Stamatellos et al. 2011a) and has
been shown to reproduce the observed properties of stars and brown dwarfs rather well (e.g. Stamatellos & Whitworth 2009a).

In most simulations the central regions are fed by filamentary streams of material, and in some cases these filaments fragment before a central protostar forms; this also occurs on time-scales of order $10^3$ yr. An example of this is shown in Fig. 6. This core has a relatively high mass ($M = 3.3 M_\odot$) and a low ratio of turbulent to gravitational energy ($\alpha_{\text{turb}} = 0.07$). The core collapses into a filament because it is particularly elongated, with its longest axis more than twice the length of the other two. The filament then spawns 10 protostars. This confirms the results of Goodwin et al. (2004), who showed that low levels of turbulence are sufficient to fragment spherical cores.

5.2.2 Feedback effects

Fig. 7 shows a comparison of column density plots from simulations using different feedback mechanisms. There are two main differences between the protostellar mass distributions from the NRF and ERF simulations. First, the main peak shifts from $\sim 0.1 M_\odot$ in the NRF simulations to $\sim 0.2 M_\odot$ in the ERF simulations. Secondly, in the NRF simulations there is a second peak around $\sim 0.01 M_\odot$. The main peaks are populated by protostars that form from core collapse. The secondary peak in the NRF simulations arises from prolific disc fragmentation. This produces an abundance of low-mass objects, many of which are ejected from the core (e.g. Bate, Bonnell & Bromm 2002). Once ejected, accretion ceases and their masses are frozen at low values.

In the ERF simulations, high-luminosity outbursts periodically raise the temperature of the gas surrounding a protostar, stabilizing it against gravitational fragmentation. Initially, these outbursts occur at intervals of $\Delta t_{\text{down}} \sim 10^3$ yr, whereas gravitational instabilities develop on times scales of $\Delta t_{\text{GI}} \sim 10^4$ yr; therefore, there are windows of opportunity for fragmentation between outbursts. However, as further protostars form, the intervals between outbursts decrease until eventually $\Delta t_{\text{down}} \lesssim \Delta t_{\text{GI}}$. Thereafter, further star formation is inhibited by regular luminosity outbursts. Thus ERF allows fragmentation to occur, but then regulates the process after a few protostars have formed. Because fewer low-mass protostars are formed, there are fewer dynamical ejections, and more mass is available to accrete on to the central protostar (cf. Girichidis et al. 2012), so the main peak is enhanced and the secondary peak is removed.

In the CRF simulations, once the first protostar has formed, the remaining gas is continuously heated and very little further fragmentation occurs, so these simulations usually form single protostars or binaries. Fig. 7 shows an example of a core evolving with NRF, ERF...
Figure 8. The number of protostars formed per core as a function of core mass. Error bars reflect the Poisson uncertainties in the numbers of cores and sinks, per bin. From top to bottom, simulations invoking (a) NRF, (b) ERF and (c) CRF.

Figure 9. The distribution of protostar masses as a function of core mass. The solid line gives the geometric mean mass and standard error. The shaded area shows the geometric standard deviation. The dashed line gives the arithmetic mean protostar mass. From top to bottom, simulations invoking (a) NRF, (b) ERF and (c) CRF.

and CRF; the usual trend is that the most protostars are formed with NRF, followed by ERF, then CRF.

5.2.3 Number of objects formed

Fig. 8 shows that the number of protostars formed per core is correlated with the core mass. Cores with masses between 0.1 and 0.3 $M_\odot$ typically form single protostars, whereas cores with masses between 3 and 10 $M_\odot$ typically produce more than 10 protostars with ERF, and about five with CRF. For convenience, we will refer to cores with $M_{\text{core}} \leq 1 M_\odot$ as low-mass cores, and cores with $M_{\text{core}} > 1 M_\odot$ as high-mass cores.

Fig. 9 shows the distribution of protostar masses as a function of core mass. In the NRF and ERF simulations, the arithmetic mean mass is roughly constant over the entire range of core masses, viz. $\bar{M}_\text{NRF} = 0.12 M_\odot$ and $\bar{M}_\text{ERF} = 0.19 M_\odot$. Also shown in Fig. 9 is the geometric mean of the protostar masses and its standard deviation. This shows that high-mass cores form a wider range of masses than low-mass cores. In low-mass cores, there is little spread in the protostar masses because most of the available gas goes into the central protostar. A disc may form, but it is often not massive enough to fragment. High-mass cores have sufficient gas to form more massive protostars, and there is often enough gas remaining to build a massive disc, which can then fragment into low-mass protostars. Final masses are determined by competitive accretion for the remaining core mass.

In simulations with CRF, low-mass cores tend to form single protostars, and high-mass cores tend to form multiple protostars, but in smaller numbers than with ERF.

5.2.4 Fragmentation: summary

As noted by Stamatellos et al. (2012), ERF provides a window of opportunity for disc fragmentation. As further protostars form, they too radiate and the window eventually becomes too short to allow fragmentation. This means that, unlike CRF, ERF permits brown dwarfs to form by disc fragmentation, but, unlike NRF, brown dwarf formation is regulated to a level that agrees better with observation.

Irrespective of the type of feedback invoked, these simulations do not support the notion that the shape of the IMF is inherited from the shape of the CMF. The mean mass of a protostar formed in a low-mass core is approximately the same as one formed in a high-mass core. The difference is that high-mass cores tend to produce more protostars, roughly in proportion to their mass.

Competitive accretion occurs in our simulations, but only on the scale of individual cores having sufficient mass ($M_{\text{core}} > M_\odot$) to form multiple protostars.
5.3 Limitations

Since the most massive core in Ophiuchus has mass $\sim 5 M_\odot$ (and the next most massive $\sim 3 M_\odot$), and since we evolve our cores in isolation (i.e. they do not accrete extra material from their surroundings), we do not reproduce the high-mass tails of the K01 or C05 IMFs, irrespective of which feedback prescription is invoked. If core growth were included, say by virtue of the cores being embedded in filaments, we would expect the rate of growth to be quite low, $M_{\text{core}} \lesssim M_{\text{core}}/t_{\text{dp}}$. Under this circumstance the inflowing material is unlikely to spawn new protostars; instead it will sustain the reservoir of gas in the centre of the core, thereby prolonging competitive accretion. Consequently the more massive protostars will be the major beneficiaries, and the IMF will broaden towards higher masses.

6 SUMMARY AND CONCLUSIONS

We have performed a large ensemble of simulations of pre-stellar cores collapsing and fragmenting to form protostars. The initial conditions are informed by observations of cores in Ophiuchus, and reproduce the observed distributions of mass, size, aspect ratio and velocity dispersion. The mass resolution is high enough to resolve the opacity limit, $M_\odot \sim 3 \times 10^{-3} M_\odot$, with $\sim 300$ SPH particles.

Simulations that invoke continuous radiative feedback produce an IMF that peaks at too high a mass ($\sim 0.4 M_\odot$) and contains very few brown dwarfs. Simulations that invoke episodic radiative feedback produce an IMF that peaks at the right mass ($\sim 0.2 M_\odot$) and contains roughly the correct proportion of brown dwarfs.

The masses of the protostars are not strongly correlated with the masses of the cores in which they form – and therefore the shape of the IMF is not inherited from the shape of the CMF. Rather, low-mass cores ($M_{\text{core}} \sim M_\odot$) tend to spawn just one or two protostars. In contrast, high-mass cores tend to spawn small-$N$ clusters of stars, with a mean mass that is comparable with the mean mass for low-mass cores, but a greater spread of masses. This is because, in a high-mass core, (a) there is a greater chance that the first protostar to form then acquires a massive disc that fragments to form low-mass companions, and (b) there is a larger flow of material into the centre, and so the protostars there can grow via competitive accretion.

In a companion paper (Lomax et al., in preparation) we will present and evaluate the multiplicity statistics of the protostars formed in these simulations.
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