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Abstract

Studying the stability of Singular Spectrum Analysis (SSA) and Multivariate Singular Spectrum Analysis (MSSA) forecasts under random perturbations of the input time series, we make the empirical observation that the reconstruction kernel of SSA as a convolution filter and the forecast recurrence vector are remarkably stable both under generated Gaussian and natural non-Gaussian noise. Assuming that these elements of the forecast procedure are noise-independent, we derive concise formulae for the variance under perturbations of SSA and MSSA forecasts. We suggest a criterion of supportiveness based on the behaviour of these proxy variances under scaling of the support series. Finally, we remark on a problem of lacking scaling invariance of MSSA.

1 Introduction

In the present study, we analyse the stability of the SSA and MSSA forecasts, i.e. the properties of the forecast as a random variable when the original time series is perturbed by added noise, with and without the inclusion of a second time series in the analysis. This question was motivated by the analogy between the recurrence system (4) for a recurrent MSSA forecast of a pair of time series and the stationary vector autoregressive process

\[
X_t = \sum_{j=1}^{m} a_j X_{t-j} + \sum_{j=1}^{m} b_j Y_{t-j} + \epsilon_t
\]

\[
Y_t = \sum_{j=1}^{n} c_j X_{t-j} + \sum_{j=1}^{n} d_j Y_{t-j} + \xi_t
\]

used by C. J. Granger to implement his concept of causality, as expressed in the words: "We say that \(Y_t\) is causing \(X_t\) if we are better able to predict \(X_t\) using all available information than if the information apart from \(Y_t\) had been used" [6, p.428], i.e. \(Y\) is causing \(X\) if it improves the quality of the forecast of series \(X\).
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Note that there are essential differences between the models: (1) is a stochastic process modeling the noise only, and indeed the definition of Granger’s causality coherence requires noise to be present in both time series, whereas (4) is a deterministic process (although the coefficients are derived from random variables in practice) modeling the signal, with noise added afterwards, so that in this case noise does not propagate and no specific noise model is assumed.

Nevertheless, the analogy between (4) and (1) could provide a basis for the study of a causal or support relationship between time series (without the assumptions of stationarity, zero mean or autoregressive structure) by comparing the quality of the MSSA forecast of time series \(x\) using the support series \(y\) with that of the SSA forecast of \(x\) alone, taking an improved forecast as an indicator of supportiveness. What exactly counts as an improvement is open to interpretation: it can refer both to accuracy of the forecast, i.e. how close the predicted value is to the real value, and to the stability of the forecast, i.e. the variance of the forecast as a random variable. In practice, actual future values are subject to random fluctuation and hence introduce further variance into a measurement of accuracy. Therefore, we focus on working with the stability of the forecast value in the present study. This is effectively done in practical use of Granger causality tests, which are closely related to the F-test and essentially compare goodness of fit for regression with and without the support series [7, 14].

There have been earlier attempts to estimate causality by different means than autoregressive modeling, including SSA [12, 2]. For example, in [2] the forecast improvement is estimated from the point of view of accuracy, i.e. predicted values in a forecast interval are compared to actual future values. In contrast, we study the stability of time series forecasts under random perturbations, considering the following question: Does inclusion of the support series in MSSA make the forecast more stable under perturbations?

Put simply, the SSA procedure can be visualised as a black box (see diagram below) which takes the initial series \(x\) and its perturbation \((\sigma \epsilon)\) as an input and outputs the forecast. For the bivariate MSSA, an extra time series \(y\) (support series) is used as input. The resultant outcome is the forecast point, calculated with the appropriate SSA/MSSA linear recurrence. This will be a random variable; in the diagram below, \(\xi\) has mean 0 and variance 1.

\[
\begin{align*}
  x + \sigma \epsilon & \rightarrow SSA & \rightarrow \hat{x}_{SSA} + \hat{\sigma}_{SSA} \xi \\
  x + \sigma \epsilon, y & \rightarrow MSSA & \rightarrow \hat{x}_{MSSA} + \hat{\sigma}_{MSSA} \xi
\end{align*}
\]

We are interested in the relation of input and outcome variances with the main focus on the ratio between output variances of SSA \(\hat{\sigma}_{SSA}\) and MSSA \(\hat{\sigma}_{MSSA}\). We do not perturb the support series, as this would only add variance to the MSSA output in a way which has no comparable analogue in SSA.

After noting, in Section 2, that the first-order perturbation theory of the spectral decomposition, which is a core element of SSA, does not give a sufficiently transparent link between the variances of input perturbation and forecast, we make the discovery, in Section 3, that the central part of the time series, excluding the first and the last SSA window, is remarkably stable under perturbations, allowing the use of the unperturbed SSA projector as a proxy for the actual perturbed one. To a lesser extent, this flattening effect carries over
to MSSA. Note that for this observation to be useful, the time series needs to be longer than twice the chosen window length for SSA, to leave a sufficiently indicative central part of the series. This discovery motivates a simplifying assumption which we can use to derive very convenient and practical formulae (47), (54) for the SSA and MSSA forecast variances in Section 4. When comparing the performance of these formulae against empirical forecast variances calculated in random trials for pairs of time series with and without expected supportiveness, in Section 5, we find that they appear to reflect the qualitative relationship between the SSA and MSSA variances very well and are also robust against distorting effects caused by random eigenvalue crossings in the pseudorandom empirical trials.

Accepting these formulae as indicative proxies for the actual forecast variances, and with Granger’s guiding idea in mind, we suggest the following practical computational method for establishing or rejecting supportiveness of a time series $y_n$ for a time series $x_n$. Calculate the two fundamental objects, the MSSA convolution kernel (44) and the MSSA forecast vectors $\hat{R}_{11}$, $\hat{R}_{12}$ (5) from MSSA of $x_n$ and $p y_m$, with a scaling parameter $\rho > 0$, and hence compute the convolution norm (54). If this norm tends to 0 for large $\rho$, the series $y_n$ is supportive for $x_n$ if the norm approaches a positive level for large $\rho$, then $y_n$ is not supportive for $x_n$. Note that the application of this criterion does not require any calculation of (pseudo)random perturbations, but uses only MSSA data for the unperturbed time series.

The above method makes crucial use of the fact that the MSSA forecast is not homogeneous in the scaling factor $\rho$. However, in some other applications of MSSA, this may be rather problematic. We briefly touch upon this scaling problem and suggest a partial remedy in Section 6.

2 First-order perturbation theory of SSA

We start with a look at the information on the forecast provided by first-order perturbation theory [13], which essentially corresponds to linearisation of the singular-value (spectral) decomposition underlying SSA and MSSA and of the recurrent forecast formula. As a result, we shall see that this linearisation in itself is not sufficient to give a sufficiently simple overview of the connection between the forecast variance and the variance of the input perturbation; but it shows the different steps of error variance propagation in the SSA process and pinpoints the crucial elements of this process for our subsequent considerations. We remark that, beyond the simple first-order perturbation analysis below, the full perturbation series has been studied extensively in [11]; however, that study is mainly concerned with the limit of infinitely long time series, whereas we consider fixed-length time series and small perturbation variance.

We shall use the following notation for SSA and bivariate MSSA analysis and recurrent forecast.

Consider a time series $(x_1, \ldots, x_N)$. Choosing a window length $1 < L < N$,
we set up a trajectory matrix

\[
X = \begin{pmatrix}
x_1 & x_2 & \ldots & x_{N-L+1} \\
x_2 & \vdots & \ldots & x_{N-L+2} \\
\vdots & \ddots & \ddots & \vdots \\
x_L & \ldots & \ldots & x_N
\end{pmatrix}
\]

and consider the spectral decomposition of the lag-covariance matrix \(XX^T = \sum_{j=1}^{L} \lambda_j \eta_j \eta_j^T\), where \(\eta_j\) are orthonormal eigenvectors of \(XX^T \in \mathbb{R}^{L \times L}\) with corresponding eigenvalues \(\lambda_j\), enumerated in non-increasing order, i.e. \(\lambda_j \geq \lambda_{j+1}\). Choosing \(r < L\), we use the orthogonal spectral projector of rank \(r\), \(P = \sum_{j=1}^{r} \eta_j \eta_j^T\), to extract a lower rank matrix \(\tilde{X} = PX\). Hankelization, i.e. diagonal averaging of \(\tilde{X}\) and of \(X - \tilde{X} = (1 - P)X\), gives a decomposition of the initial time series \(x_i = \tilde{x}_i + \varepsilon_i\) into reconstructed time series \(\tilde{x}_i\), which can be interpreted as a signal, and residuals \(\varepsilon_i\) which are treated as noise. For the discussion of the optimal choice of window length \(L\) and number of components \(r\) see [4]. Based on this representation, it is possible to forecast the initial time series by extending the Hankelized output matrix \(\tilde{X}_M\) in such a way that the next added column \((\tilde{x}_{-L+2}, \tilde{x}_N, \tilde{x}_{N+1})^T\) has minimal distance to the projection subspace \(PR^T\), giving the linear \(L\)-term recurrence

\[
\tilde{x}_{n+1} = (\tilde{x}_{n-L+2}, \ldots, \tilde{x}_N)^T R, \quad (n \geq N)
\]

with the recurrence vector

\[
R = \frac{\sum_{k=1}^{r} \eta_k \eta_k^T}{1 - \sum_{k=1}^{r} \eta_k \eta_k^T} \in \mathbb{R}^{L-1}, \quad \eta_k = \begin{pmatrix} \eta_k^T \\ \eta_k \end{pmatrix} \in \mathbb{R}^L.
\]

The forecast can be further extended using the same recurrence formula.

The above procedure can be extended to the simultaneous analysis of two time series by stacked bivariate MSSA. Given a second time series \(y = (y_1, \ldots, y_N)\), we stack trajectory matrices, both with the same window length \(L\), in the following manner \((\begin{pmatrix} X \\ Y \end{pmatrix})\) and use the spectral decomposition of

\[
\begin{pmatrix} X \\ Y \end{pmatrix}^T = \begin{pmatrix} XX^T & XY^T \\ YY^T & YY^T \end{pmatrix} = \sum_{j=1}^{2L} \lambda_j \eta_j^M \eta_j^M^T;
\]

the spectral projector will be \(P_M = \sum_{j=1}^{r} \eta_j^M \eta_j^M^T\). Separate Hankelization of \(\tilde{X}\) and \(\tilde{Y}\), defined by \((\begin{pmatrix} \tilde{X} \\ \tilde{Y} \end{pmatrix}) = P_M \begin{pmatrix} X \\ Y \end{pmatrix}\), gives MSSA reconstructions \(\tilde{x}\) and \(\tilde{y}\). For the forecasting, following the same principle as before, we get a bivariate \(L\)-term linear recurrence

\[
\begin{align*}
\tilde{x}_{N+1} &= (\tilde{x}_{N-L+2}, \ldots, \tilde{x}_N)^T R_{11} + (\tilde{y}_{N-L+2}, \ldots, \tilde{y}_N)^T R_{12} \\
\tilde{y}_{N+1} &= (\tilde{x}_{N-L+2}, \ldots, \tilde{x}_N)^T R_{21} + (\tilde{y}_{N-L+2}, \ldots, \tilde{y}_N)^T R_{22}
\end{align*}
\]
with the recurrence vectors \((j \in \{1, 2\})\)

\[
R_{1j} = \frac{1}{\det A} \left( (1 - \sum_{k=1}^{r} \eta_{k,L}^{2}) \sum_{k=1}^{r} \eta_{k,L}^{(j)} \eta_{k,L} + \sum_{k=1}^{r} \eta_{k,L} \eta_{k,L} \sum_{k=1}^{r} \eta_{k,L}^{(j)} \right),
\]

\[
R_{2j} = \frac{1}{\det A} \left( (1 - \sum_{k=1}^{r} \eta_{k,L}^{2}) \sum_{k=1}^{r} \eta_{k,L}^{(j)} \eta_{k,L} + \sum_{k=1}^{r} \eta_{k,L} \eta_{k,L} \sum_{k=1}^{r} \eta_{k,L}^{(j)} \right),
\]

where

\[
A = \begin{pmatrix}
1 - \sum_{k=1}^{r} \eta_{k,L}^{2} & -\sum_{k=1}^{r} \eta_{k,L} \eta_{k,L} \\
-\sum_{k=1}^{r} \eta_{k,L} \eta_{k,L} & 1 - \sum_{k=1}^{r} \eta_{k,L}^{2}
\end{pmatrix}
\]

and \(\eta_{k} = \begin{pmatrix} \eta_{k,L}^{(1)} \\ \eta_{k,L}^{(2)} \end{pmatrix} \in \mathbb{R}^{2L} \).

Note that in addition to the above recurrent forecasting method, which will be the basis of our considerations in this paper, there are other SSA- and MSSA-based forecasting methods, see [15, 3]; our MSSA forecasting method corresponds to MSSA-K in [15] and recurrent row MSSA forecasting in [3].

First-order perturbation theory of the SSA process and forecast gives the following result.

**Proposition 2.1.** Let \(X\) be the trajectory matrix of an unperturbed time series \(x\) and \(L\) the chosen SSA window length. Assume that the eigenvalues \(\lambda_{1}, \ldots, \lambda_{L}\) of \(XX^{T}\) are all simple.

Let \(R\) be the SSA recurrence vector (3) obtained from the unperturbed time series \(x_{n}\). Then the SSA recurrence vector \(R(\sigma)\) obtained from the randomly perturbed time series \(x_{n} + \sigma \varepsilon_{n}\), where \(\varepsilon \sim N(0, 1)\) is i.i.d., with the same SSA parameters \(L\) and \(r\) is, to first order,

\[
R(\sigma) = R + \sigma \left( cR + \tilde{R} \right) + O(\sigma^{2}) \quad (\sigma \to 0),
\]

where

\[
c = \frac{2 \sum_{k=1}^{r} \sum_{i=0}^{L} \alpha_{i,k} \eta_{i,L} \eta_{k,L}}{1 - \sum_{k=1}^{r} \eta_{k,L}^{2}}
\]

and

\[
\tilde{R} = \sum_{k=1}^{r} \sum_{i=r+1}^{L} \alpha_{i,k} \left( \eta_{i,L} \eta_{k,L}^{v} + \eta_{k,L} \eta_{i,L}^{v} \right) \frac{1 - \sum_{k=1}^{r} \eta_{k,L}^{2}}{1 - \sum_{k=1}^{r} \eta_{k,L}^{2}}.
\]

**Proof.** Let \(N\) be the trajectory matrix of the perturbation time series \(\varepsilon\), and

\[
Z = XX^{T} + NZ^{T}.
\]

The perturbed matrix

\[
(\mathcal{X} + \sigma N)(\mathcal{X} + \sigma N)^{T} = (XX^{T} + \sigma Z) + O(\sigma^{2})
\]

has orthonormal eigenvectors

\[
\gamma_{\sigma,k} = \eta_{k} + \sigma \nu_{1,k} + \sigma^{2} \nu_{2,k} + \ldots
\]
and eigenvalues
\[ \lambda_{\sigma,k} = \lambda_k + \sigma \mu_{1,k} + \sigma^2 \mu_{2,k} + \ldots, \quad (12) \]
k \in \{1, \ldots, L\}, which are analytical in \( \sigma \) \cite[Chapter 2, §1]{ref}. Substitution of these power series into the eigenvalue equation gives, in order \( \sigma \),
\[ \mathbb{E}X^T \nu_{1,k} + Z \eta_k = \lambda_k \nu_{1,k} + \mu_{1,k} \eta_k, \quad (13) \]
and hence \( \mu_{1,k} = \eta_k^T Z \eta_k \). Hence, writing \( \nu_{1,k} \) in terms of basis eigenvectors \( \eta_k \),
\[ \nu_{1,k} = \sum_{i=1}^{L} \alpha_{i,k} \eta_i, \]
gives, for \( j \neq k \),
\[ \alpha_{j,k} = \frac{\eta_j^T (\mu_{1,k} - Z) \eta_k}{\lambda_j - \lambda_k} = - \frac{\eta_j^T Z \eta_k}{\lambda_j - \lambda_k}. \]

For \( j = k \), note that
\[ 1 = \gamma_{\sigma,k} \gamma_{\sigma,k} \Rightarrow \eta_k^T \eta_k + \sigma \sum_{i=1,i \neq k}^{L} \alpha_{i,k} (\eta_i, \eta_k) + O(\sigma^2) = 1 + 2 \alpha_{k,k} + O(\sigma^2), \]
so \( \alpha_{k,k} = 0 \). Furthermore, the fact that \( Z \) is symmetric implies the antisymmetry \( \alpha_{j,k} = - \alpha_{k,j} \). Now the recurrence vector for the SSA forecast is
\[ R(\sigma) = \frac{\sum_{k=1}^{L} \gamma_{k,\sigma} \lambda_k}{1 - \sum_{k=1}^{L} \gamma_{k,\sigma}^2} \]
\[ = \frac{\sum_{k=1}^{L} (\eta_k, L \eta_k^\top + \sigma \sum_{i=1,i \neq k}^{L} \alpha_{i,k} (\eta_i, \eta_k) + \eta_i \eta_k^\top) + O(\sigma^2)}{1 - \sum_{k=1}^{L} \eta_k^2 + 2 \sigma \sum_{i=1,i \neq k}^{L} \alpha_{i,k} (\eta_i, \eta_k) + O(\sigma^2)}. \quad (14) \]

Due to antisymmetry, we have
\[ \alpha_{i,k} (\eta_i, L \eta_k^\top + \eta_i L \eta_k^\top) + \alpha_{k,i} (\eta_k, \eta_i L \eta_k^\top + \eta_k L \eta_i^\top) = 0 \]
in the numerator of (14), and similarly in the denominator of (14),
\[ \alpha_{i,k} \eta_i L \eta_k + \alpha_{k,i} \eta_k L \eta_i = \alpha_{i,k} \eta_i L \eta_k - \alpha_{k,i} \eta_k L \eta_i = 0. \quad (15) \]

Therefore
\[ R(\sigma) = \frac{\sum_{k=1}^{L} \eta_k \eta_k^\top + \sigma (\sum_{k=1}^{L} \sum_{i=r+1}^{L} \alpha_{i,k} (\eta_i, L \eta_k^\top + \eta_i \eta_k^\top)) + O(\sigma^2)}{1 - \sum_{k=1}^{L} \eta_k^2 - 2 \sigma \sum_{k=1}^{L} \sum_{i=r+1}^{L} \alpha_{i,k} \eta_i L \eta_k + O(\sigma^2)}. \quad (17) \]

Equations (7), (8), (9) now follow by observing that
\[ \left( \frac{1 - \frac{2 \sigma \sum_{k=1}^{L} \sum_{i=r+1}^{L} \alpha_{i,k} \eta_i L \eta_k L}{1 - \sum_{k=1}^{L} \eta_k^2}}{1 - \sum_{k=1}^{L} \eta_k^2} \right)^{-1} = \frac{1 + \frac{2 \sigma \sum_{k=1}^{L} \sum_{i=r+1}^{L} \alpha_{i,k} \eta_i L \eta_k L}{1 - \sum_{k=1}^{L} \eta_k^2}}{1 - \sum_{k=1}^{L} \eta_k^2} + O(\sigma^2). \]
Note that, to first order, the noise from the perturbation enters the recurrence vector $R(\sigma)$ only through the coefficients $\alpha_{j,k}$.

The perturbation of the forecast is determined not only by the perturbation of the forecast recurrence vector (7), but also by the perturbation of the reconstructed time series on which gives the initial values for the forecast recurrence. The signal of the unperturbed time series is reconstructed, by diagonal averaging, from the sum of the first $r$ elementary matrices $X_k(0) = \eta_k \eta_k^T X$ of the decomposition of the trajectory matrix $X$

$$X = \sum_{k=1}^{r} X_k(0).$$ (18)

Correspondingly, for the first order reconstruction for the perturbed time series, the elementary matrices are calculated from the perturbed eigenvectors $\gamma_{\sigma,i}$.

$$X_k(\sigma) = \gamma_{\sigma,i}^T \gamma_{\sigma,i}^T (X + \sigma N)$$

$$= (\eta_k + \sigma \sum_{i=1,i\neq k}^{L} \alpha_{i,k}\eta_i + O(\sigma^2))(\eta_k + \sigma \sum_{i=1,i\neq k}^{L} \alpha_{i,k}\eta_i + O(\sigma^2))^T (X + \sigma N)$$

$$= X_k(0) + \sigma \left( \sum_{i=1,i\neq k}^{L} \alpha_{i,k}(\eta_i \eta_k^T + \eta_k \eta_i^T)X + \eta_k \eta_k^T N \right) + O(\sigma^2).$$

Again, to first order the added noise enters through the coefficients $\alpha_{j,k}$ only. Then

$$X(\sigma) = \sum_{i=1}^{r} X_i(\sigma)$$

gives rise, after diagonal averaging, to the reconstructed vector $\tilde{x}_n(\sigma)$. To calculate the forecast, we substitute the vector (14) into the linear recurrence formula and use the reconstruction series

$$\tilde{x}_n(\sigma) = \tilde{x}_n(0) + \sigma \tilde{x}_n + O(\sigma^2),$$

where $\sigma \tilde{x}_n$ arises from perturbation terms in elementary matrices $X_k(\sigma)$. The forecast for the $(N+1)^{st}$ point is calculated from the linear recurrence formula (2) as

$$\tilde{x}_{N+1}(\sigma) = \sum_{k=1}^{L-1} (a_k + \sigma (c a_k + b_k) + O(\sigma^2))(\tilde{x}_{N-k+1}(0) + \sigma \tilde{x}_{N-k+1} + O(\sigma^2))$$

$$= \sum_{k=1}^{L-1} a_k \tilde{x}_{N-k+1}(0) + \sigma \sum_{k=1}^{L-1} (c a_k + b_k) \tilde{x}_{N-k+1}(0) + a_k \tilde{x}_{N-k+1} + O(\sigma^2)$$

$$= \tilde{x}_{N+1}(0) + \sigma \sum_{k=1}^{L-1} (c a_k + b_k) \tilde{x}_{N-k+1}(0) + a_k \tilde{x}_{N-k+1} + O(\sigma^2).$$

where we have written $R = (a_{L-1},...,a_1)^T$ and $\tilde{R} = (b_{L-1},...,b_1)^T$ for the unperturbed vector $R$ (cf. (3)) and the vector $\tilde{R}$ (cf. (9)) respectively, and $\tilde{x}_{N+1}(0)$ is the unperturbed forecast.
Clearly,

\[
\frac{\text{var}(\tilde{x}_{N+1}(\sigma))}{\sigma^2} = \text{var} \left( \sum_{k=1}^{L-1} \left( (c_0 b_k \tilde{x}_{N-k+1}(0) + a_k \tilde{\varepsilon}_{N-k+1}) \right) \right).
\]

Note that coefficients \( b_k \) \((k \in \{1, ..., L - 1\})\) and \( c \) are random variables due to the noise, which complicates the understanding of the output variance and makes the above formula rather inconclusive. Therefore we need to analyse the process of noise propagation in more detail in the following.

## 3 The flattening effect

In order to reach a better understanding of how the forecast variance depends on the variance of the input noise \( \varepsilon \), we study the effect of the perturbation at three stages separately. These stages are: projector construction, time series reconstruction and forecast. Firstly, we deal with the noise propagation at the stage of constructing the projector, obtained from perturbed eigenvector components. Second stage is reconstruction, where the noise comes through the Hankel matrix and perturbed projector. And finally, the forecast, where the noise comes in through the perturbed recurrence vectors and through reconstruction. On each stage we assess the effect size of noise and see if any of these effects are dominant, so that others could be neglected in comparison.

### Univariate case

The perturbation of the time series affects the reconstruction of the time series \( x_n \) directly and linearly through the Hankel matrix \( \sigma N \), and indirectly and non-linearly by way of the perturbed eigenvectors \( \gamma_{\sigma} \) in the spectral projection of the Hankel matrix \( \mathcal{X} + \sigma N \).

The reconstruction resulting from elementary matrices

\[
\eta_i \eta_i^T \mathcal{X}, \quad i \in \{1, ..., r\},
\]

is the signal reconstruction \( \tilde{x}^{(1)} \) with no perturbation either in the time series or in the eigenvectors \( \eta_i \), i.e. the result of SSA of the unperturbed time series.

The reconstruction \( \tilde{x}^{(2)} \) resulting from the elementary matrices

\[
\gamma_{\sigma, i} \gamma_{\sigma, i}^T (\mathcal{X} + \sigma N), \quad i \in \{1, ..., r\},
\]

is the reconstruction with the double perturbation effect in eigenvectors and projected Hankel matrix, i.e. this is the result of SSA of the perturbed time series. Both \( \tilde{x}^{(1)} \) and \( \tilde{x}^{(2)} \) are standard SSA reconstructions of time series \( x_n \) and \( x_n + \sigma \varepsilon_n \), respectively.

The following two constructions are hybrids we use to study the influence of the perturbation. The reconstruction series \( \tilde{x}^{(3)} \) is based on the effect of the direct Hankel matrix perturbation only, but using the unperturbed eigenvectors,

\[
\eta_i \eta_i^T (\mathcal{X} + \sigma N), \quad i \in \{1, ..., r\},
\]

is the signal reconstruction with no perturbation through the eigenvectors and directly through the perturbed Hankel matrix.
and the reconstructed series $\tilde{x}^{(4)}$ uses elementary matrices resulting from perturbed eigenvectors, but applied to the unperturbed time series

$$\gamma_{\sigma_1}^T X.$$  \hfill (22)

For a first experiment, we use the generated time series

$$x_n = \sin\left(\frac{3\pi}{2} n\right) + \sin\left(\frac{\pi}{2} n\right) \quad n \in \{1, \ldots, 200\},$$  \hfill (23)

perturbing it with Gaussian i.i.d. noise $\varepsilon_n \sim N(0,0.25)$, and performing SSA with $L = 50$ and $r = 4$.

Figure 1 illustrates that

$$\tilde{x}_n^{(2)} - \tilde{x}_n^{(3)} \approx 0 \text{ for } n \in \{L + 1, \ldots, N - L\},$$  \hfill (24)

i.e. the difference is negligibly small through the whole reconstruction, apart from the first and last length $L$ interval. Therefore, we see that the difference of the sum of elementary matrices $\sum_{i=1}^r \gamma_i^T (X + \sigma N) - \sum_{i=1}^r \eta_i \gamma_i^T (X + \sigma N)$ is approximately zero after Hankelization. That suggests that the difference in the eigenvectors is small and may be neglected in comparison with the effect of the perturbation coming through the Hankel matrix $X + \sigma N$ directly.

Similar behaviour is observed for the difference

$$\tilde{x}_n^{(4)} - \tilde{x}_n^{(1)} \approx 0 \text{ for } n \in \{L + 1, \ldots, N - L\},$$  \hfill (25)

which is approximately zero through all series, apart from the first and last $L$ interval.

The observation indicates that the change in perturbed eigenvectors $\gamma_\sigma$ is not crucial in the main (central) part of time series. One could think that this holds because the time series in this example had a simple structure and was perturbed with generated Gaussian white noise. However, we also find this flattening effect with real data.
The real data presented here is monthly sales of dry Australian wine for the period 1980 - 1994 [9]. The analysis of the dry wine time series is done as in [4, Chapter II], where the same time series was used. The length of the series is \( N = 187 \) and the natural period is equal to one year, i.e. 12 months (12 data points). It is therefore natural to choose a multiple of 12 for the window length. According to the book [4, p. 138], the optimal window length to obtain the structure of the time series is \( L = 24 \) and the number of eigentriples which correspond to the trend and main periodicities is \( r = 5 \).

Here we consider the unperturbed signal time series to be based on the first 5 eigentriples, and the added noise term is either generated Gaussian noise or randomly permuted residuals from the SSA reconstruction (so statistically independent, but not Gaussian).

Figure 3 illustrates the differences of reconstructions for both experiments, where the difference between \( x^{(1)} \) and \( x^{(4)} \) is approximately zero in both cases in the central part of the reconstruction and is oscillating in the first and last window length interval.

We also investigated the effect of the perturbed eigenvectors on the recurrence vector used for forecasting. In the example shown in Figure 3, the unperturbed signal time series is based on the first 7 eigentriples (\( L = 60 \)) of the red wine sales time series ([9]), and the added noise term is either generated Gaussian noise or randomly permuted residuals from the SSA. We generated random
(Gaussian or permuted residuals) noise 250 times to study the stability of the recurrence vector under perturbations. In the case of Gaussian white noise (left in Figure 3), the recurrence vector is remarkably stable and can be considered as practically independent on noise; the permuted natural noise (right Figure 3) gives greater variation of the recurrence vector, but the positions and heights of the characteristic spikes are very stable.

Bivariate case

In the bivariate case the main time series \( x_n \) is perturbed with \( \sigma \varepsilon_n \), and \( y_n \) is a support series. Performing bivariate MSSA with parameters \( L, r \), we study two signal reconstructions of the main series \( x_n \): the reconstruction \( \tilde{x}_n^{(1),MSSA} \) from diagonal averaging of grouped elementary matrices of

\[
\eta^{MSSA} (\eta^{MSSA})^T \begin{pmatrix} X \\ Y \end{pmatrix}
\]

and \( \tilde{x}_n^{(2),MSSA} \) from the perturbed series

\[
\gamma^{MSSA} (\gamma^{MSSA})^T \begin{pmatrix} X + \sigma N \\ Y \end{pmatrix}
\]

along with two hybrid cases, \( \tilde{x}_n^{(3),MSSA} \) from \( \eta^{MSSA} (\eta^{MSSA})^T \begin{pmatrix} X + \sigma N \\ Y \end{pmatrix} \) and \( \tilde{x}_n^{(4),MSSA} \) from \( \gamma^{MSSA} (\gamma^{MSSA})^T \begin{pmatrix} X \\ Y \end{pmatrix} \). Considering a simple example with time series

\[
x_n = y_n = \sin (\pi n \omega),
\]

where \( n \in \{1, ..., 200\} \), \( \omega = 0.48 \) and i.i.d. perturbation \( 0.5 \varepsilon_n \sim N(0, 0.25) \), we calculated MSSA reconstructions and hybrid cases \( \tilde{x}_n^{(1),MSSA}, \tilde{x}_n^{(2),MSSA}, \tilde{x}_n^{(3),MSSA}, \tilde{x}_n^{(4),MSSA} \) with \( L = 10, r = 2 \). Figure 4 illustrates that the difference

\[
\tilde{x}_n^{(4),MSSA} - \tilde{x}_n^{(1),MSSA}
\]
is not negligibly small as for the generated example for univariate case (see Figure 1), but is considerably smaller than $\tilde{x}_{n}^{(3),MSSA} - \tilde{x}_{n}^{(1),MSSA}$ and $\tilde{x}_{n}^{(2),MSSA} - \tilde{x}_{n}^{(4),MSSA}$.

4 A simplified model of forecast variance

We now proceed to derive formulae for the variance of SSA and MSSA forecasts of the randomly perturbed time series, calculated from the SSA and MSSA data of the unperturbed time series. They will give a simple and transparent model for the forecast variance. However, they will rely on the following two assumptions. Firstly, we make the simplifying assumption that the flattening effect observed in the preceding section occurs exactly, so that the SVD eigenvectors and the forecast recurrence vectors of the unperturbed time series can be used as proxies for those of the perturbed time series in the central part of the time series, i.e. omitting the first and last $L$ entries, where $L$ is the window length. Note that this requires $L$ to be substantially smaller than the total length $N$ of the time series, so the choice $L = N/2$, which is not uncommonly used in SSA, will be unsuitable. However, if the time series comprises several period intervals, then the period length or a multiple of it will be a natural choice for $L$, allowing to leave a sufficient central part of the series. Secondly, because of the restriction to the central part of the series and for reasons which will become apparent in the following, the formulae will apply not to a forecast at the end of the series, i.e. a future forecast, but to the forecast at the end of the central part of the series. This will not normally be a forecast of interest in itself; however, we here use the forecast as a tool to assess the supportiveness of a second time series, and for this specific purpose a forecast from an interior part of the time series will be suitable.

The formulae (47), (54) for the SSA and MSSA forecast variance will be based on the following reformulation of SSA reconstruction as a (mid-point) linear filter; for this aspect of SSA, see also [1, 8] and [5], Section 3.9.
Proposition 4.1. Let \( f = (f_1, \ldots, f_X) \) be a time series and \( \tilde{f} = (\tilde{f}_1, \ldots, \tilde{f}_X) \) its SSA signal reconstruction for a suitable choice of parameters \( L \) and \( r \). Then

\[
\tilde{f}_n = (q * f)_n = \sum_{m=-L+1}^{L-1} q_m f_{n+m}, \quad n \in \{L + 1, \ldots, N - L\},
\]

where the reconstruction kernel \( q : \{-L + 1, \ldots, L - 1\} \rightarrow \mathbb{R} \) has the symmetry property

\[
q_{-m} = q_m, \quad m \in \{-L + 1, \ldots, L - 1\}.
\]

The convolution formula (27) gives the exact same result as the standard SSA reconstruction, except in the first and last \( L \) terms. In fact, the convolution concept is more natural to doubly-infinite time series \( f = (f_j)_{j \in \mathbb{Z}} \). Our approach to the proof is to derive the convolution formula for the doubly-infinite case; the fact that the series \( f \) is finite (and extended to be doubly-infinite by padding zeros) is invisible from the central part due to the finite support of \( q \). However, for points in the first and last window length, the convolution will in general be different from the result of standard SSA, as it gives the SSA of the time series extended by 0.

Proof. Consider a doubly infinite time series \( f = (f_j)_{j \in \mathbb{Z}} \) and the right shift operator \( S : \mathbb{R}^Z \rightarrow \mathbb{R}^Z \), \((Sf)_t = f_{t+1}(t \in \mathbb{Z})\); then the trajectory matrix of infinite time series \( f \) with window length \( L \) is

\[
X = \begin{pmatrix}
Sf \\
S^2f \\
\vdots \\
S^{L-1}f
\end{pmatrix} \in \mathbb{R}^{L \times \mathbb{Z}},
\]

and the lag-covariance matrix takes the form

\[
XX^T = \begin{pmatrix}
(f f^T) & f(Sf)^T & \cdots & f(S^{L-1}f)^T \\
(Sf)f^T & Sf(Sf)^T & \cdots & Sf(S^{L-1}f)^T \\
\vdots & \vdots & \ddots & \vdots \\
(S^{L-1}f)f^T & S^{L-1}f(Sf)^T & \cdots & S^{L-1}f(S^{L-1}f)^T
\end{pmatrix} \in \mathbb{R}^{L \times L},
\]

assuming that the inner products are finite. In fact, the matrix \( XX^T \) is a Toeplitz matrix, as

\[
(S^j f)(S^k f)^T = (S^{j-k} f)f^T \quad (j, k \in \mathbb{Z}).
\]

The SSA projector \( P \) calculated from the first \( r \) orthonormal eigenvectors \( \eta_1, \ldots, \eta_r \) of \( XX^T \) has matrix entries

\[
p_{k,j} = \sum_{i=1}^{r} \eta_{i,k} \eta_{i,j} \quad (k, j \in \{1, \ldots, L\}),
\]

where \( \eta_{i,j} \) is the \( j^{th} \) entry of \( \eta_i \). Note that

\[
p_{k,j} = \sum_{i=1}^{r} \eta_{i,k} \eta_{i,j} = \sum_{i=1}^{r} \eta_{i,j} \eta_{i,k} = p_{j,k}.
\]
Therefore, applying the SSA projector to the Hankel matrix, we get

$$P_X = \begin{pmatrix}
\sum_{j=0}^{L-1} p_{0,j} S^j f \\
\sum_{j=0}^{L-1} p_{1,j} S^j f \\
\vdots \\
\sum_{j=0}^{L-1} p_{L-1,j} S^j f
\end{pmatrix},$$

(34)

The Hankelization of this matrix of $L$ rows and infinitely many columns takes the simple form of a linear operator.

$$H : \mathbb{R}^{L \times \mathbb{Z}} \to \mathbb{R}^L, \quad H \begin{pmatrix}
y_0 \\
\vdots \\
y_{L-1}
\end{pmatrix} = \frac{1}{L} \sum_{k=0}^{L-1} S^{-k} y_k.$$

(35)

Hence, the reconstructed signal is

$$\tilde{f} = H P_X = \frac{1}{L} \sum_{k=0}^{L-1} P_k X = \frac{1}{L} \sum_{k=0}^{L-1} \sum_{j=0}^{L-1} p_{k,j} S^{j-k} f = \sum_{m=-L}^{L} q_m S^m f,$$

(36)
i.e.

$$\tilde{f}_n = \sum_{m=-L+1}^{L-1} q_m f_{n+m} \quad (n \in \mathbb{Z}),$$

where

$$q_m = \begin{cases}
\frac{1}{L} \sum_{i=0}^{L-1} p_{i,i}, & \text{if } m = 0, \\
\frac{1}{L} \sum_{i=m}^{L-1} p_{i-m,i}, & \text{if } m \in (1, \ldots, L-1), \\
\frac{1}{L} \sum_{i=-m}^{L-1} p_{i,m+i}, & \text{if } m \in (-L+1, \ldots, -1).
\end{cases}$$

As the calculation of convolution coefficients $q_m$ is based on summing projector elements (32), which have the symmetry (33), the $q_m$ are symmetric as well.

$$q_m = q_{-m} \quad (m \in \{-L+1, \ldots, L-1, L\}),$$

(37)

Setting $q_m = 0$ if $|m| > L$, the expression (36) can be rewritten as a convolution

$$\tilde{f}_n = \sum_{m \in \mathbb{Z}} q_{n-m} f_m = (q * f)_n.$$

\[ \square \]
Proposition 4.2. Let \( f = (f_1, \ldots, f_N) \), \( g = (g_1, \ldots, g_N) \) be time series and \( \hat{f} = (\hat{f}_1, \ldots, \hat{f}_N) \), \( \hat{g} = (\hat{g}_1, \ldots, \hat{g}_N) \) their MSSA signal reconstructions, respectively, for a suitable choice of window length \( L \) and \( r \) eigentriples. Then there exists a convolution representation for the central part of the reconstructed time series

\[
\left( \begin{array}{c}
\frac{\hat{f}}{\hat{g}} \\
\end{array} \right) = \left( \begin{array}{c}
q^1 \ast f + q^2 \ast g \\
q^3 \ast f + q^4 \ast g \\
\end{array} \right),
\]

(38)

where the reconstruction kernels \( q^i : \{-L+1, \ldots, L-1\} \to \mathbb{R} \) for \( i \in \{1, 2, 3, 4\} \) depend on the MSSA parameters \( L, r \).

Proof. Extend the given time series by 0 to doubly-infinite time series \( (f_n)_{n \in \mathbb{Z}} \), \( (g_n)_{n \in \mathbb{Z}} \in \mathbb{R}^2 \).

The Hankel matrix for the bivariate MSSA is a block matrix consisting of the Hankel matrix \( X \) of \( f_n \) stacked on top of the Hankel matrix \( Y \) of \( g_n \).

\[
\begin{pmatrix}
X \\
Y
\end{pmatrix} = \begin{pmatrix}
f \\
Sf \\
\vdots \\
S^{L-1}f \\
g \\
Sy \\
\vdots \\
S^{L-1}g
\end{pmatrix} \in \mathbb{R}^{2L \times 2L}.
\]

(39)

The MSSA projector \( P \) is obtained from the first \( r \) eigenvectors \( \eta_1, \ldots, \eta_r \) of the \( 2L \times 2L \) lag-covariance matrix

\[
\begin{pmatrix}
X \\
Y
\end{pmatrix}^T \begin{pmatrix}
X \\
Y
\end{pmatrix} = \begin{pmatrix}
\left((S^{i-1}f) (S^{j-1}f)\right)_{i,j=1}^L \\
\left((S^{i-1}g) (S^{j-1}g)\right)_{i,j=1}^L
\end{pmatrix}.
\]

(40)

The projector \( P \) consists of 4 blocks

\[
P = \begin{pmatrix}
p^1 & p^2 \\
p^3 & p^4
\end{pmatrix},
\]

where

\[
p^{1}_{k,j} = \sum_{i=1}^{r} \eta_i \eta_{i,j} \quad (k, j \in \{0, \ldots, L-1\}),
\]

\[
p^{2}_{k,j} = \sum_{i=1}^{r} \eta_i \eta_{i,j} \quad (k \in \{0, \ldots, L-1\}, j \in \{L, \ldots, 2L-1\}),
\]

\[
p^{3}_{k,j} = \sum_{i=1}^{r} \eta_i \eta_{i,j} \quad (k \in \{L, \ldots, 2L-1\}, j \in \{0, \ldots, L-1\}),
\]

\[
p^{4}_{k,j} = \sum_{i=1}^{r} \eta_i \eta_{i,j} \quad (k, j \in \{L, \ldots, 2L-1\}).
\]

(41)

Similarly to the univariate case, we now can write down the expression for the signal reconstruction of \( f_n \) and \( g_n \), using the Hankelization operator \( H \) of
\begin{equation}
\begin{aligned}
\left( \frac{\tilde{f}}{\tilde{g}} \right) &= \left( \frac{L-1}{L} \frac{L-1}{L} \sum_{k=0}^{L} \sum_{k=0}^{L} p_{k,j} S_{j}^{-k} f + \sum_{k=0}^{L} \sum_{k=0}^{L} p_{k,j} S_{j}^{-k} g \right) \\
&= \left( \sum_{m=-L}^{L} q_{m}^{1} S_{m}^{m} f + \sum_{m=-L}^{L} q_{m}^{2} S_{m}^{m} g \right) \\
&= \left( \sum_{m=-L}^{L} q_{m}^{3} S_{m}^{m} f + \sum_{m=-L}^{L} q_{m}^{4} S_{m}^{m} g \right)
\end{aligned}
\end{equation}

where

\begin{equation}
q_{m}^{j} = \begin{cases} 
\frac{1}{L} \sum_{i=0}^{L-1} p_{i,i}^{j}, & \text{if } m = 0, \\
\frac{1}{L} \sum_{i=m}^{L-1} p_{i-m,i}^{j}, & \text{if } m \in (1, \ldots, L-1), \\
\frac{1}{L} \sum_{i=-m}^{L-1} p_{i,m+i}^{j}, & \text{if } m \in (-L+1, \ldots, -1),
\end{cases}
\end{equation}

and \( q_{m}^{j} = 0 \) otherwise. Thus

\begin{equation}
\left( \frac{\tilde{f}_{n}}{\tilde{g}_{n}} \right) = \left( \frac{\sum_{m \in \mathbb{Z}} q_{n-m}^{1} f_{m} + \sum_{m \in \mathbb{Z}} q_{n-m}^{2} g_{m}}{\sum_{m \in \mathbb{Z}} q_{n-m}^{3} f_{m} + \sum_{m \in \mathbb{Z}} q_{n-m}^{4} g_{m}} \right) = \left( (q^{1} \ast f)_{n} + (q^{2} \ast g)_{n} \right) \left( (q^{3} \ast f)_{n} + (q^{4} \ast g)_{n} \right) (n \in \mathbb{Z})
\end{equation}

or briefly

\begin{equation}
\left( \frac{\tilde{f}}{\tilde{g}} \right) = \left( q^{1} \ast f + q^{2} \ast g \right) \left( q^{3} \ast f + q^{4} \ast g \right).
\end{equation}

The expression (46) gives the reconstructions \( \tilde{f}_{n}, \tilde{g}_{n} \) of the main series \( f_{n} \) and support series \( g_{n} \) for \( n \in \{ L+1, \ldots, N-L \} \). This expression is identical to the MSSA reconstructions, provided that the parameters of both procedures are the same.

It is worth mentioning that convolution vectors \( q^{1} \) and \( q^{4} \) have the reflection symmetry (37), which \( q \) has in the univariate case, but \( q^{2}, q^{3} \) do not. Instead, they are related via \( q_{m}^{2} = q_{-m}^{3} (m \in \mathbb{Z}) \).

After these preparations, we are ready to study the forecast for \( x_{N-L+1} \) based on the SSA reconstruction for \( \{ \tilde{x}_{L+1}, \ldots, \tilde{x}_{N-L} \} \) from the convolution formula. The expression (27) is conveniently linear and concise; however, both convolution kernel \( q_{i}(\sigma) \) and the recurrence vector \( R(\sigma) \) will, strictly speaking,
depend on noise of the initial time series, which complicates the process of estimating the variance of the noise in the reconstruction and in the forecast. Therefore we make the simplifying assumption that these can be replaced with the convolution kernel and recurrence vector of the unperturbed series, as indicated by our observations in Section 4. Then we obtain the following result in the univariate (SSA) case.

**Proposition 4.3.** Let $R$, $q$ be the recurrence vector and convolution kernel, respectively, of SSA performed on a time series $(x_n)_{n \in \{1, \ldots, N\}}$ with parameters $L$, $r$.

Moreover, assume that $(\varepsilon_n)_{n \in \{1, \ldots, N\}}$ is a random time series such that the $\varepsilon_n$ are independent and have variance 1. Let $\hat{x}_{N-L+1}(\sigma)$ be the SSA forecast of the time series $(x_n + \sigma \varepsilon_n)_{n \in \{1, \ldots, N\}}$ calculated from the reconstructed $(\hat{x}_{N-2L+2}(\sigma), \ldots, \hat{x}_{N-L}(\sigma))$.

Then, assuming the recurrence vector $R(\sigma)$ and convolution kernel $q(\sigma)$ are equal to the unperturbed $R$, $q$,

$$\text{var}(\hat{x}_{N-L+1}(\sigma)) = \sigma^2 ||R \ast q||_2^2.$$  \hfill (47)

Here $\|y\|_2 = \sqrt{\sum_j |y_j|^2}$ is the $\ell^2$-norm.

**Proof.** Using the convolution expression (27) for the SSA reconstruction of the perturbed time series $x_n + \sigma \varepsilon_n$, we find

$$\hat{x}_n(\sigma) = \sum_{m \in \mathbb{Z}} q_{n-m}(\sigma) (x_m + \sigma \varepsilon_m)$$

$$= \sum_{m \in \mathbb{Z}} q_{n-m}(\sigma) x_m + \sigma \sum_{m \in \mathbb{Z}} q_{n-m}(\sigma) \varepsilon_m. \hfill (48)$$

Applying the LRF (2) to the reconstruction (48), the expression for the forecast $\hat{x}_{N-L+1}(\sigma)$ may be written, using $R(\sigma) = (a_{L-1}(\sigma), \ldots, a_1(\sigma))^T$ for the perturbed recurrence vector, as

$$\hat{x}_{N-L+1}(\sigma) = \sum_{i=1}^{L-1} a_i(\sigma) \left( \sum_{m \in \mathbb{Z}} q_{N+1-i-m}(\sigma) x_m + \sigma \sum_{m \in \mathbb{Z}} q_{N+1-i-m}(\sigma) \varepsilon_m \right)$$

$$= \sum_{i=1}^{L-1} a_i(\sigma) \sum_{m \in \mathbb{Z}} q_{N+1-i-m}(\sigma) x_m + \sigma \sum_{i=1}^{L-1} a_i(\sigma) \sum_{m \in \mathbb{Z}} q_{N+1-i-m}(\sigma) \varepsilon_m. \hfill (49)$$

Under the simplifying assumptions, (50) turns into

$$\hat{x}_{N-L+1}(\sigma) = \sum_{i=1}^{L-1} a_i \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m} x_m + \sigma \sum_{i=1}^{L-1} a_i \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m} \varepsilon_m \hfill (51)$$

$$= \hat{x}_{N-L+1}(0) + \sigma \sum_{i=1}^{L-1} a_i \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m} \varepsilon_m \hfill (52)$$

$$= \hat{x}_{N-L+1}(0) + \sigma \sum_{m \in \mathbb{Z}} (\sum_{i=1} a_i q_{N-L+1-i-m}) \varepsilon_m. \hfill (53)$$
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As $\varepsilon_m$ are i.i.d. with variance 1, we hence conclude that

$$\text{var}(\hat{x}_{N-L+1}) = \sigma^2 \sum_{m \in \mathbb{Z}} \sum_{i=1}^{L-1} a_i \xi_{N-L+1-i-m}^2 = \sigma^2 \sum_{k \in \mathbb{Z}} \sum_{i=1}^{L-1} a_i \xi_{k-i}^2$$

$$= \sigma^2 \sum_{k \in \mathbb{Z}} |(R \ast q)_k|^2 = \sigma^2 \|R \ast q\|_2^2.$$

Similarly, we have the following result in the bivariate (MSSA) case, including the additional support series $y_n$.

**Proposition 4.4.** Let $R_{11}, R_{12}$ and $q_i, i \in \{1, 2, 3, 4\}$ be the recurrence vectors and convolution kernels, respectively, of MSSA performed on $(x_n)_{n \in \{1, \ldots, N\}}$, $(y_n)_{n \in \{1, \ldots, N\}}$ with parameters $L, r$.

Assume that $(\varepsilon_n)_{n \in \{1, \ldots, N\}}$ is a random time series such that the $\varepsilon_n$ are independent and have variance 1. Let $\hat{x}_{N-L+1}(\sigma)$ be the MSSA forecast of the time series $(x_n + \sigma \varepsilon_n)_{n \in \{1, \ldots, N\}}$ calculated from the reconstructed $(\hat{x}_{N-2L+2}(\sigma), \ldots, \hat{x}_{N-L}(\sigma))$ and $(\hat{y}_{N-2L+2}(\sigma), \ldots, \hat{y}_{N-L}(\sigma))$.

Then, assuming the recurrence vectors $R_{11}(\sigma), R_{12}(\sigma)$ and convolution kernels $(q_i(\sigma), i \in \{1, 2, 3, 4\}$ are equal to the unperturbed $R_{11}, R_{12}$ and $q_i$, $i \in \{1, 2, 3, 4\}$,

$$\text{var}(\hat{x}_{N-L+1}(\sigma)) = \sigma^2 \|R_{11} \ast q^1 + R_{12} \ast q^3\|_2^2.$$  \hfill (54)

**Proof.** Recalling the MSSA LRF for the forecast (4) and its recurrence vectors $R_{11}, R_{12}$ (5), we derive the forecast $\hat{x}_{N-L+1}(\sigma)$ from the following formula

$$\hat{x}_{N-L+1}(\sigma) = \sum_{i=1}^{L-1} a_{1,i} \hat{x}_{N-L+1-i}(\sigma) + \sum_{i=1}^{L-1} a_{2,i} \hat{y}_{N-L+1-i}(\sigma),$$  \hfill (55)

where $R_{11} = (a_{L-1,1}, \ldots, a_{1,1})^T$ and $R_{12} = (a_{2,L-1}, \ldots, a_{2,1})^T$.

Note that we are operating under the simplifying assumptions that recurrence vectors $R_{11}$ and $R_{12}$ are obtained from the unperturbed time series $x_m$, i.e. fixed.

Substituting reconstructions (45) into (55) we get, using $x_m(\sigma) = x_m + \sigma \varepsilon_m$,

$$\hat{x}_{N-L+1}(\sigma) = \sum_{i=1}^{L-1} a_{1,i} \left( \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m}^1 x_m(\sigma) + \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m}^2 y_m(\sigma) \right)$$

$$+ \sum_{i=1}^{L-1} b_{1,i} \left( \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m}^2 x_m(\sigma) + \sum_{m \in \mathbb{Z}} q_{N-L+1-i-m}^3 y_m(\sigma) \right)$$

$$= \hat{x}_{N-L+1}(0) + \sigma \sum_{m \in \mathbb{Z}} \sum_{i=1}^{L-1} (a_{1,i} q_{N-L+1-i-m}^1 + b_{1,i} q_{N-L+1-i-m}^3) \varepsilon_m.$$

Similarly to the univariate case, we can now calculate the variance of the fore-
cast,

\[
\text{var}(\hat{x}_{N-L+1}(\sigma)) = \sigma^2 \sum_{m \in \mathbb{Z}} \left| \sum_{i=1}^{L-1} (a_1, q_{N-L-1-i-m}^1 + b_1, q_{N-L-1-i-m}^3) \right|^2 \\
= \sigma^2 \sum_{k \in \mathbb{Z}} \left| \sum_{i=1}^{L-1} (a_1, q_{k-i}^1 + b_1, q_{k-i}^3) \right|^2 \\
= \sigma^2 \sum_{k \in \mathbb{Z}} |R_{11} \ast q^1 + R_{12} \ast q^3| \\
= \sigma^2 \|R_{11} \ast q^1 + R_{12} \ast q^3\|_2^2.
\]

5 Towards a measure of supportiveness

In this section, we aim to explore the possibility of using the forecast variance as a tool to establish a relationship between two time series in the sense that the second (support) series stabilizes the forecast of the primary series. This will roughly correspond to Granger’s concept of causality. In particular, we address the question of what role the convolution formula (54) based on the simplifying assumption of constant reconstruction kernel and forecast vectors can play as a predictor for the empirical variance one would observe in random trials of perturbed time series.

The comparison of variances bears some similarity to the statistical F-test; however, our question does not directly fit into the scheme of that test, as here the sample size (the number of random trials) is arbitrary and will not strongly affect the variance. Hence the significance of the test cannot be reasonably calculated, and a single number will not be very indicative. Therefore we consider the change in the variance as the relative weight of the support series in bivariate MSSA is increased. More precisely, we consider the pair of time series \((x_n)_{n \in \{1, \ldots, N\}}\) (main series) and \((\rho y_n)_{n \in \{1, \ldots, N\}}\) (support series) with varying support series multiplier \(\rho\) and study the dependence of the variance on \(\rho\).

Given this pair of time series, we compare the value for the predicted forecast variance calculated from the convolution formula (54) for the original series \((x_n)_{n \in \{1, \ldots, N\}}, (\rho y_n)_{n \in \{1, \ldots, N\}}\), with the empirical variance from 1000 random trials of the MSSA forecast for the time series \((x_n + \epsilon_n)_{n \in \{1, \ldots, N\}}\) and \((\rho y_n)_{n \in \{1, \ldots, N\}}\), where \(\epsilon_n \sim N(0, \sigma^2)\) is independent pseudo-random generated noise in each trial. In order to assess the impact of our simplifying assumptions in more detail, we also consider the empirical variance of the MSSA forecast where the forecast vector \(R_{11}(\sigma)\) is, in each trial, replaced with the fixed unperturbed forecast vector \(R_{11}\) (values \(A\)), and where both forecast vectors \(R_{11}(\sigma)\) and \(R_{12}(\sigma)\) are replaced with the fixed unperturbed forecast vectors \(R_{11}, R_{12}\) (values \(B\)). Now, however, that in these cases the convolution kernel will not be kept fixed, but will vary with the random perturbations.

We analysed two examples, with time series taken from the Australian wine datasets [9]. The main series in both examples is based on the red wine sales time series, the support series in the first example is based on the sparkling wine sales time series, in the second example it is made up of unrelated generated
data. The length of all time series is \( N = 187 \). The red wine and sparkling wine time series clearly exhibit some structural similarities as well as characteristic differences, see Figure 5 (left).

We constructed time series \((x_n)_{n\in\{1,...,187\}}, (y_n)_{n\in\{1,...,187\}}\) by preconditioning the raw red and sparkling wine time series, respectively, performing SSA with \( L = 60 \) and \( r = 7 \) separately on both series; these are the optimal SSA parameters for these standard series (see [4] pp. 138–139). The variance for the perturbative Gaussian white noise added to \((x_n)_{n\in\{1,...,187\}}\) in the trials was set to \( \sigma^2 = 100 \). For the further analyses, we kept the (M)SSA parameters at \( L = 60, r = 7 \). For a fair comparison with the convolution formula, we forecast the value starting the last window in the time series, i.e. \( \hat{x}_{128} \), from the reconstructed \( \tilde{x}_{68}, \ldots, \tilde{x}_{127} \) and \( \tilde{y}_{68}, \ldots, \tilde{y}_{127} \).

To put the absolute variances calculated for the MSSA forecasts into perspective, we computed the perturbative variance of the SSA forecast of the red wine series \((x_n)_{n\in\{1,...,187\}}\) alone. The empirical variance from 1000 trials is \( \text{var}(\hat{x}_{128}) = 7.9991 \). When the perturbed recurrence vector \( R(\sigma) \) is replaced with the unperturbed constant \( R \) in each trial, the empirical variance is 7.2037. The convolution formula (47) gives the value 6.7355, showing that a large part (although not all) the observed variance can be explained even making the simplifying assumptions.

The results for the first example (red wine sales with sparkling wine sales as support) are shown in Table 1. The empirical variance of forecast values \( \hat{x}_{128} \) appears largely stable, apart from the conspicuously large value for \( \rho = 0.18 \), which we shall discuss below. The variance of forecasts with fixed \( R_{11} \) (values \( A \)) behaves in a generally similar manner. On the other hand, the variance of forecasts with both \( R_{11} \) and \( R_{12} \) fixed (values \( B \)) shows a marked and sustained decrease with increasing \( \rho \). This is fully paralleled by the prediction from the convolution formula (54).

Thus it appears that the instability under perturbation of \( R_{12}(\sigma) \) has a pronounced effect on the result variance, while \( R_{11} \) and the reconstruction convolution kernel can be assumed to be unperturbed without qualitative difference in the results.

It is striking in Table 1 that all values obtained from simulated noise trials show very unstable behaviour near \( \rho = 0.18 \) (values in bold). This instability is
Table 1: MSSA Red Wine Forecast Measures

<table>
<thead>
<tr>
<th>ρ</th>
<th>(\text{var}(\hat{x}_{128}))</th>
<th>(\text{var}(A))</th>
<th>(\text{var}(B))</th>
<th>(\sigma^2[R_{11} + q^1 + R_{12} + q^2])</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>7.4768</td>
<td>6.6278</td>
<td>6.5749</td>
<td>5.6975</td>
</tr>
<tr>
<td>0.17</td>
<td>8.1574</td>
<td><strong>114.5941</strong></td>
<td>7.1851</td>
<td>4.5769</td>
</tr>
<tr>
<td>0.18</td>
<td><strong>3898.9</strong></td>
<td>3146.2</td>
<td><strong>997.9766</strong></td>
<td>2.6169</td>
</tr>
<tr>
<td>0.19</td>
<td>7.3854</td>
<td><strong>194.1092</strong></td>
<td>3.6954</td>
<td>2.5575</td>
</tr>
<tr>
<td>0.2</td>
<td>6.7346</td>
<td><strong>30.4935</strong></td>
<td>3.2459</td>
<td>2.4359</td>
</tr>
<tr>
<td>0.22</td>
<td>5.9248</td>
<td>9.5182</td>
<td>3.1407</td>
<td>2.1989</td>
</tr>
<tr>
<td>0.3</td>
<td>4.7625</td>
<td>5.1692</td>
<td>1.9477</td>
<td>1.5222</td>
</tr>
<tr>
<td>0.4</td>
<td>4.6748</td>
<td>4.5712</td>
<td>1.2182</td>
<td>1.0386</td>
</tr>
<tr>
<td>0.5</td>
<td>4.7254</td>
<td>4.371</td>
<td>0.7938</td>
<td>0.7341</td>
</tr>
<tr>
<td>0.6</td>
<td>4.8085</td>
<td>4.3115</td>
<td>0.537</td>
<td>0.5223</td>
</tr>
<tr>
<td>0.7</td>
<td>4.8949</td>
<td>4.3248</td>
<td>0.3738</td>
<td>0.3792</td>
</tr>
<tr>
<td>0.8</td>
<td>4.978</td>
<td>4.3794</td>
<td>0.2663</td>
<td>0.2764</td>
</tr>
<tr>
<td>0.9</td>
<td>5.0574</td>
<td>4.4572</td>
<td>0.1934</td>
<td>0.2039</td>
</tr>
<tr>
<td>1</td>
<td>5.1319</td>
<td>4.5463</td>
<td>0.1429</td>
<td>0.1523</td>
</tr>
<tr>
<td>1.1</td>
<td>5.1994</td>
<td>4.6383</td>
<td>0.1073</td>
<td>0.1152</td>
</tr>
</tbody>
</table>

Table 1 shows that the forecast \(\hat{x}_{128}\) is very stable and shows no essential increase or decrease. The empirical variances for fixed \(R_{11}\) (values \(A\)) even have an increasing trend. Also, the empirical variances for fixed \(R_{11}\) and \(R_{12}\) (values \(B\)) are very stable, showing only a faint decrease, especially for \(\rho > 0.5\), even if the multiplier \(\rho\) is pushed to extremely high values. This also holds for the values calculated from the convolution formula, which here are excellent proxies for the values \(B\).

In summary, we see that the convolution formula (54) gives very good predictions of the values and, more importantly, qualitative behaviour for varying \(\rho\), of the empirical variances where the recurrence vectors are fixed. However, these predictions do not in general reflect the empirical variance of the forecast of the perturbed time series very well.

On the one hand, this can be taken as an indication that our simplified model based on the assumption that the recurrence vectors do not essentially...
vary with the perturbation is oversimplified and unrealistic, and it is certainly not a suitable tool for a precise estimate of the actual forecast variance.

On the other hand, bearing in mind that we are using the forecast variance just as an experimental tool for assessing to what extent the support series helps improve the forecast of the main series, giving an indicator of supportiveness, our results suggest that the convolution formula (54), when considered for varying support series multiplier \( \rho \), could well be used as such a tool. As it is calculated from the original unperturbed time series only, it is very quick and inexpensive to compute and does not suffer the cut-off instability observed in the empirical results. In short, we suggest the criterion for supportiveness that the convolution norm (54) becomes small for large support series multiplier \( \rho \), compared to its value for small \( \rho \) (or the SSA convolution norm (47)), whereas supportiveness is rejected if it settles at a positive level for large \( \rho \).

To explore this concept further, we consider the sparkling wine time series, using a simple cosine with 1 year period,

\[
y_n = 3500 + 500 \cos\frac{2\pi}{12} n \quad (n \in \{1, \ldots, 187\}),
\]
as a support series (\( L = 60, r = 7 \)). The convolution norms (54), shown in Table 3 (a), settle at a positive level after a brief initial decrease, indicating lack of supportiveness.

For comparison, we then take the sparkling wine time series itself, without added noise, as a support series for the same main series and use the same MSSA parameters as above. In this case, the convolution norms tend to zero, see Table 3 (b). When this support series is shifted cyclically by 17 months, to become

\[
(y_{18}, \ldots, y_{187}, y_1, \ldots, y_{17}),
\]
the same level of supportiveness appears, see Table 3 (c).

We observed the same effect in the case of a simple sine example, with main series

\[
x_n = \sin\frac{2\pi}{40} n + \varepsilon_n \quad (n \in \{1, \ldots, 200\}),
\]
Table 3: Convolution norms (54) for Australian sparkling wine sales, support (a) cosine, (b) self, (c) shifted self

<table>
<thead>
<tr>
<th>ρ</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>5.567841</td>
<td>5.491927</td>
<td>5.372707</td>
</tr>
<tr>
<td>0.2</td>
<td>5.474106</td>
<td>5.179655</td>
<td>4.755496</td>
</tr>
<tr>
<td>0.3</td>
<td>5.343847</td>
<td>4.71535</td>
<td>3.925044</td>
</tr>
<tr>
<td>0.4</td>
<td>5.200364</td>
<td>4.163433</td>
<td>3.070539</td>
</tr>
<tr>
<td>0.5</td>
<td>5.059095</td>
<td>3.585482</td>
<td>2.234607</td>
</tr>
<tr>
<td>0.6</td>
<td>4.928233</td>
<td>3.028933</td>
<td>1.742438</td>
</tr>
<tr>
<td>0.7</td>
<td>4.808606</td>
<td>2.523452</td>
<td>1.320497</td>
</tr>
<tr>
<td>0.8</td>
<td>4.699706</td>
<td>2.082955</td>
<td>1.026855</td>
</tr>
<tr>
<td>0.9</td>
<td>4.600084</td>
<td>1.710056</td>
<td>0.824308</td>
</tr>
<tr>
<td>1</td>
<td>4.508441</td>
<td>1.400579</td>
<td>0.681803</td>
</tr>
<tr>
<td>10</td>
<td>3.544387</td>
<td>0.549</td>
<td>0.359</td>
</tr>
<tr>
<td>100</td>
<td>3.512225</td>
<td>0.00056</td>
<td>0.00069</td>
</tr>
</tbody>
</table>

\( \varepsilon_n \sim N(0,1) \) i.i.d., and support series

\[ y_n = \sin 2\pi \left( \frac{n}{40} + \alpha \right) \quad (n \in \{1, \ldots, 200\}) \]

with offsets \( \alpha \in \{0.05, 0.1, 0.15, 0.25\} \), taking \( L = 50, r = 2 \). In all cases, the convolution norms (54) became small with growing \( \rho \), at a rate roughly independent of \( \alpha \).

This indicates that the suggested criterion for supportiveness tests for structural compatibility between the two time series rather than a simple point-by-point conformity.

6 The scaling problem and linearised MSSA

Consider two time series, one \((x)\) giving prices (in units of $), the other \((y)\) quantities of a commodity (in units of metric tonnes). Then, in the MSSA recurrence formula (4), the recurrence vectors \( R_{11}, R_{22} \) will be dimension-free, but the entries of \( R_{12} \) will be in units of $/t and those of \( R_{21} \) in units of t/$.

Now consider the same data, but expressing the quantities of the commodity in units of kilogrammes, i.e. as a time series \( \tilde{y} = 1000y \). Then, in order to get the same forecast as before, the recurrence vectors must be adjusted by the same conversion factor, i.e. \( \tilde{R}_{12} = R_{12}/1000 \) and \( \tilde{R}_{21} = 1000R_{21} \). However, this is not what MSSA of the new pair of time series \( x, \tilde{y} \) will give; instead the result will be completely different forecast vectors, due to the non-linearity of the spectral analysis of the combined (stacked) Hankel matrices. Thus MSSA has the intrinsic problem of lacking scaling invariance in the separate input time series. The practical expedient of only using normalised time series (e.g. mean 0, variance 1) in MSSA hides rather than solves this problem. In situations where the effect of different scalings of a support time series is to be explicitly studied, such as in Section 5 above, normalisation will not be applicable in any case.

A partial solution of the scaling problem is achieved by the following proposed linearisation of MSSA around SSA, which will also give a quick MSSA-
type forecast on the basis of the SSA of the main (first) time series alone.

Consider the stacked Hankel matrix \( \begin{pmatrix} X \\ \alpha Y \end{pmatrix} \) with small \( \alpha \), then

\[
\begin{pmatrix} X \\ \alpha Y \end{pmatrix}^T \begin{pmatrix} X \\ \alpha Y \end{pmatrix}^T = \begin{pmatrix} XX^T & 0 \\ 0 & 0 \end{pmatrix} + \alpha \begin{pmatrix} 0 & XY^T \\ YX^T & 0 \end{pmatrix} + O(\alpha^2).
\]

Denoting, as before, the (SSA) eigenvectors and eigenvalues of \( X \) by \( \eta_k, \lambda_k \), respectively, the (MSSA) eigenvectors of \( \begin{pmatrix} X \\ \alpha Y \end{pmatrix}^T \begin{pmatrix} X \\ \alpha Y \end{pmatrix}^T \) have the form

\[
\begin{pmatrix} \frac{\eta_k}{X^T} \\ \frac{\eta_k}{Y^T} \end{pmatrix} + O(\alpha^2),
\]

and further the MSSA recurrence vectors are

\[
R_{11}(\alpha) = \frac{1}{(1 - \sum_k \eta_{k,L}^2)} \sum_k \eta_{k,L} \gamma_k^\alpha,
\]

\[
R_{12}(\alpha) = \frac{1}{(1 - \sum_k \eta_{k,L}^2)} \alpha \sum_k \eta_{k,L} \gamma_k^\alpha,
\]

\[
R_{21}(\alpha) = \frac{1}{(1 - \sum_k \eta_{k,L}^2)} \alpha \sum_k (\gamma_{k,L}(1 - \sum_l \eta_{l,L}^2) + \eta_{k,L} \sum_l \eta_{l,L} \gamma_{l,L}) \gamma_k^\alpha,
\]

\[
R_{22}(\alpha) = \frac{1}{(1 - \sum_k \eta_{k,L}^2)} \alpha^2 \sum_k (\gamma_{k,L}(1 - \sum_l \eta_{l,L}^2) + \eta_{k,L} \sum_l \eta_{l,L} \gamma_{l,L}) \gamma_k^\alpha,
\]

where \( \gamma_k = \frac{1}{\lambda} YX^T \eta_k \). Note that \( R_{11} \) is the \( \alpha \)-independent SSA recurrence vector \( R \) for the series \( x \). Moreover, \( R_{12} \) and \( R_{21} \) are linear in \( \alpha \), whereas \( R_{22} \) is of higher order and hence negligible in the linearisation.

The resulting forecast will be properly homogeneous with respect to scaling of the support series \( y \) and is calculated from the SSA of \( x \) only. However, it is asymmetric between the two series as it remains non-linear (in particular, not scaling covariant) in \( x \) and does not give a usable forecast for the support series \( y \). Also, this linearised MSSA cannot directly replace full (non-linear) MSSA in the supportiveness analysis proposed in Section 5.

Nevertheless, linearised MSSA may be a suitable approximation in many situations where MSSA is now used, and its general relationship with the supportiveness question remains to be explored.

Acknowledgements. The authors like to thank the referees for their detailed and valuable comments.

References


