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a b s t r a c t

The influence of surface boundary conditions, varying climatic conditions and engineering
material parameters on the collection performance of near surface interseasonal ground
energy collection and storage systems are investigated. In particular, the performance of a
proposed design of an interseasonal heat storage system which has also been investigated
by others as part of a full scale demonstration project is considered. A numerical model
is developed and validated against field data. It is then applied to undertake a series of
simulations with varying system parameters. It is found that (i) higher values of thermal
conductivity of the storage layer result in increased storage of thermal energy and lower
peak temperatures, (ii) system heat losses are strongly influenced by the performance of
insulation layers, (iii) warmer climatic conditions provide more thermal energy available
to be stored; however, changes in the amplitude of seasonal air temperature variations
have an effect on the rate of collection of thermal energy and (iv) the use of correct surface
boundary conditions is critical in modelling the dynamics of these systems.
© 2016 The Author(s). Published by Elsevier Ltd. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).
ac
1. Introduction

The use of the ground as a reservoir or source of thermal
energy is long established. In recent times, systems utilis-
ingmodern engineeringmaterials and technology have be-
come more widespread, examples include ground source
heating (e.g. Ref. [1]), shallow energy piles (e.g. Ref. [2]),
passive heating and cooling of buildings (e.g. Refs. [3,4])
and inter-seasonal thermal energy storage (e.g. Ref. [5]).
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The performance of near surface ground energy collection
and storage systems is highly dependent on the spatial and
temporal variation in the amount of energy present in the
near-surface region of the soil as well as the specific design
and operation characteristics of the system. Inter-seasonal
heat storage systems are of use in applications that have a
cyclical annual thermal energy demand typically driven by
energy demands in the winter that may be met by using
excess heat energy stored in the summer. In some cases,
waste heat may be captured from heating and ventilation
systems. Applications include heating of buildings, winter
maintenance of highways and minimising ice formation at
aircraft stands.
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The ability to model such facilities offers potential ben-
efits at the design stage, in particular for scenario test-
ing to help optimise the system. However, for a model
to be representative it must be capable of simulating the
transient temperature regime in the surrounding soil with
reasonable precision. To this end, a significant body of re-
search has appeared in the literature. For example, Ma
et al.6 implemented a 2D heat transfer FEM model to ob-
tain soil temperature profiles suitable to be used as initial
conditions in problems involving heat and mass transfer
in soils. Quin et al.7 presented a detailed algorithm for the
computation of soil surface heat fluxes and temperature
changes using a complete description of the surface energy
balance under bare soil conditions. Their model was vali-
dated against experimental measurements using publicly
available meteorological data for a desert in southern Is-
rael. Rajeev et al.8 developed a 1D numerical model to de-
scribe the ground–atmosphere interaction and soil mois-
ture and temperature profiles to a depth of 2 m below
ground surface over a period of 2 years. Their model was
validated with data measured at a site in Melbourne, Aus-
tralia and meteorological data was obtained from a station
installed on-site. Liu et al.9 used a simplified 1Dmodel that
estimated the soil surface temperature as a function of air
temperature measured close to the soil surface. They pre-
dicted underground temperature profiles over a summer
season in Nanjing, China.

In the context of the numerical analysis, the methods
and assumptions employed vary depending on the spe-
cific physical characteristics of the problem in hand. For ex-
ample, Yumrutaş et al.10 developed a semi-analytic model
to investigate the annual periodic performance of a cool-
ing system which coupled a chiller with a spherical un-
derground thermal energy storage element. Shang et al.11
studied the temperature recovery of the ground surround-
ing a relatively deep (50mvertical U-tubes) ground-source
heat pump under intermittent operation. Several influenc-
ing factors were taken into account including the soil ther-
mal conductivity, air temperature and solar radiation. Wu
et al.12 assessed the performance of a shallow (1.2mdepth)
horizontal slinky ground source heat exchanger under UK
(Oxfordshire) weather conditions. A 3D numerical model
was validated with experimental measurements collected
over a 2 month period using soil thermal properties mea-
sured from in situ undisturbed soil samples. Themodelwas
then used to study the impact of varying pipe diameters
and slinky interval distances. Esen et al.13 developed a 2D
numerical model to evaluate a shallow (1 m depth)
ground-coupled heat pump system designed for space
heating. They validated the numerical model using ex-
perimental measurements14 and measured soil thermal
properties. Congedo et al.15 performed a set of 3D nu-
merical simulations to study the performance of shal-
low (1 m depth) horizontal ground heat exchangers
under varying pipe distributions, heat carrier fluid veloc-
ities, pipe depths and soil thermal properties. It was con-
cluded thatmost important parameter for the heat transfer
performance of the system was the soil thermal conduc-
tivity with higher values (1, 2 and 3 W/m K considered
by the authors) delivering a better performance. Ramírez-
Dávila et al.16 studied the performance of a relatively shal-
low earth-to-air heat exchanger (10 m depth) under three
different types of weather in Mexico: desert (Cd. Juárez,
Chihuahua), mild weather (México city) and hot-humid
weather (Mérida,Yucatán). It was found that the perfor-
mance of the system is dependent on the weather condi-
tions and the season under which it operates.

For effective assessment and design of ground energy
collection and storage systems, and in many geomechan-
ical environmental and energy related applications, it is
necessary to be able to correctly represent a number of
key factors. These include (i) the transfer of heat between
the ground surface and the atmosphere, (ii) the move-
ment of heat within the engineered soil mass and (iii) the
movement of heat energy within the collector and storage
systems. This paper explores how the performance of in-
terseasonal heat storage systems may be affected by me-
teorological conditions, surface flux boundary conditions,
and the thermal properties of the storage materials. It ap-
pears that these factors have not been fully explored and
so the objective of the paper is to investigate and quan-
tify these three factors via a series of numerical analyses
of a typical system. To this end, a numerical framework is
developed and validated against a comprehensive dataset
produced by others.5 The impact on system performance is
assessed in terms of soil temperature profiles and thermal
energy stored.

2. Modelling framework

The analysis of thermal problems usually requires the
solution of the transient heat transfer equation for a
2D or 3D soil domain. This may be coupled with the
solution of the transient heat advection equation (in 3D)
or a suitable mathematical algorithm able to represent
the transfer of heat in the soil–pipe–fluid system in 2D.
In both cases, suitable boundary conditions are required
to represent both energy balance at the soil surface and
energy transfer between the soil mass and the pipes. In the
present study, the mathematical framework for a 2D case
is presented (full details are given in Ref. [17]). In order to
simplify the analysis, only heat transfer by conduction is
considered in the soil mass while other physical processes
like convection andmechanical deformation are neglected.

Since the current model addresses the performance
of a near-surface thermal device, the theoretical repre-
sentation of heat transfer at the soil surface includes
several terms that are typically not required in models
dealing with systems buried deep into the ground and
therefore comparatively insulated from soil–surface inter-
actions. The relative contribution of these flux terms is of
course problem dependent but in general terms solar radi-
ation is the most significant followed by infrared radiation
and then smaller convective and evaporative heat fluxes.

2.1. Heat transfer

Transient heat transfer, when only conduction is con-
sidered, can be expressed as18

Cp,b
∂Ts
∂t

= ∇ · (λb∇Ts) (1)

where Cp,b (J/m3 K) is the volumetric heat capacity of the
soil, λb (W/m K) is its thermal conductivity, Ts (°C) is the
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temperature of the soil, t is time, ∇· is the divergence op-
erator and ∇ is the gradient operator.

2.2. Surface heat fluxes

A general energy balance can be used to define the
boundary condition at the soil surface. Taking solar
radiation, infrared radiation, convective and evaporative
heat fluxes into account the energy balance can be
expressed as19

− λb
dTss
dn̂

= (1 − αS)R + σεss

εskyT 4

a,K − T 4
ss,K


+ hE(qa − qss) + hC (Ta − Tss) (2)

where αS (–) is the solar albedo, n̂ is the unitary vector
normal to the surface, R (W/m2) is the magnitude of
solar radiation, σ (W/m2 K4) is the Stefan–Boltzmann
constant, εss (–) is the infrared emissivity of the surface,
εsky (–) is the emissivity of the sky,19 Ta (°C) and Ta,K (K)
are the temperature and absolute temperature of the air
respectively, Tss (°C) and Tss,K (K) are the temperature
and absolute temperature of the soil surface respectively,
qa (kg/kg) and qss (kg/kg) are the specific humidity
of air and soil surface respectively, hE (W/m2) is the
evaporative heat transfer coefficient, and hC (W/m2 K) is
the convective heat transfer coefficient.

In principle, the surface of the soil can be composed
of many regions with different properties that correspond
to different types of cover. In this paper three, particular
surface types are considered: bitumen pavement, bare soil
and soil partially covered by vegetation.

2.2.1. Paved surface and bare soil
For bitumen pavement and bare soil cases, values for

variables used and expressions for hE and hC in Eq. (2) are
taken from Refs. [20,19] respectively.

hE = ρaLV (CfcCshu + Cnc1θ0.33
v ) (3)

hC = ρacp,a(CfcCshu + Cnc1θ0.33
v ) (4)

where ρa (kg/m3) is air density, cp,a (J/kg K) is the
specific heat capacity of air, Lv (J/kg) is the latent heat of
vaporisation of water, 1θv (K) is the difference in virtual
temperature between the air and the soil surface and
u (m/s) is the surface wind velocity. The concept of virtual
temperature arises inmeteorology and is introducedwhen
working with moist air as it allows use of the ideal gas
law for dry air.21 Cnc (m/s K1/3), Cfc (–) and Csh (–) are
coefficients that weight the natural and forced convective
processes and the sheltering caused by surrounding
objects respectively. It is assumed that the paved surface
is impervious and that any water will run-off, as such the
contribution of evaporation has been neglected and only
natural and forced convection are considered. Evaporation
from the soil surface is considered and a soil surface water
tension equal to the average of the saturation and wilting
point values is assumed.

2.2.2. Soil covered by vegetation
Where the soil is covered by vegetation, the approach

used to consider energy balance is modified to take into
account the presence of a canopy cover using the model
described in the works of Deardorff22 and Best,23 and ap-
plied as suggested by Herb et al.19 who also provides suit-
able values for variables and coefficients present in Eq. (2).
The consideration of the heat transfer interactions of the
canopy layer results in an additional heat balance equation
that is coupled to the heat balance equation for the soil sur-
face. The latter is given as

− λb
dTss
dx

= (1 − αs) (1 − ν) R

+

σεss


(1 − ν) εskyT 4

a,K − T 4
ss,K


+ νεcσT 4

c,K


+ hE (1 − Ceν) (qa − qss)

+ hC (1 − Ceν) (Ta − Tss) (5)

where ν (–) is the canopy density, Tc,K (K) is the abso-
lute temperature of the canopy cover, εc (–) is the canopy
emissivity and the constant Ce (–) establishes the level of
soil evaporation for fully dense canopies. The heat balance
equation for the canopy cover (which is assumed to have
negligible heat capacity) is given by

0 = (1 − αc)νR + νσεssεskyT 4
a,K

− 2νσεcT 4
c,K + νσεssT 4

ss,K

+
ρaLvν

ra,c + rs
(qa − qsat) +

ρacp,aν
ra,c

(Ta − Tc) (6)

where αc (–) is the canopy solar albedo, Tc (°C) is the tem-
perature of the canopy cover, qsat (kg/kg) is the saturation
specific humidity of the canopy cover,21 ra,c (s/m) is the
aerodynamic resistance for the canopy cover and rs (s/m)
is the stomata resistance calculated as

ra,c =
1

0.01 (0.3 + u)
(7)

rs = 200


Rmax

R + 0.03Rmax
+


θwp

θ

2


(8)

where Rmax (W/m2) is the maximum solar radiation,
θ (m3/m3) is the moisture content and θwp (m3/m3) is the
wilting point soil moisture.

2.2.3. Diurnal shading
The effect of shading due to nearby surface features

(e.g. trees or buildings) on the surface temperature of a
paved surface has been taken into account by modifying
the solar radiation term to include a factor to account for
the impact of shading24:

Rd = RDs (9)

where Rd (W/m2) is the effective solar radiation and Ds (–)
is a diurnal shading factor which can be defined to be a
function of both time and surface location.

2.3. Heat transfer within storage and collector pipes

In this paper, the case of a pipe running perpendicu-
lar to the 2D plane flow domain representing the soil is
considered, as illustrated in Fig. 1. Following the typical
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Fig. 1. Schematic of interseasonal heat storage system, dimensions in (m).
mathematical description used to describe heat exchang-
ers (e.g. Ref. [18]), the energy transferred between a unit
length of an idealised pipe perpendicular to the plane
of a 2D plane flow domain and the surrounding soil,
qp (W/m2), is calculated as

qp = Up

Ts − Tf


(10)

where Ts (°C) is the temperature of the soil in direct
contact with the pipe. Up (W/m2 K) is the overall heat
transfer coefficient of the pipe and is a function of the
pipe geometry, fluid velocity and material properties of
the pipe and fluid. Ts is calculated as the average value
of all the degrees of freedom at the soil–pipe boundary.
Tf is estimated as the average of the inlet and outlet
temperatures of the idealised pipe, in which heat transfer
along the direction of the fluid flow can be described as
qp = εpcp,f ṁf (Ts − Tf ,i)/Ap (11)
where cp,f (J/kg K) is the specific heat capacity of the pipe
fluid, ṁf (kg/s) is the mass flow inside the pipe, Tf ,i (°C) is
the temperature at the inlet of the idealised pipe, Ap (m2)
is the area through which the heat is being transferred
and εp is the heat exchanger thermal efficiency that can be
defined as18

εp = 1 − exp

−

UpAp

ṁf cp,f


. (12)

Eq. (11) implies that the soil temperature at any time step
remains constant for the whole length of the assumed
pipe, this assumption is a necessary limitation of the
adopted 2D modelling approach. When two or more pipes
perpendicular to the domain form a closed system, the
estimated outlet temperatures of a pipe or set of pipes can
be used as inlet temperatures for the remaining set of pipes
closing the system and analysed in an iterative manner.
2.4. Stored thermal energy

In this paper, the thermal energy collected per unit
depth by an interseasonal heat storage facility is used as
a parameter to compare its performance under varying
conditions of selected variables. The additional thermal
energy contained in a defined region E (W/m) is calculated
as25

E = Cp,b


sr

1TsrdAsr (13)

where1Tsr (°C) is the temperature difference in the region
under consideration (e.g. Storage Region, Fig. 2) due to the
active system in comparison to a case without the activa-
tion of the system and Asr (m2) is the area of the region.

2.5. Numerical solution

A numerical solution of the 2D model has been
developed using the finite element method (Galerkin
weighted residual) to solve the transient heat transfer
(Eq. (1)) with boundary conditions as described in
Section 2.2. Time discretisation is achieved following
Rothe’s method via a Crank–Nicholson scheme. The open
source and publicly available finite element library Deal.ii
is used to implement the numerical method and solve the
system of equations.26

In order to calculate the surface heat flux in each time
step, the heat balance equations at the soil surface as de-
fined by Eq. (2) for bare soil conditions and pavement
and by Eqs. (5) and (6) for a soil covered with vegeta-
tion are solved using Newton’s method, as suggested by
Deardorff,22 since they are non-linear due to the infrared
and evaporative heat transfer fluxes. In particular for the
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Fig. 2. (a) Cross-section of interseasonal heat storage system. (b) Close up of collector and storage pipes region.
case of vegetative cover, Eqs. (5) and (6) are solved itera-
tively by estimating a canopy temperature and then cal-
culating the corresponding ground surface heat flux and
solving Eq. (1).

An algorithm that takes into account two intercon-
nected pipe heat exchangers is developed to estimate the
temperature at the outlet of the first heat exchanger pipe
using Eq. (11) that in turn is used as temperature at the
inlet of the second pipe. The total amount of energy trans-
ferred between the two heat exchangers and the soil is cal-
culated iteratively using Eq. (10). Full details and validation
of this approach to modelling thermal soil–pipe–fluid in-
teractions are available in Ref. [17].

3. Case study: interseasonal heat storage system

The design of the system considered in this paper is
based on the interseasonal heat storage facility investi-
gated by Carder et al.5 as part of a full scale demonstration
project. It consists of a collector pipe array (5 m wide and
30 m long, using 10 polyethylene pipes spaced at 0.25 m
centres and arranged in horizontal U loops) placed at a
depth of 0.1 m below a road surface and a second similar
storagepipe array at a depth of 0.875m, belowa0.2m thick
insulation layer, as illustrated in Figs. 1 and 2. The extent of
the insulation layer and the position of collector and stor-
age pipes are indicated. For clarity further material layers
composing the road structure (detailed in Table 1) are not
shown. Full details can be found in Ref. [5] and Ref. [17].
Additionally, three sub-regions labelled as R1, R2 and Stor-
age Region and two points A and B used in the analyses
presented in Sections 4 and 6 are shown. Fig. 2(b) shows a
close-up of the region containing the collector and storage
pipes.

The purpose of an interseasonal heat storage system
is to take advantage of the difference in thermal energy
available between seasons. One possibility is the collection
of heat in the summer months to be used at appropriate
times during winter months. Under these circumstances
the system is activated (i.e. pumps switched on) whenever
the temperature difference between the collection and
storage pipes is higher than a certain value and is
stopped when it drops below another (not necessarily
the same) value. In this paper the criteria for activation
and deactivation of the collector system follow those
suggested by Carder et al.5 who set the activation of the
system when the temperature difference between the
control sensors located at the collector and storage levels
reached approximately 1.4 °C. Once active, the systemwas
turned off when the temperature difference dropped to
approximately 0.3 °C.

4. Validation

Validation of themodel is addressed here via simulation
of the above demonstration project. The systemdesign and
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Table 1
Material parameters.
Source: All from Ref. [5], except for ‘Near ideal insulation’.

Material type Density (kg/m3) Specific heat (J/kg K) Thermal conductivity (W/m K) Thickness (m)

Asphalt 2400 850 0.85 0.105
Concrete 2100 840 1.4 0.055
Silty clay 1960 840 1.21 14
Backfill 840 840 1.21 0.5
Polystyrene insulation 30 1130 0.034 0.2
Sand 2240 840 0.33 0.150
Near ideal insulation 30 1130 0.00034 0.2
activation and deactivation criteria used in the demonstra-
tion project are as described in Section 3. Meteorological
datameasured on site, provided by Carder et al.,5 is used to
consider the performance of the systemduring a 2.5month
collection period.

The simulation is undertaken in a series of sequential
steps. Initially, a preliminary simulation consisting of 8
yearly cycles (each using meteorological data from August
2005 to August 2006) is undertaken to establish suitable
initial conditions (Period 1). These initial conditions are
then used to simulate fromMay 2005 to August 2005 after
installation of the system but before its activation (Period
2), during this period the soil in the storage region is largely
prevented fromnaturalwarming due to the presence of the
insulation layer (for brevity results from this analysis are
not shown here but are very similar to those presented in
Fig. 9(a)). Finally, a collection period (Period 3) where the
system was activated for a first collection stage (from the
end of August 2005 until the beginning of November 2005)
is simulated. The mesh used for the numerical analysis is
shown in Fig. 2 and is made up of 2452 four node isopara-
metric linear elements (4 temperature degrees-of-freedom
per element). After checks on both spatial and temporal
convergence Periods 1 and 2 are simulated using hourly
time steps, while in Period 3 a 15 min time step is used.
Far field boundary conditions and bottom boundary condi-
tions are assumed as insulated (zero flux). Boundary condi-
tions at the surface are set using Eqs. (2)–(4) for the paved
surface and Eqs. (5) and (6) for the soil surface, which is as-
sumed to be partially covered by vegetation based on field
observations. A schematic representation of the boundary
conditions used for the problem is presented in Fig. 2. Anal-
ysis of a far field control borehole found a canopy density
(ν) of 0.85 and an average level of shading of 0.5 to be
suitable.17 Reference values for thermal material proper-
ties considered in the domain are taken from Ref. [5] and
listed in Table 1, coefficients and constants used in the the-
oretical description of the heat transfer process are given in
Table 2. Pipe fluid velocity and composition are also based
on typical values reported by Carder et al.5 Fig. 3(a) and
(b) show the numerical results obtained compared with
experimental measurements at collector pipes depth and
storage pipes depth respectively. It can be seen that the
temperatures calculated by the numerical model proposed
are in good agreement with the measured data. Statistical
analysis of the simulated results and themeasured data for
thewhole collection period yields a rootmean square error
value of 1.09 °C in the collector region and 0.38 °C in the
storage region. This validation of the modelling approach
for heat collection and storage builds confidence to allow
further exploration of the impact of various system param-
eters.
Table 2
Coefficients and constants used in analyses.

λb (W/m °C) 1.2 Cnc (m/s K1/3) 0.0015
αs 0.15 Csh 1
αc 0.15 Cpf (J/kg K) 4091.41
σ (W/m2 K4) 5.67E−8 cp,a (J/kg K) 1012
εss 0.95 ν 0.85
ρa (kg/m3) 1.2041 Ce 0
Lv (J/kg) 2.45E6 εc 0.95
Cfc 0.0015 Rmax (W/m2) 1000
θ 0.24 θwp 0.12
Ds 0.5 Up (W/m2 K) 192
Ap (m2) 2.17 ṁf (l/s) 0.155

5. Numerical investigation

Themain objective of this paper is to explore the impact
that the variation of certain factors have on the thermal
performance of interseasonal heat storage devices, specif-
ically, in terms of the thermal energy collected and the
temperature profiles obtained after a collection period. As
above, in the validation section, these simulations consist
of three steps: (i) an 8-yearly-cycle pre-analysis performed
in order to obtain steady state initial conditions (Period
1), (ii) an analysis after installation of the system at the
beginning of summer (Period 2), and (iii) an analysis of
the active system with the system active for ∼3 months
(84 days) from the beginning of autumn (Period 3).

Three sets of simulations are performed, each ex-
ploring the influence of a particular system variable on
performance. In each set of simulations the same base
case analysis is performed using meteorological data gen-
erated for mild climatic conditions, a soil surface boundary
condition that includes a vegetative cover and a thermal
conductivity of 1.2 W/m K in the storage region under the
insulation layer. The mesh, time steps and far-field and
bottom boundary conditions are as described in the val-
idation section. The specific simulations undertaken and
details of the base case conditions are defined in the fol-
lowing sections.

5.1. Variation in thermal conductivity (Simulations 1–4)

The influence of varying the thermal conductivity val-
ues employed in the Storage Region (shown in Fig. 2(a)) is
explored via a simple parametric study. A base case value
of 1.2 W/m K has been assumed (Base case/Simulation 1)
and two additional values of 0.96 W/m K (Simulation 2)
and 1.44 W/m K (Simulation 3) are also considered. These
variations could arise in practice as a result of the process of
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b

Fig. 3. Experimental and numerical temperature transients at (a) collector depth (0.1 m) and (b) storage depth (0.875 m) for the first activation period
reported by Carder et al.5 .
installation of the systemor fromdisrupting the natural cy-
cles ofwetting and drying since the insulation is likely to be
relatively impermeable to water. A further analysis of the
base case but with a near-ideal insulation layer is also con-
sidered (Simulation 4), material parameters used for this
layer are given in Table 2. Simulations of Periods 1 and 2 in
this section are run using the base case conditions, while in
Period 3 the particular value of conductivity under consid-
eration is employed. The change in soil thermal properties
between Period 2 and 3 is done in order to simplify com-
parisons between the analyses by having common initial
conditions, it is recognised however that this is a limitation
and a potential source of error in the analysis due to an im-
balance between the temperature field within the ground
and its thermal properties.

5.2. Assumed climatic conditions (Simulations 5–9)

The meteorological conditions used for the numerical
simulations performed in this section are generated using
two analytical expressions (detailed in the Appendix) for
air temperature and solar radiation proposed by Cleall
et al.25 based on experimental observations as part of
the development of analytical solutions for temperature
profiles and thermal energy stored in the ground.

It is hypothesised that the performance of an inter-
seasonal heat storage device is likely to be influenced by
the type of weather conditions under which it operates.
For this reason, three types of climatic conditions are ex-
plored:

• Mild (Base case/Simulation5)—Obtained from theBritish
Atmospheric Data Centre (BADC 2014) for the years
2004 and 2005 for Toddington, UK.27

• Cold (Simulation 6)—Obtained from the Icelandic Mete-
orological Office for the years 2004 and 2005 for the city
of Reykjavík, Iceland.
Table 3
Coefficients used in air temperature and solar radiation analytical
expressions (14) and (17) for three different climates.

Coefficient Mild weather Cold weather Hot weather

A 241.5 W/m2 218.3 W/m2 260.8 W/m2

B 19.6 W/m2 1.6 W/m2 167.8 W/m2

C 18.4 °C 11.2 °C 29.9 °C
D 6.4 °C −0.2 °C 24.7 °C
E 9.8 °C 5.0 °C 8.2 °C
F 6.3 °C 9.8 °C 9.6 °C

• Hot (Simulation 7)—Obtained from the meteorological
station of the School of Engineering of the Autonomous
University of Yucatán for the year 2009 for the city of
Mérida, México.

Using these datasets the values of the coefficients present
in Eqs. (15) and (16), and in Eqs. (18)–(21) were calculated
and are listed in Table 3. Themeteorological data produced
with Eqs. (14) and (17)were used for all simulation periods
and are illustrated in Figs. 4 and 5 (half yearly cycles
of daily maximum solar radiation, and maximum and
minimum temperatures are shown). Values forwind speed
and relative humidity were fixed at 1.14 m/s and 80.6%
respectively for simplicity based on the meteorological
data measured on site by Carder et al.5 in a location
close to Toddington, UK. Two additional analysis are
performed to investigate the impact of the amplitude of
temperature variation by replacing coefficients E and F
(which represent themid-summer average amplitude, and
mid-winter average amplitude respectively) for the mild
climatic conditions with the corresponding coefficients of
cold (Simulation 8) and hot conditions (Simulation 9).

5.3. Surface conditions (Simulations 10–12)

Typically two different approaches are applied to con-
sider soil–atmosphere thermal interactions. The simpler,
in terms of application, is the use of a fixed (Dirichlet)
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Fig. 4. Solar radiation profiles obtained with Eq. (14) and coefficients listed in Table 3. (a) Seasonal variation of peak daily values from summer (July 1st)
to winter (December 31st) for three climates considered. (b) Daily variation in summer (July 1st) and winter (December 31st).
b

Fig. 5. Air temperature profiles obtained with Eq. (17) and coefficients listed in Table 3. (a) Seasonal variation at day (noon) and night (midnight) from
summer (July 1st) to winter (December 31st) for three climates considered. (b) Daily variation in summer (July 1st) and winter (December 31st).
boundary condition based on measured or estimated tem-
peratures to define the variation of temperature of the soil
surface (including anypavement)with time. Inmany cases,
this is approximated to near surface air temperatures as
these are often readily available. In this study, the air tem-
perature defined by Eq. (17) is used (Simulation 10).

A more complex, but more physically representative,
approach is to apply a third kind (Robin) boundary
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conditionwhich allows representation of the surface fluxes
defined in Section 2.2. In this study, two sets of boundary
conditions have been utilised for the soil surface (not
covered by pavement):

• Bare soil (Simulation11). Eq. (2) is used to define the sur-
face energy balance with Eqs. (3) and (4) representing
the heat transfer coefficients for evaporation and con-
vection respectively.

• Soil covered by vegetation (Base case/Simulation 12).
Eqs. (5) and (6) are used to represent energy balance be-
tween the soil and canopy cover. The heat transfer co-
efficients for evaporation and convection are as defined
by Eqs. (3) and (4).

The flux boundary condition applied to the soil surface
covered by pavement in Simulations 11 and 12 is given by
Eq. (2), using Eq. (4) to define the heat transfer coefficient
for convection.

6. Results and discussion

Variations in thermal conductivity
Simulations 1–3 study the effect of varying the ther-

mal conductivity in the storage region under the insulation
layer. To observe the influence of the active system, tem-
peratures for Period 3 are obtained both with and without
collector system activation. The difference in these tem-
peratures indicates the area of influence of the system in
isolation from temperature variations due to meteorolog-
ical and surface conditions. Fig. 6 shows the temperature
differences obtained in the regionmarked as R2 in Fig. 2(a)
at the end of Period 3 for Simulations 1–3. It can be seen that
higher temperature differences near the storage pipes are
obtained for the case with low thermal conductivity while
in turn a wider area of influence approaching the edge of
the insulation layer is obtained with higher thermal con-
ductivities.

Fig. 7(a) shows the variation in time of thermal en-
ergy stored in the Storage Region calculated using Eq. (13).
Fig. 7(b) and (c) show the soil temperature variation at
collector depth (0.1 m) and storage depth (0.875 m) re-
spectively. Fig. 7 also includes results from Simulation 4
using a near-ideal insulation layer for the base case. Ther-
mal energy contained in the Storage Region starts to rise
at the beginning of Period 3, reaches a maximum at day
42 and then decreases until the end of the simulation pe-
riod is reached. In general, the accumulated thermal energy
increases with thermal conductivity this is due to main
two factors, firstly heat energy moves away from the pipes
more easily to the wider storage mass and secondly this
greater movement of heat results in lower soil tempera-
tures at the soil–pipe interface and subsequently a higher
thermal gradient across the interface and a higher heat
flux. After day 42 the temperature difference between col-
lector and storage no longer satisfies the activation cri-
teria as climatic conditions cool and the temperature in
the storage region increases. The subsequent decrease in
thermal energy observed up until the end of the simu-
lation period is due mainly to losses through the insula-
tion layer. This is explored in Simulation 4 and it can be
seen that about 20% more energy could be stored if these
a

b

c

Fig. 6. Temperature difference (°C) contours in region R2 at the end of
simulation Period 3 for three thermal conductivities: (a) 0.96 W/m K, (b)
1.2 W/m K and (c) 1.44 W/m K.

losses are minimised. Similar percentages are obtained
for the 0.96 and 1.44 W/m K thermal conductivity cases.
The temperature profiles at collector depth show negli-
gible differences for the three analysed cases. However,
at storage depth it can be seen that higher temperatures
are maintained throughout the duration of the numerical
simulation for the case with the lowest value of thermal
conductivity (0.96 W/m K) in the Storage Region. This be-
haviour is due to the heightened concentration of thermal
energy in the area close to the storage pipes (as shown by
Fig. 6) caused by the reduction in thermal energy transfer
into the remaining storage region. The opposite is true for
the case with higher thermal conductivity (1.44 W/m K).
In Fig. 7(c), the effect of a near-ideal insulation layer on the
temperature at storage pipes depth can be observed with
reduced thermal losses resulting in an increase in temper-
ature towards the end of the simulation period.
Varying climatic conditions

Simulations 5–9 investigate the effect of different cli-
matic conditions on the thermal performance of an in-
terseasonal heat storage facility. Fig. 8 shows the thermal
energy accumulated in the storage region during system
activation in Period 3. It can be seen that the amount of
energy collected in the storage region increases as the cli-
matic conditions become warmer (cold to mild). However,
it can also be seen that under hot climatic conditions the
energy storage rate differs, being relatively slower at the
beginning of the simulation period. This is believed to be
related to the annual variation in air temperature as in-
dicated by coefficients C and D (mid-summer daily aver-
age, mid-winter daily average) presented in Table 3. Under
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a

Fig. 7. (a) Variation in time of thermal energy in region R2 for simulation Period 3 for three thermal conductivities and under near-ideal insulation
conditions. (b) Corresponding temperature transients at collector depth (0.1 m) and (c) at storage pipes depth (0.875 m).
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Fig. 8. Variation in time of thermal energy accumulated in the storage region under different climatic conditions.
hot climatic conditions the variation of air temperature be-
tween seasons is∼5 °C while under cold andmild climatic
conditions it is ∼11 °C and ∼12 °C respectively. This com-
bined with the placement of insulation at the beginning of
summer preventing the soil from naturally warming dur-
ing the summer months allows a higher thermal gradient
for the cold andmild conditions compared with hot condi-
tions. However, this same seasonal variation prevents the
system from collecting more thermal energy beyond day
42 as weather conditions cool with this change beingmore
pronounced under cold and mild conditions. In a hot envi-
ronment, although the weather conditions become cooler
in winter, the change is smaller allowing the system to re-
main active and collectmore energy during thewhole sim-
ulation period. The results of Simulations 8 and 9 which
explore the influence of the average air temperature am-
plitudes during summer and winter are shown in Fig. 8.
It can be seen that in general, higher summer air temper-
ature amplitudes have a positive impact on the amount of
energy that an interseasonal heat storage system is able to
collect. However, the levels of thermal energy are still com-
parable.

Different soil surface conditions
The effect of different boundary conditions at the

soil surface is considered in Simulations 10–12. Fig. 9
shows temperature contours in the region R1 (Fig. 2(a))
at 0:00:00 h (end of Period 2/beginning of Period 3)
on the day of system activation for the three different
boundary conditions applied at the soil surface. The three
temperature contours show significant differences, for
example at the 5 m depth the vegetative cover case
(Fig. 9) simulates an almost homogeneous temperature of
approximately 11 °Cwhile the corresponding temperature
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Fig. 9. Temperature contours for region R1 at the beginning of simulation Period 3 using three different boundary conditions at the soil surface:
(a) soil surface flux including vegetation cover model (Simulation 12), (b) fixed surface temperature (including pavement surface) defined by Eq. (17)
(Simulation 10), (c) soil surface flux based on bare soil model (Simulation 11).
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Fig. 10. Surface temperatures at points A (Pavement) and B (Far field soil) for Period 2: (a) soil surface flux including vegetation cover model
(Simulation 12), (b) fixed surface temperature (including pavement surface) defined by Eq. (17) (Simulation 10), (c) soil surface flux based on bare soil
model (Simulation 11).
under bare soil conditions (Fig. 9(c)) is closer to 12 °C.
Under fixed conditions, the temperature at this depth
(Fig. 9(b)) is not homogeneous varying between 9 °C and
10 °C. Surface temperature evolution at the centre of the
pavement (Point A) and at the far right hand side of the
domain (Point B) during period 2 are shown in Fig. 10. At
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the surface it can be seen that higher temperatures are
obtained in the road section for both canopy covered and
bare soil conditions (with the latter being higher), whereas
for fixed conditions the temperatures are homogeneous
(as expected). It is apparent that using suitable surface
boundary conditions is of importance with significant
differences in temperature fields obtained. It is worth
noting that in the validation exercise, presented in
Section 4, use of themore complex flux boundary condition
to consider soil–atmosphere thermal interactions was
necessary to correctly represent the observed behaviour.
A key point here is that, whilst air temperature data is
readily available (frommeteorological records) and surface
type can be spatially defined, records of field measured
soil–surface temperatures are much scarcer and require
real-time measurement during a systems use. There is
therefore a significant benefit in being able to predict soil
surface temperatures rather than needing to define them a
priori before any analysis.

7. Conclusions

In this paper, the influence of varying selected param-
eters (store thermal conductivity, climatic conditions and
surface boundary conditions) on the performance of in-
terseasonal heat storage systems has been investigated.
The impact of different values of thermal conductivity in
the storage region (affected by the installation process or
prevention of natural wetting–drying process) is to reach
higher temperatures close to the storage pipes (for low val-
ues of soil thermal conductivity) or an increased area of
thermal influence (for higher values of soil thermal con-
ductivity). In general higher values of thermal conductivity
produce a higher amount of thermal energy being collected
in the storage region. Despite this, however, the higher
temperatures obtained close to the storage pipes for low
thermal conductivities, might facilitate the extraction pro-
cess or be more adequate for certain thermal applications.
Subsequently, it can be concluded that the trade-off be-
tween total amount of thermal energy and temperature
gradient needs to be optimised to the application under
consideration.

Heat losses through a horizontal insulation layer have
been found to be as high as 20% of the total thermal
energy stored by the system. Higher thermal gradients
near the insulation layer will increase these losses, while
an increased storage area would require modifications to
the insulation layer in order to decrease thermal energy
lost through the edges. It is noted that use of innovative
materials and systems where material properties can be
controlled could lead to significant improvements in the
system efficiency and these possibilities are currently
under investigation.

The results under different climatic conditions have
shown, as might be expected, that in general warmer
weather conditions provide more thermal energy for po-
tential storage. However, it was also observed that the sea-
sonal variation of average air temperature has an effect on
the rate of collection of thermal energy due to the tem-
perature difference between the soil in the storage region
and the air temperature. This effect is heightened if an
insulation layer, which prevents natural warming of the
soil underneath, is present keeping it close to winter tem-
peratures.

The impact of using different boundary conditions ap-
plied on the soil surface has also been investigated. Two
Robin-type boundary conditions have been compared, one
including the presence of a layer of vegetation on the soil
surface while the other assuming the soil as a bare surface.
An additional boundarymodelling techniquehas been con-
sidered by fixing the surface of the soil (including the paved
surface) to the air temperature defined by a time vary-
ing mathematical expression. Using these approaches to
obtain suitable initial conditions in the simulation peri-
ods before the activation of the interseasonal heat storage
system have shown that the differences in temperature
profiles (and thermal energy) generated in the soil domain
are significant and that use of correct surface boundary
conditions is critical in modelling the dynamics of the sys-
tem under consideration.

Whilst it is recognised that the investigation under-
taken here is limited to a particular system configuration,
it is clear that it can be concluded that the performance of
interseasonal heat storage systems is significantly affected
by the meteorological conditions, surface flux boundary
conditions and the thermal properties of the storagemate-
rials and that their correct representation is critical in both
the assessment and design of such systems.
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Appendix

The following two analytical expressions for air temper-
ature and solar radiationproposedbyCleall et al.25 are used
in this study. The expression for solar radiation is given by

R(t) =
π

2


cos2(γ t) − cos(γ t) +

4 − π

2π


× (R1 cos(ϕt) + R2) (14)

where t is given in seconds taking the origin at
midyear (July 1st), ϕ is the annual period defined as
2π/31 557 600 s, and γ is the daily period defined as
2π/86 400 s. R1 and R2 are coefficients, that can be deter-
mined from the experimental meteorological conditions
for summer and winter. These coefficients are defined as

R1 = 0.5(A − B) (15)
R2 = 0.5(A + B) (16)

where A and B are the summer and winter daily average
solar radiation respectively.
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The expression for air temperature is given by

Ta(t) = T1 [cos(ϕt) + 0.5 sin(ϕt)] + T2
− {T3 [cos(ϕt) + 0.5 sin(ϕt)] + T4} cos(γ t) (17)

where t is given in seconds taking the origin at midyear
(1st July). T1, T2, T3 and T4 are coefficients determined from
the meteorological conditions for mid-summer and mid-
winter periods. They are calculated as follows:

T1 = 0.5(C − D) (18)
T2 = 0.5(C + D) (19)
T3 = 0.5(E − F) (20)
T4 = 0.5(E + F) (21)

where coefficients C , D, E, and F are defined as the
mid-summer daily average, mid-winter daily average,
mid-summer average amplitude, and mid-winter average
amplitude respectively.
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