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Resonant Tunnelling in GaAs/AlGaAs Triple Barrier Heterostructures
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This thesis describes experimental and theoretical research into triple barrier resonant

tunnelling structures which are attractive as potential high frequency oscillators in the

terahertz frequency range. A lack of practical and coherent radiation emitters in this

frequency range has resulted in it being named the “terahertz gap”. However resonant

tunnelling structures are seen as potential sources for practical solid state emitters which

operate in this frequency range at room temperature.

A series of symmetric and asymmetric GaAs/Al0.33Ga0.67As triple barrier resonant

tunnelling structures have been studied at low temperatures to investigate the tunnelling

electrical behaviour and origin of the current resonances observed in the current-voltage

characteristics of these structures. The effect of charge accumulation in the emitter

quantum well has been investigated, and has been found to significantly alter the

behaviour of the electrical characteristics of the structures. These investigations have

provided a thorough understanding of the behaviour of these structures and has allowed

for optimisation of the triple barrier design with a view to being utilised as a high

frequency emitter.

The current-voltage characteristics have also been studied as a function of temperature

and a novel temperature dependent resonant tunnelling mechanism has been observed.

The magnitude of the observed current resonance, which is associated with the energetic

alignment to the n = 1 quasi-bound subband states increases with increasing sample

temperature which is rare behaviour in systems dominated by quantum mechanics.

Finally, the maximum oscillation frequency and output power of these resonant tunnelling

structures has been calculated and an optimised triple barrier structure in which charge

accumulation in the emitter quantum well does not occur has been designed. Simulated

current-voltage characteristics for this design shows it improves the maximum oscillation

frequency and maximum output power reported in current state of the art double barrier

resonant oscillator structures.
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Chapter 1

Introduction

1.1 Motivation

The frequency range from 300 GHz to 10 THz, known as the terahertz region of the

electromagnetic spectrum, is of great interest. Radiation in this frequency band offers

many different applications such as enhanced security imaging [1] which exploits the

unique “terahertz fingerprints” of many non-conducting materials to identify hidden

objects, ultra-fast wireless communications for short range high-capacity line of sight

communication [2] and non-invasive highly sensitive medical imaging due to the non-

ionising nature of the terahertz radiation.

The lack of practical and coherent THz radiation sources has lead to the term “terahertz

gap” [3] being used to describe this frequency range. Therefore, there is high demand to

develop practical compact, coherent and efficient emitter devices which can operate at

these frequencies and are suitable for integration into modern electronic circuitry. Optical

terahertz sources have been developed but are challenged by difficulties in obtaining

suitably low energy band-to-band transitions and the need for cryogenic cooling to

operate [4] at THz frequencies. Solid state sources however are limited in operating

frequency by the carrier transit time, which is often too long for devices to operate in

the THz band [5].

Resonant tunnelling devices utilise quantum mechanical tunnelling, which is inherently a

fast process and so are recognised as promising candidates to fulfil the need for compact

and coherent terahertz emitters which operate at room temperature. These structures

however still suffer from difficulties with monolayer precision growth required across

entire wafers before they can be developed into a low cost manufacturable technology.

Conventional double barrier resonant tunnelling structures which are well understood are

used in the current state of the art devices studied in this field [6]. Resonant tunnelling

1
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devices which utilise the more complex and less studied triple barrier structure designs

have the potential to operate at higher frequencies and with more output power than

conventional double barrier structures. However, due to the increased degree of complexity

of these structures a thorough understanding of the behaviour of triple barrier structures

is needed. Low temperature analysis of such structures will allow for understanding of

the fundamental processes occurring in the devices, whilst studies at room temperature

will facilitate the design of efficient structures for practical applications.

1.2 Historical Perspective

In 1958 a new diode which exhibited “negative resistance” was reported by Leo Esaki [7]

which exploits the effect of quantum mechanical tunnelling. Esaki’s pioneering work in

electron tunnelling in semiconductor materials earned the 1973 Nobel Prize in physics [8]

in conjunction with Giaever and Josephson.

In 1970 Esaki and Tsu reported the first observations of a new tunnelling phenomenon

called “resonant tunnelling” in superlattices [9, 10] and the first observations of resonant

tunnelling in GaAs/AlGaAs semiconductor double barrier structures were made by

Chang et al. in 1974 [11]. A significant amount of research on resonant tunnelling

devices has been carried out in the intervening period, with most of the work focusing

on conventional double barrier structures. Investigations have been carried out on both

fundamental tunnelling processes [12–22] and electronic and optoelectronic applications

[23–25], with the most noteworthy device development being that of the “quantum

cascade laser” [26–28], first reported in the early 1990’s. Coupled quantum well systems

have also proved a very rich area for the study of physical phenomena associated with

quantum interference and coherent electron oscillations [29–31].

The first report of resonant tunnelling in triple barrier heterostructures was made by

Nakagawa et al. in 1986 [32] where resonances in the devices current-voltage (I(V))

characteristics were observed. The current resonances were attributed to tunnelling of

electrons from the ground state of the emitter quantum well to the first and second

excited states in the collector quantum well and although a resonance that could be

attributed to tunnelling between the emitter ground state and collector ground state is

observed in the I(V) characteristics it was not studied in detail in this publication.

In 1983 Sollner et al. [33] reported the first observation of resonant tunnelling at room

temperature in double barrier structures and demonstrated that the charge transport in

resonant tunnelling structures can be very fast by comparing the dc I(V) curves with

the I(V) curves at 2.5 THz. The agreement between the two curves was sufficient to

show the charge transport mechanism is at least as fast as the angular period of 2.5 THz

(≈ 60 fs), thus indicating that resonant tunnelling structures were suitable for high speed
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oscillator applications.

Oscillations from double barrier structures were first observed by Sollner et al. in 1984

[34] at 18 GHz albeit at 200K. In 1987 Sollner et al. reported observations of oscillations

upto 56 GHz at room temperature and considered some theoretical limitations of the

ultimate frequency limits of double barrier resonant tunnelling structures. Previous limits

of oscillations formed by WKB (Wentzel-Kramers-Brillouin) analysis of such structures

consistently underestimated the frequency limits, with frequencies greater than the WKB

limits already experimentally observed. Sollner et al. concluded that the upper limits

were of the order of several hundred GHz when considering the lifetimes of electrons in

the depletion region and transit through the quantum well, where the tunnelling time

was best described by the lifetime of the resonant state given by the uncertainty relation

τ = ~
∆E where ∆E is extracted from the width of the transmission resonance calculated

using a method similar to Tsu and Esaki [10].

Work on improving the maximum frequency of oscillation of double barrier resonant

tunnelling structures continued with various different material systems investigated due

to advances in compound semiconductor growth techniques. Brown et al. reported

fundamental oscillations up to 200 GHz and furthered estimates of their maximum

oscillation frequency to exceed 600 GHz in 1988 [35]. Brown et al. also reported

oscillations up to 420 GHz a year later [36] in GaAs/AlAs structures and 712 GHz at

room temperature in InAs/AlSb resonant tunnelling diodes in 1991 [37] which exhibited

50 times larger power density at 360 GHz than GaAs/AlAs structures.

Double barrier resonant tunnelling structures were also demonstrated in the InAs/AlSb

material system by Söderström et al. [38] with a peak current density of 3.7 x 105 Acm−2

and a peak to valley ratio of 3.2 at room temperature. The InGaAs/AlAs system was

also investigated by Broekaert et al. [39] who reported peak to valley current ratios of as

high as 30 at room temperature with thick AlAs potential barriers.

Other material systems such as InSb/AlInSb were briefly explored for double barrier

structures due to the high mobility of InSb which was thought could provide a reduced

device access resistance and thus improve the ultimate oscillation frequency [40]. However,

due to the lack of a lattice matched substrate there are many difficulties in growing high

quality InSb/AlInSb structures and there have been no reports of significant work on

these structures since.

Various different designs have been reported to improve the peak to valley current ratio

and output power density of resonant tunnelling structures since the early 1990’s, however

significant progress has been limited. Innovative proposals to use triple barrier resonant

tunnelling structures as THz radiation sources as have been reported [41, 42] with various

studies carried out on similar structures of this design [43–45].
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1.3 Recent Developments

The InGaAs/AlAs/InP material system has become extremely popular in recent resonant

tunnelling device research efforts due to the large current densities and peak to valley

current ratios obtainable. The In0.53Ga0.47As alloy composition has been of particular

interest due to the lattice matching with InP, high electron mobility in the order of

10,000 cm2V−1s−1 for low access resistance and a low electron effective mass of ≈ 0.041

at room temperature. As such this material system has been used to design the fastest

reported measured oscillation frequency to date of 1.92 THz [46].

The evolution of this work can be traced back to 2005 where Orihashi et al. reported a

1.02 THz third harmonic component of the fundamental oscillation of 342 GHz with an

output power of around 23 µW [47]. The continuation of this work has greatly improved

the fundamental frequency of oscillation up to 831 GHz [48], 1 THz [49], 1.1 THz [50],

1.31 THz [51], 1.42 THz [52], 1.55 THz [6] and the most recent report of 1.92 THz [46]

over the subsequent years by improving the resonant tunnelling double barrier structure

design and the attached resonant circuit.

However, despite improvements in the operational frequency of the double barrier resonant

tunnelling diode devices (RTDs), the low output power of a single device still remains

a problem for practical applications where output powers of the order of ≈ 1 mW are

required. Reddy et al. demonstrated in 1997 the use of an oscillator array to produce

coherent oscillations [53], since which several attempts have been made during the

intervening period to increase the output power using similar methods [54–58].

Triple barrier resonant tunnelling structures have been scarcely studied for the application

of high speed oscillators although it is accepted that such structures offer some benefits

for the peak to valley current ratio due to a suppression of the off resonant background

current. This suppression of the background current allows for increased negative

differential conductance, thus increasing the fundamental frequency of oscillation and

improving output power densities. With proper structure design it is expected that triple

barrier resonant tunnelling structures can replace the double barrier structures currently

used in state of the art THz RTD oscillators.

1.4 Outline of Thesis

This thesis describes the work carried out on a series of triple barrier resonant tunnelling

structures which have historically been less studied than the conventional double barrier

structures. Consisting of three potential barriers and two quantum wells the triple

barrier structures are an example of a heterostructure which exploits the phenomenon of

quantum mechanical tunnelling to produce current-voltage characteristics with a region
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of negative differential resistance, which can be utilised as high frequency oscillators.

The strong coupling between the two quantum wells results in a structure in which the

transmission coefficient is highly dependent on the energetic alignment of the quasi-bound

carrier states. Thus as a result the negative differential resistance regions observed in the

I(V) characteristics of triple barrier resonant tunnelling structures (TBRTS) are more

sensitive to changes in voltage than the conventional double barrier structures.

Chapter 3 describes the epitaxial layers of the series of resonant tunnelling structures

studied in this thesis along with the device fabrication processes used. The electrical

measurement and variable temperature system set up are also described here.

The process of quantum mechanical tunnelling is described in chapter 4 as well as the

phenomenon known as “resonant tunnelling”. In this chapter the differences between

tunnelling in single, double and multi (> 3) barrier heterostructures are discussed and

the effects of series resistance on the experimentally observed I(V) characteristics are

considered. A nominally symmetric GaAs/Al0.33Ga0.67As TBRTS is studied in detail in

both forward and reverse bias directions at low temperature (3K) with several current

resonances observed in the measured I(V) characteristics. These resonances are attributed

to energetic alignment of the quasi-bound quantum well states and the conduction band

edge. A simple model has also been developed to predict and compare the voltages at

which these resonances occur. A more complex model has been used to simulate the

I(V) characteristic of the nominally symmetric TBRTS in the forward bias direction and

explore the role of charge accumulation in the emitter quantum well in this device.

A series of asymmetric TBRTS with decreasing collector quantum well width are also

studied in chapter 4 and the evolution of the current resonances examined as a function

of increasing quantum well width asymmetry. The peak to valley current ratio of the

resonances observed in the I(V) characteristics of the nominally symmetric and asym-

metric structures is calculated and compared against the degree of quantum well width

asymmetry.

Perimeter versus area analysis has also been performed on devices with varying mesa

area for the nominally symmetric and most asymmetric triple barrier structures and

the effect of device self heating and charge accumulation probed using pulsed voltage

measurements.

Chapter 5 describes how the measured I(V) characteristics of the triple barrier resonant

tunnelling structures vary with increasing sample temperature between 3K and 293K.

A resonant feature not observed at low temperature emerges with increasing sample

temperature and the origin of this is discussed. Experimentally determined and theoret-

ically calculated activation energies for the novel current resonance for the nominally

symmetric and asymmetric structures are extracted from Arrhenius plots and are in

excellent agreement.
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The series of triple barrier resonant tunnelling structures studied are examined in de-

tail as to their potential to be utilised as THz radiation sources in chapter 6. The

maximum frequency of oscillation and maximum output power are calculated for the

series of 60 µm x 60 µm GaAs/Al0.33Ga0.67As devices and compared to state of the art

In0.90Ga0.10As/AlAs structures currently reported. An improved TBRTS which does

not suffer from charge accumulation in the emitter quantum well has been developed.

Calculations from the simulated I(V) characteristics for such a devices shows it improves

on the standard double barrier structure used in the current state of the art oscillators

in both frequency of oscillation and output power density.

Chapter 7 summarises the results obtained from the research undertaken in this thesis

and briefly discusses future possible research areas. Appendices are included at the

end of the thesis in which relevant addition details are provided for the simulations

performed in this thesis. Additional background information on photoluminescence and

photoluminescence excitation measurements performed prior to the work carried out in

this thesis to determine the widths of the quantum wells is also given in the appendices.

1.5 Contributions to the Field

The work carried out in this thesis was aimed at advancing high frequency resonant

tunnelling oscillator devices in the terahertz frequency range utilising triple barrier

resonant tunnelling structures rather than the conventionally studied double barrier

structures. In order to achieve this a thorough understanding of the behaviour of simple

triple barrier resonant tunnelling structures at low and room temperatures was required

to aid in the development of a triple barrier structure design which out performs the

current state of the art double barrier structures in both oscillation frequency and output

power density.

In this work it has been demonstrated that triple barrier resonant tunnelling structures

have much more complex resonant tunnelling behaviour than double barrier structures

and the origin of the current resonances observed in experimentally measured current-

voltage characteristics explored. It has been shown that charge accumulation in the

emitter quantum well of the structures plays an important role in the behaviour of these

devices, and is detrimental to the maximum frequency of oscillation due to increased

device capacitance.

A novel resonant tunnelling mechanism through energetically aligned n = 1 subband

states has been identified and studied for a series of symmetric and asymmetric triple

barrier structures. It has been shown that this resonance increases in magnitude with

increasing sample temperature which is rare behaviour in a system where quantum

mechanical effects dominate. This resonant tunnelling mechanism can possibly be
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exploited for low voltage, room temperature current resonances with an enhanced peak

to valley current ratio in comparison to double barrier structures.

Finally, an improved triple barrier resonant tunnelling structure has been carefully

designed to avoid charge accumulation in the emitter quantum well. Simulations of the

current-voltage characteristics of this structure have been shown to indicate a higher

frequency of oscillation and output power density than the state of the art double barrier

structures at room temperature.
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Chapter 2

GaAs and Semiconductor

Heterostructures

Semiconductors that consist of a single element fall into the category elemental semi-

conductors and may consist of a single group four element, for example silicon (Si) or

a single group six element, for example tellurium (Te). Semiconducting materials that

consist of elements from two or more groups of the periodic table are given the name

compound semiconductors and include binary compounds such as indium antimonide

(InSb), zinc sulphide (ZnS) and gallium arsenide (GaAs). Compound semiconductors

that derive from elements from group three and group five of the periodic table (e.g.

gallium and arsenide) are known as III-V semiconductors, where similarly those that

derive from group two and group six elements (e.g. cadmium and tellurium) are known

as II-VI semiconductors.

Traditionally the most important and widely used semiconducting material was Si, with

it generally being favoured due its abundance in nature, the ability to grow high quality

crystals with a low defect density and the ease at which a high quality native oxide

(SiO2) can be introduced to its surface. In part it is these properties that have allowed

for the growth in the silicon semiconductor industry which now produces a vast quantity

of silicon based electronics utilised in modern day technologies. However, compound

semiconductors are becoming of increasing importance due to the advancements that

have been made in modern growth techniques. The need for a material with optical

properties deriving from a direct band-gap, a property which Si does not exhibit, initially

drove improvement in III-V growth quality and high quality compound semiconductor

crystals of the scale necessary for commercial fabrication are now becoming a reality.

The properties of increasingly exotic semiconductor material systems are now being

investigated as it is accepted that, although the production of silicon electronics is well

established not only may compound semiconductor devices be capable of out performing
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their silicon counterparts, but may also give rise to novel semiconductor devices due

to superior properties they exhibit. Therefore it is essential to ensure that the basic

structure and properties of these materials are fully understood.

2.1 Basic Properties of GaAs

Historically, gallium arsenide (GaAs) is the most studied of the III-V compound semicon-

ductors as it was used a prototype material in studies of molecular beam epitaxy (MBE)

performed in the 1960’s and 1970’s [1–5] due to the excellent lattice matching between

GaAs and it’s alloy aluminium gallium arsenide, AlxGa(1−x)As. As a result of this work

the properties of GaAs, and those of AlxGa(1−x)As are very well known.

2.1.1 Crystal Structure

An ideal crystal is one that is constructed by the infinite consecutive repetition of

identical groups of atoms in space and in many elemental materials this is simply just

the constituent atom repeated in a regular 3D lattice. In more complex materials it is

necessary to define a lattice, and a basis set of atoms to describe the crystal structure.

The crystal lattice is an array of points on which each basis set is located, with the basis

set defined as the group of atoms at each lattice point. Each point on the lattice can be

described by an integer translation of three vectors (a,b,c) from any other lattice point

and there are many different sets of vectors for which this is possible. The volume of a

cell is defined by these vectors and the set of vectors which describe the smallest cell

(a)

(0,0,0)

a

(b)

Figure 2.1: (a) The face centred cubic (fcc) Bravais lattice. Atoms are located at each
of the eight verticies, with additional atoms located at each of the six faces of cube.
(b) Zincblende structure of GaAs which shows two interpenetrating fcc sublattices of
Ga (red spheres) and As (blue spheres). Covalent bonding between the four nearest
neighbour atoms in a tetrahedral structure are shown (blue-red gradient lines).
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volume are known as the primitive vectors and this cell defined as the primitive unit cell.

There are fourteen different types of lattice, the Bravais lattices, by which every known

crystal structure can be described, with most elements crystallising into hexagonal or

cubic structures. There are two cubic structures, where the length of each vector is equal

(a = b = c) and the angles between them are equal (90◦), the body centred cubic (bcc)

and face centred cubic (fcc). Figure 2.1(a) shows the face centred cubic structure, with

an atom at all eight vertices, and additional atoms at the centre of each of the six faces

of the cube.

Nearly all III-V compound semiconductors, which includes GaAs, crystallise into the

zincblende structure, shown in figure 2.1(b). The zincblende structure is closely related to

the diamond crystalline structure and consists of two interpenetrating face centred cubic

Bravais lattices. Each fcc lattice consists of a single constituent atom (in this case Ga or

As) offset from each other by (a/4, a/4, a/4). Covalent bonds are made between each

atom and its four equally spaced nearest neighbour atoms in a tetrahedral arrangement.

In reality however, the final crystalline structure of the material is then determined by

the forces that act on each individual atom (including any impurities or vacancies), such

that the free energy of the crystal is minimised.

The lattice is defined in real space, but it is also beneficial to consider the reciprocal

lattice in momentum (or k-) space. The reciprocal lattice defines allowed k states of

the crystal structure in question, and as with a direct lattice, a reciprocal lattice can be

defined by a unit cell. Since the reciprocal lattice is also periodic, the first Brillouin zone

contains all the necessary information to define the entire crystal structure and therefore

the behaviour of any electrons propagating through the lattice. The Wigner-Seitz unit

(a)

U

X

WK

L

z

x

y

(b)

Figure 2.2: (a) The Wigner-Seitz unit cell of a body centred cubic lattice (bcc),
the bcc is the reciprocal lattice of the face centred cubic (fcc) direct lattice, and as
such the Wigner-Seitz unit cell defines the first Brillouin zone of a fcc structure. (b)
The first Brillouin zone of a face centred cubic direct lattice shown with a number of
high-symmetry points.
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cell [6] is therefore generally used to describe reciprocal lattices, as to the region of k-space

occupied by the Wigner-Seitz unit cell constitutes the first Brillouin zone. Therefore it is

possible to equate any point in the reciprocal lattice to a point in the first Brillouin zone.

The reciprocal lattice of a face centred cubic structure is the body centred cubic lattice,

for which the Wigner-Seitz unit cell is shown in figure 2.2(a) (i.e. the first Brillouin zone

of the fcc direct lattice).

A number of high symmetry points are shown in the first Brillouin zone of the face

centred cubic direct lattice, figure 2.2(b). The high symmetry points are directions and

points in the reciprocal lattice that are invariant under various rotations and reflections

about the zone centre, Γ. The ∆ axes follow both positive and negative [100], [010] and

[001] crystallographic plane directions to one of the six X points at the edge of the zone,

where as the Σ axes follow the [110] directions to the K points (one of four) at the zone

edge. The Λ axes run along the [111] directions to the L points (one of eight) and given

that the reciprocal lattice is periodic the properties at one high-symmetry point are

identical for all equivalent points in the crystal lattice.

2.1.2 Electron Behaviour in GaAs

As with all semiconductors, metals, semi-metals and insulators the electronic transport

properties of these materials are determined by the distribution, in energy, of the

available electronic states. Despite the success of the free electron model at explaining

many properties of metals, it fails to explain the behaviour of semiconductors, semi-metals

and insulators. An extension to the free electron model must therefore be made and the

resulting model is known as the nearly free electron model.

The nearly free electron model differs from the free electron model by taking into account

the fact that the positive ions in the crystal structure do not produce a uniform attractive

field, but one which has strong negative peaks at the ion lattice sites, an example of

which is given in figure 2.3. With the introduction of this concept, regions in energy

Potential, V

x

aIon core

Figure 2.3: A one dimensional periodic potential associated with a chain of idential
equally spaces ions. The ion cores are seperated by a distance, a.
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where no electronic states exist are formed, and are known as energy gaps or band gaps.

Since the electrical transport properties of solids are determined by the distribution in

energy of the available electronic states the band gap is a major factor in determining

these properties. It is therefore essential to understand the the origin of energy bands,

the nearly free electron model and origin of energy bands are treated in great detail in

references [6–9].

The band structure, or distribution of electron energy as a function of wavenumber (E vs

k diagram) of a solid can simply be considered by solving Schrödinger’s equation for a
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Figure 2.4: (a) The band structure for a monatomic lattice in a weak periodic potential
with a perodicity, a (blue dots). The red line shows the E vs k relationship for a free
electron. (b) The band structure for a periodic array of atoms, known as the “periodic
zone scheme”. (c) The band structure in the first Brillouin zone only, the “reduced zone
scheme”.
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single electron in the nearly free electron model.(
−~2

2m∗
∇2 + V (r)

)
ψk(r) = Ekψk(r) (2.1)

Bloch’s theorem states that the solutions of Schrödinger’s equation for a periodic potential

is given by the product of a plane wave, as in the free electron case, and a periodic Bloch

function, Uk(r),

ψk(r) = Uk(r)exp(ik · r) (2.2)

where the periodicity of V (r) and Uk(r) is equal to the periodicity of the crystal lattice

and Uk(r) = Uk(r + T). Here T is the translation vector of the lattice (the vector

through which an electron is required to move such that it is in the same place in the next

unit cell). The case for a monatomic lattice in a weak periodic potential is considered here

and shown in figure 2.4(a) and it can be seen that the inclusion of a periodic potential

results in the formation of energy gaps at multiples of k = π
a , where a is the periodicity

of the lattice potential. The continuous parts of the function form the allowed bands

and due to the periodic nature of the lattice the function is repeated at every lattice

point, shown in figure 2.4(b), and is known as the “periodic zone scheme”. Figure 2.4(c)

shows the “reduced zone scheme” which only considers the band structure in the first

Brillouin zone, −π
a ≤ k ≤ π

a . As any point in the reciprocal lattice can be equated a

point in the first Brillouin zone only the band structure in the first Brillouin zone needs

be considered.

The nearly free electron model is useful to demonstrate the effects that a periodic potential

has on the behaviour of electrons in a crystal, however to accurately describe the band

structure of a real semiconductors a more complex model that takes into account several

bands is required. Details on more comprehensive methods such as the k · p theory [10,

11] and the pseudo-potential technique [10, 12] can be found in their respective references

and will not be detailed in this thesis.

2.1.3 Bandstructure of GaAs

Crystals of the zincblende structure have a valence band that consists of four sub bands

(if spin splitting is ignored), 3 of which are degenerate at k = 0. The conduction band

consists of a number of sub bands, for which the minima occurs at the gamma point, Γ

in GaAs, resulting in a direct band gap (where the valence band maxima and conduction

band minima occur at the same value of k). If we consider this region only (indicated by

the blue box shown in figure 2.5(a)), then the band structure of GaAs can be considered

using only these four bands, a single parabolic conduction band, a valence band consisting

of a light and heavy hole sub bands and the split-off sub band, illustrated in figure 2.5(b).
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Figure 2.5: (a) Band structure for GaAs calculated by Chelikowsy and Cohen in 1976
[12]. A direct bandgap of 1.51eV is calculated at the zone centre, Γ (k = 0), the region
indicated by the blue box. (b) Schematic of the region around the band gap at the
Γ point (indicated by the blue box). The conduction band (solid red line), light hole
(purple dashed line), heavy hole (purple dashed-dotted line) and split off (dotted blue
line) valence bands are shown. Eg is the fundamental bandgap, where ∆ is the split off
energy.

The band gap of bulk GaAs at the Γ point is 1.424 eV at 300K, with the temperature,

T , dependence of the band gap for bulk GaAs according to [13] given by,

Eg =

[
1.519− 5.41T 2 × 10−4

T + 204

]
eV (2.3)

To simplify the band structure and allow a comparison of the behaviour of electrons in

a periodic potential to that of a free electron the effective mass approximation (EMA)

is used. For a simple parabolic band (such as the conduction band at low values of k)

solving Schrödinger’s equation with the EMA Hamlitonian gives solutions:

Ec(k) = En +
~2k2
⊥

2m∗cb⊥
(2.4)

where Ec(k) is the energy of an electron at wavevector k in that sub band. En is the

energy of the bottom of the nth sub band, which for the conduction band is set to zero.

m∗cb⊥ is the in-plane effective mass of the electron at the conduction band edge, and is

energy independent for parabolic bands. The effective mass of a sub band is dependent
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on its curvature [6, 8], and is described by the equation:

1

m∗cb⊥
=

1

~2

∂2E

∂k2
⊥

(2.5)

For small values of k the simple parabolic band model is an accurate representation of

the conduction band, however with increasing value of k the conduction band becomes

less parabolic and therefore a non-parabolic approximation must be made. Band non-

parabolicity is beyond the scope of this thesis, however the effects of non-parabolicity

are described in references [14–16].

2.2 Semiconductor Heterostructure Engineering

The ability to tailor the electronic properties of a wide range of semiconductors is

fundamental to modern day semiconductor physics research and electrical engineering,

with many novel electronic devices having been engineered in this way. Generally, to

artificially engineer the electrical properties of a semiconductor such as its band gap, Eg,

a third element (in the case of binary compound semiconductors) is introduced to the

crystal structure in a process known as alloying.

2.2.1 Semiconductor Alloying

If we consider the diatomic semiconductor, gallium arsenide (GaAs), which has a direct

band gap of 1.424 eV at 300K, it may be desirable to increase or reduce the width of

the band gap to suit specific electronic device requirements. Should we wish to engineer

a device with a marginally larger band gap, then alloying GaAs with aluminium (Al)

would be an appropriate way to proceed.

The introduction of aluminium atoms during growth results in the substitution of gallium

atoms with aluminium atoms in the crystal lattice. Where this occurs the electronic

properties of the material are no longer those of a pure GaAs crystal, but a transition

between those of GaAs and AlAs (aluminium arsenide). As AlAs has a larger band gap,

2.17 eV , than GaAs, then the introduction of Al results in an increased band gap in

the alloy material. The exact electrical properties of the alloy depend on the ratio of

Ga to Al atoms in the lattice, commonly known as the alloy fraction, x. Semiconductor

alloys are often described using the notation, AlxGa(1−x)As, and to a first approximation,

the variation of properties such as lattice constant, band gap and dielectric constant in

alloy materials follow Vergard’s law [10], i.e. the variation is linear with x. However, it

is often required to engineer the material’s properties to a high level of accuracy and

therefore material systems such as GaAs and AlGaAs have been extensively studied. The
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Figure 2.6: (a) The calculated energy difference between the top of the valence band
and bottom of the Γ, X and L valley minima at 0K (solid black line) and 300K (dashed
blue line) for AlxGa(1−x)As with increasing alloy fraction. A cross over occurs where
the smallest energy difference (band gap) switches from the Γ-valley to the X-valley
minima. (b) The band gap for AlxGa(1−x)As as a function of alloy fraction at 0K (solid
black line) and 300K (dashed blue line).

energy difference between the top of the valence band and the Γ point of AlxGa(1−x)As

at T = 0K [17] is given by,

EΓ(0) =
[
1.519 + 1.155x+ 0.37x2

]
eV (2.6)

and the temperature dependence of this given by:

EΓ(T ) =

[
EΓ(0)− 5.41T 2 × 10−4

T + 204

]
eV (2.7)

However it is important to note that although GaAs is a direct band gap material,

AlAs is an indirect band gap material with a conduction band minima at the X-valley

minima. Therefore between an alloy fraction of approximately x = 0.41 and x = 0.45

(dependent on the temperature considered) the minima of the conduction band switches

from the Γ-valley to the X-valley minima and so AlxGa(1−x)As transitions from a direct

to an indirect band gap semiconductor. It is therefore no longer appropriate to use

equations (2.6) and (2.7) to calculate the band gap of of AlxGa(1−x)As as the energy

difference between the top of the valence band and the minima in the X-valley must be

considered,

EX(0) =
[
1.981 + 0.124x+ 0.144x2

]
eV (2.8)
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with the temperature dependence of the X-valley conduction band minima given by:

EX(T ) =

[
EX(0)− 4.60T 2 × 10−4

T + 204

]
eV (2.9)

Similarly, the L-valley conduction band minima at T = 0K and temperature dependence

of this minima are given by:

EL(0) = [1.815 + 0.69x] eV (2.10)

EL(T ) =

[
EL(0)− 6.05T 2 × 10−4

T + 204

]
eV (2.11)

Calculated values from equations (2.6) to (2.11) for energy differences between the

top of the valence band and the X, Γ and L valley minima against alloy fraction, x

for temperatures of 0K (solid black line) and 300K (dashed blue line) are shown in

figure 2.6(a). There is a clear cross over point at which the minimum energy difference

(i.e. the band gap) switches from the EΓ valley minima to the EX valley minima for both

temperatures. Figure 2.6(b) shows the band gap energy in eV against alloy fraction, the

discontinuity in the line occurs at the alloy fraction for which the switch between a direct

and indirect band gap occurs.

For most modern commercial electronic applications the operation and performance at

room temperature (approximately 300K) is vitally important, therefore the approximate

band gap of AlxGa(1−x) at 300K is more generally given by: equations (2.12) and (2.13),

Eg = 1.424 + 1.155x+ 0.37x2 (eV ) for, x < 0.43 (2.12)

Eg = 1.900 + 0.125x+ 0.143x2 (eV ) for, x ≥ 0.43 (2.13)

Due to the AlxGa(1−x)As material band gap becoming indirect, the majority of device

structures use a composition with an alloy fraction of less than ≈ 0.35, as close to the

direct and indirect semiconductor transition the alloy suffers from problems relating to

a deep level, called the D-X centre [10]. It is believed that this centre is related to the

merging of the Γ, X and L valleys in energy and has been an intense area of research,

however this is beyond the scope of this thesis.

Table 2.1: A summary of important material parameters at 300K for GaAs and
Al0.33Ga0.67As.

Material Bandgap at
300K (eV)

Effective Mass
(m∗)

Relative
Permittivity (εr)

GaAs 1.424 0.0630 12.90

Al0.33Ga0.67As 1.854 0.0904 11.96
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The alloying of a semiconductor also has an effect on other material parameters, such

as the effective mass, m∗ and relative permittivity εr, which also determine the overall

electrical properties of the compound. A summary of the material parameters for GaAs

and Al0.33Ga0.67As can be found in table 2.1, with a substantial review of the properties

of the AlxGa(1−x)As alloy found in the article by Adachi [18].

Generally the alloying of semiconductors is far more complex and difficult for material

systems other than AlxGa(1−x)As. Figure 2.7 shows the band gap energy and lattice

constant of various III-V semiconductors at room temperature, where the transition

between binary compound materials via alloying is represented by solid lines for regions

with a direct bandgap and dashed lines for an indirect bandgap. It can be seen that

GaAs (5.653Å) and AlAs (5.660Å) are near perfectly lattice matched, with only a 0.007Å

(0.00124%) mismatch at 300K, and so it is possible to grow high quality AlxGa(1−x)As

crystals, with a low defect density on commonly available GaAs substrates without

introducing large amounts of strain into the crystal lattice.

Alloys such as InxGa(1−x)As (Indium Gallium Arsenide) or even binary compounds like

InSb (Indium Antimonide), which are desirable for many reasons, are much more difficult

to grow due to the lack of lattice matched, readily available, substrates on which to

grow. Due to the mismatch in lattice constant between the substrate used and the III-V

compound a significant amount of strain is introduced into the crystal lattice. This strain

Figure 2.7: The bandgap energy, Eg (eV) versus lattice constant, a0, (Å) for several
III-V compound semiconductors and their alloys at 300K. The alloy transitions between
binary compounds are indicated by solid lines, representing a direct bandgap, and
dashed lines, representing an indirect bandgap.
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can cause dislocation defects to occur, where an extra atom is included (or even omitted)

from the periodic lattice to reduce the amount on strain in the crystal, which modifies

the electrical, or optical properties of the material. It is therefore extremely important

to consider the practical growth aspects when engineering any semiconductor material.

2.2.2 Heterojunctions and Heterostructures

The artificial engineering of semiconductor band structures has allowed for the creation

of a vast range of novel devices, which utilise the properties of the interface which occurs

between two layers of dissimilar crystalline semiconductors, known as heterojunctions.

Several layers of dissimilar crystalline semiconductors, consisting of many heterojunctions,

are known as heterostructures and this technology is utilised in many semiconductor

devices which exploit quantum mechanical effects.

2.2.2.1 Heterojunctions

As the bandgap of different semiconducting materials is naturally different, it is reasonable

to assume, that when creating an heterojunction of dissimilar materials, the conduction

and valence bands will not necessarily be aligned at the same energy for the two different

materials. This misalignment results in discontinuities in the structure of the valence

and conduction bands and the resultant heterojunctions can be categorised into three

distinct types, which are shown in figure 2.8.

Type I heterojunctions, or straddling gap heterojunctions, are formed by the joining of

ECB

EVB

ECB

EVB

Eg(1) 

Type I

Eg(2) Eg(1) 

Eg(2) 

Eg(1) 

Eg(2) 

EVB

ECB

Type II Type III

ECB

EVB

Figure 2.8: The three types of heterojunctions, type I or straddling gap, type II or
staggered gap and type III the broken gap, formed at the interface of two dissimilar
materials.
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two dissimilar semiconducting materials, where one material has a wider bandgap, Eg(1),

and the other a narrower bandgap, Eg(2). The energy of the conduction band, ECB, and

valence band EV B, of the narrower bandgap material both lay within the bandgap of

the wider bandgap material. An example of this type of heterojunction is the interface

between a layer of AlxGa(1−x)As where x > 0, which has a wider bandgap than a layer

of GaAs.

A staggered gap, or type II heterojunction, occurs in the situation where the conduction

band energy, ECB of one material lays within the bandgap of the other, but the valence

band energy, EV B of the material lays within the valence band of the other. A hetero-

junction between InAs (Indium Arsenide) and AlSb (Aluminium Antimonide) exhibits

this type of behaviour. Finally, an interface between a layer of InAs and GaSb (Gallium

Antimonide) leads to the situation where neither the conduction band energy, ECB, or

valence band energy, EV B, of either material lay within the band gap of the other and

this is known as a broken gap, or type III heterojunction.

Therefore, when we consider heterojunctions, it not sufficient to simply specify the

bandgaps, Eg(1) and Eg(2) of the materials, extra information is required in the form of

the difference in energy between either the conduction band, ∆ECB or valence band,

∆EV B edges of the materials [19].

The conduction band, ECB and valence band, EV B edge offsets for AlxGa(1−x)As with

respect to GaAs [17] at 300K are given by:

∆ECB = 0.79x (eV ) for, x < 0.43 (2.14)

∆ECB = 0.475− 0.335x+ 0.143x2 (eV ) for, x ≥ 0.43 (2.15)

∆EV B = −0.46x (eV ) (2.16)

2.2.2.2 Heterostructures

A construction of several consecutive heterojunctions forms what is known as a hetero-

structure, which can take many different forms. The most common and important two

type of heterostructures are the formation of a potential barrier or potential well in the

conduction or valence band of the semiconductor band structure.

A potential barrier is formed at the conduction and valence band edges (for type I

heterojunctions) by the inclusion of a wider band gap material between two layers of

narrower bandgap material, figure 2.9(a). Charge carriers (electrons in the conduction

band and holes in the valence band) with less energy than that of the potential barrier

would classically be unable to overcome the barrier, and as such their movement through

the semiconductor crystal in the growth direction, z halted. Quantum mechanically
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Figure 2.9: Two different forms of heterostructures created by two type I hetero-
junctions. (a) The inclusion of a wider bandgap material (AlxGa(1−x)As) between two
layers of narrower band gap material produces a potential barrier in the conduction
and valence band edges. (b) Engineering a layer of narrower bandgap material (GaAs)
between two layers of wider bandgap material (AlxGa(1−x)As) results in the formation
of a potential well.

however, passage through the crystal structure for charge carriers with less energy than

that of the potential barrier is possible, and is treated in more detail in section 4.1.

Figure 2.9(b) shows the result of engineering a layer of narrower bandgap material

between two layers of wider bandgap material (all with type I heterojunctions). A

potential well is formed in the conduction and valence band edges, and charge carriers

with energy less than the depth of the potential well are unable to escape. If the width
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Figure 2.10: A schematic of a triple barrier, double quantum well heterostructure
created by alternating layers of GaAs and AlxGa(1−x)As in the growth direction z.
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of the potential well layer is of the order of the thermal deBroglie wavelength of the

charge carrier then quantum mechanical effects take hold within the well region, which

are described in section 2.2.3

Combining further layers of wider and narrower bandgap materials allows for the con-

struction of even more complex heterostructures. The structures studied in this thesis

are formed by incorporating three layers of wider bandgap material (AlxGa(1−x)As),

between which layers of a narrower bandgap material (GaAs) are sandwiched. This

combination results in the formation of three potential barriers and two potential wells in

the conduction and valence band edges and is known as a triple barrier heterostructure.

A schematic of the resulting band profile is shown in figure 2.10.

2.2.3 Quantum Wells

The quantum well is is one of the simplest heterostructures that takes advantage of an

artificially engineered band structure, and is formed when the width of a potential well

is of the order of the thermal deBroglie wavelength of the charge carriers:

λ =
h√

2mkBT
(2.17)

where h is Planck’s constant, m is the mass of the particle, kB is Boltzmann’s constant

and T is temperature. It is at these length scales where the charge carriers allowable

energy states within the quantum well becomes quantised, and as such the charges in this

region are only able to move freely in the two dimensions perpendicular to the growth

direction. The behaviour of the carriers in the quantum well can be described by using a

simple quantum mechanical picture of confinement in a one dimensional finite quantum

well.

2.2.3.1 The Finite Quantum Well

A quantum well with a finite barrier of height V0 can be described by in the effective

mass approximation by the time-independent Schrödinger equation [20][
− ~2

2m∗
∂

∂z2
+ V (z)

]
Ψ(z) = EΨ(z) (2.18)

where the potential, V (z) = V0 in the barrier regions and V (z) = 0 in the quantum well

region, m∗ is the particle effective mass, Ψ(z) is the particle wavefunction and E is the

energy. Since the barrier potential is not infinite the wavefunction is non-zero at the well

interfaces. The wavefunction penetrates into the barrier regions and therefore this must
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be taken into account when considering the solutions to equation (2.18).

The wavefunctions in the quantum well region can take the form

Ψn(z) = A cos kzz when n is odd (2.19)

Ψn(z) = A sin kzz when n is even (2.20)

where n is the quantum number and n = 1, 2, 3...etc. The wavefunction of the particle in

the barrier regions can be expressed as

Ψb(z) = Be±κz (2.21)

and the wavenumbers kz and κz are given by:

kz =

[
2m∗wE

~2

] 1
2

(2.22)

κz =

[
2m∗b (V0 − E)

~2

] 1
2

(2.23)

The particle effective mass in the well and barrier regions of the quantum well are given

by m∗w and m∗b respectively.

It is important to note that since the wavefunction in the barrier regions is non-zero, and

that the probability, P (z) of finding a particle is

P (z) = |Ψ(z)|2 (2.24)
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Figure 2.11: Schematics of a qunatum well of width d and barrier height V0. (a) The
particle wavefunctions for the n = 1 and n = 2 confined states are shown in blue. (b)
The particle probability density for the n = 1 and n = 2 confined states are shown in
red.
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there is a finite probability that the particle can be present in the barrier regions.

This is an important quantum mechanical phenomenon, which contradicts with our

understanding from classical mechanics, where the presence of the particle in the barrier

region is forbidden. It is this phenomenon which gives rise to the possibility of quantum

mechanical tunnelling, a concept which is discussed in section 4.1. Schematics for a finite

potential well are shown in figure 2.11, with the particle wavefunction for two confined

states shown in figure 2.11(a) and the particle probability density shown in figure 2.11(b).

To solve the solutions for the finite quantum well, the boundary conditions at the

interfaces between the well and barrier regions require that

ΨLHS = ΨRHS (2.25)

1

m∗LHS

∂Ψ

∂z

∣∣∣
LHS

=
1

m∗RHS

∂Ψ

∂z

∣∣∣
RHS

(2.26)

where ΨLHS and ΨRHS are the wavefunctions and m∗LHS and m∗RHS the effective masses

of the particles at the left-hand and right-hand side of the interface respectively.

Equation (2.26) is subtly different to that of an ideal potential step for various reasons,

however the main consideration is that it is not only the conduction band edge potential

that is effectively discontinuous, but also the effective mass [21]. The application of

equations (2.25) and (2.26) to equations (2.19) and (2.20) for a quantum well of width d,

results in:
kz
κ

tan

(
kz

d

2

)
=
m∗w
m∗b

when n is odd (2.27)

κ

kz
tan

(
kz

d

2

)
= −

m∗b
m∗w

when n is even (2.28)

for which solutions of equations (2.27) and (2.28) can only be obtained by graphical or

numerical analysis.

It is important to remember that this confinement of particles is only in one direction

for a quantum well, the z-direction, and hence that it is only kz that is quantised. The

particle is free within the plane of the quantum well and as such there are still numerous

values that kx and ky can take. Hence, the total energy of a particle in the quantum well

region is given by

E = En +
~2

2m∗w

(
k2
x + k2

y

)
(2.29)

where E is the total energy of the particle, En is the quantised energy of the particle in

the z direction and m∗w is the effective mass in the quantum well region.
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2.2.4 Density of States in Three and Two Dimensions

To calculate the concentrations of electrons and holes in the conduction and valence

bands, respectively, then the number of allowable energy states per unit energy per unit

volume must be known. This quantity is known as the density of states and will be

discussed in the following sections.

2.2.4.1 Three Dimensions

For a three dimensional (3D) structure, where we can consider the electrons in the

structure as not confined in any direction, we know from the effective mass approximation

(equation (2.4)) that,

E =
~2k2

2m∗
=

~2

2m∗
(k2
x + k2

y + k2
z) (2.30)

and so the electron wavefunctions must satisfy Schrödinger’s equation, with solutions of

the form:

ψk(r) = Uk(r)exp(ik · r) (2.31)

Due to energy degeneracy with k = k2
x + k2

y + k2
z , for a cube of material with side length

L,

kx =
2πnx
L

, ky =
2πny
L

, kx =
2πny
L

(2.32)

where nx, ny, nz are integers, So if we now wish to consider the number of allowable

values of k in k-space, then we must first consider the volume between two shells of radii,

k and k + dk, as shown in figure 2.12. In three dimensions, the volume is given by:

Vshell dk = 4π|k|2dk (2.33)

Figure 2.12: Spheres in k-space of radius k and k + dk. The volume of a shell of
thickness dk is given by subtracting the volume of one sphere from the other.
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The number of states is therefore given by dividing the volume of a shell, equation (2.33)

by the volume of a single energy state,

Vstate =

(
2π

L

)3

(2.34)

and introducing a factor of two, which accounts for the electron spin states, resulting in:

g(k) dk =
|k2|dkL3

π2
(2.35)

It is then trivial to show, by rearranging equation (2.30) and substituting into equa-

tion (2.35) that:

g(E)3D dE =
1

2π2

(
2m

~2

) 3
2

E
1
2 dE (2.36)

Which is known as the density of states per unit volume per unit energy, and by integration

between two different energies, can be used to calculate the number of allowable states

per unit volume.

2.2.4.2 Two Dimensions

Similarly to section 2.2.4.1, it can be shown that when confined in one direction, as in a

quantum well, that the volume of a single energy state in k-space:

Vstate =

(
2π

L

)2

(2.37)

and the volume of an annulus of allowed k-space states is given by:

Vshell dk = 2π|k| dk (2.38)

The density of states in two dimensions can therefore be shown to be:

g(E)2D dE =
m∗

π~2
dE (2.39)

It is significant to note that the two-dimensional density of states does not depend

on energy, and as such there are a significant number of states immediately available∗.

Figure 2.13 shows the density of states for a three and two dimensional system, to take

into account the other energy levels in the quantum well, the density of states equation

must be modified,

g(E)2D dE =
m∗

π~2

∑
i

Θ(E − Ei) dE (2.40)

∗Which is a very important property for laser structures, where there are a large number of states at
the lasing energy.
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Figure 2.13: The calculated density of states (DoS) for: (a) Bulk GaAs, using
equation (2.36) (b) A GaAs quantum well of well width 350nm using equation (2.39).
For a two-dimensional system the lowest available energy state is no longer at zero, but
has been shifted to a higher energy due to the quantum confinement. The spacing in
energy of the allowed quantum levels is proportional to E

1
2 and hence the 2D DoS fits

within the 3D Dos. In the limit where the spacing between the energy levels in a 2D
system tends to zero, the 3D DoS and 2D DoS are equivilent.

where Θ(E −Ei) is the Heavyside function and takes the value of zero when E < Ei and

one when E ≥ Ei when Ei] is the energy of the ith level within the quantum well.
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Chapter 3

Practical Realisation of

Heterostructure Devices and

Experimental Details

3.1 Practical Realisation of Heterostructure Devices

The practical realisation of heterostructures is an area which has been subject to extensive

research for over 40 years, and has resulted in various techniques being developed to

achieve high quality semiconductor crystal growth. The techniques described in the

following sections give only a brief overview of these approaches where they are applicable

to this thesis.

The term epitaxial growth refers to the deposition of new thin films of material, via

reactions between thermal energy molecular (or atomic) beams and the surface of a

substrate crystal onto which the new layers are grown. The substrate is held at a precisely

controlled temperature, that encourages specific growth characteristics of the material,

whilst in an ultra-high vacuum. In depth descriptions of growth techniques such as

molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition (MOCVD)

are given in references [1–4].

3.1.1 Molecular Beam Epitaxy (MBE)

MBE is distinguished from previous vacuum deposition techniques by the precise control

of growth conditions, which allows for atomic layer precision in the growth of epitaxial

structures. The growth of the epitaxial layers is governed mainly by the kinetics of the

processes occurring on the substrate surface. The MBE process uses a technique by

37
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effusion
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shutter

crystalline

substrate

heating

block

Figure 3.1: A simple schematic showing the main components under ultra-high vacuum
required for molecular beam epitaxy growth. Several effusion cells of different elements
are located such that an evaporated beam of molecules is targeted at a crystalline
substrate on a heating block, with mechanical shutters controling which elements are
incident on the substrate.

.

which high purity materials are evaporated at the target substrate, for which the rate at

which the material incident onto the substrate surface is accurately controlled by the

temperature of the solid source cells (often Knudsen-effusion-cell). The use of simple

mechanical shutters to impede the beam fluxes, and so interrupt material deposition on

the surface allows for sharp interfaces between dissimilar molecular compositions.

Figure 3.1 shows a simple schematic of the MBE growth technique. Effusion cells of

different elements are heated such that the material evaporates in a beam towards the

crystalline substrate which is rotated on a heating block. The mechanical shutters at

each cell are individually opened or closed to allow a desired composition of elements to

be incident on the substrate surface, so epitaxial growth can take place.

The incorporation of impurity atoms into the crystal structure during growth, allows for

the intentional altering of the electrical properties of the material. This process is known

as doping and is commonly used to increase the conductivity of the grown material. Two

types of doping exist, n-type where the inclusion of an impurity atom has the possibility

of donating an extra electron, and p-type, which leads to the possibility of an extra hole.

Regions of semiconductor material that have been heavily doped, such that they are

highly conductive are referred to as n+ and p+ for heavily doped n-type and p-type

materials respectively. An in depth look at the effects of doping in III-V semiconductors

by Schubert can be found in reference [5].
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3.1.2 GaAs/AlGaAs Wafer Design

The structures studied in this thesis were grown by solid source molecular beam epitaxy

at The University of Manchester and grown on semi-insulating gallium arsenide (GaAs)

substrates. The growth layers of the structures are as follows:

i) 1 μm n+ (n=7x1018 cm−3) GaAs buffer layer,

ii) 100Å doped (n=3x1017 cm−3) GaAs layer,

iii) 100Å undoped GaAs spacer layer,

iv) 45Å Al0.33Ga0.67As barrier,

v) Nominally 23 monolayers undoped GaAs quantum well A,

vi) 54Å Al0.33Ga0.67As barrier,

vii) Undoped GaAs quantum well B,

viii) 45Å Al0.33Ga0.67As barrier,

ix) 200Å GaAs space layer,

x) n=5x1012 cm−2 Si δ-doped layer,

xi) 0.4 μm n+ (n=7x1018 cm−3) contact layer.

A schematic of the layer structure is shown in figure 3.2 and the resultant conduction and

valence band structure with zero applied electric field is shown in figure 3.3. The growth

of this layer structure results in the formation of three potential barriers (Al0.33Ga0.67As

layers), which in turn form two GaAs quantum wells. The layer of δ-doping is introduced

to act as a fulcrum and create a fixed point about which the band bending, when a

Al0.33Ga0.67As Barrier

Al0.33Ga0.67As Barrier

     undoped GaAs

      n doped GaAs

GaAs Quantum Well B

     n+ doped GaAs

Al0.33Ga0.67As Barrier

δ-doped layer

 

    n+ doped GaAs

     undoped GaAs

GaAs Quantum Well AL
ay

er
s

(i)

(xi)

Figure 3.2: A schematic of the triple barrier resonant tunnelling layer structure, which
consists of n-type doped contact layers, undoped spacers layers of GaAs and an active
region of three Al0.33Ga0.67As barrier layers, alternating with two GaAs quantum well
layers.
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EF

ECB

EVB

(i) (xi)
Layers

Figure 3.3: A calculated energy band diagram using the model described in appendix B,
for a triple barrier resonant tunnelling structure described in section 3.1.2. The valence
band edge, EV B and conduction band edge, ECB are shown, along with the calculated
Fermi level, EF , which lays within the conduction band.

voltage is applied, takes place and so results in the depletion region in the emitter side of

the device becoming fixed.

A series of seven triple barrier structures were studied, with the width of quantum well

(QW) B varied by approximately one monolayer (ml) between each sample. Previous work

carried out on these samples had experimentally determined the quantum well widths by

measurements from photoluminescence excitation (PLE). The expected growth widths

for quantum wells A and B, as well as the experimentally determined well widths are

shown in table 3.1 and for more details of these measurements and well width extraction

see reference [6].

The range of samples were initially designed such that they varied from a structure

with symmetric quantum wells, to one with a high degree of asymmetry. The ratio of

quantum well A to quantum well B is therefore considered as an important measure of

Table 3.1: The measured quantum well widths by photoluminescence excitation (PLE)
[6] for the series of VMBE samples grown by MBE at The University of Manchester.
For details of these measurements see appendix C.

Sample Expected
Quantum
Well A

Width (ml)

Measured
Quantum
Well A

Width (ml)

Expected
Quantum
Well B

Width (ml)

Measured
Quantum
Well B

Width (ml)

VMBE 755 23.0 23.8 23.0 23.1

VMBE 757 23.0 24.9 22.0 23.3

VMBE 760 23.0 23.3 20.0 21.1

VMBE 761 23.0 23.8 19.0 20.3

VMBE 762 23.0 24.4 18.0 18.4

VMBE 787 23.0 23.0 16.0 16.0

VMBE 788 23.0 22.6 17.0 16.0
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Table 3.2: The ratio of the expected and measured quantum well widths for wells A
to B for the series of VMBE samples.

Sample Expected Quantum
Well Ratio A:B

Measured Quantum
Well Ratio A:B

VMBE 755 1.000 1.030

VMBE 757 1.045 1.069

VMBE 760 1.150 1.104

VMBE 761 1.211 1.172

VMBE 762 1.278 1.326

VMBE 787 1.438 1.438

VMBE 788 1.353 1.413

the structural asymmetry in the sample and is shown for the expected and measured

quantum well widths in table 3.2.

3.1.3 Device Fabrication

Fabrication of the triple barrier resonant tunnelling structure devices detailed here

was carried out using conventional semiconductor processing techniques at the Cardiff

University, School of Physics and Astronomy cleanroom. The devices were fabricated

from the as-grown wafers described in section 3.1.2 via combinations of conventional

photolithograpy, chemical etching and metal deposition. The fabrication process for

devices measured in chapters 4 and 5 is detailed in the following sections.

3.1.3.1 Photolithography

The technique of photolithography, which is also known as optical lithograpy is used to

pattern semiconductor substrates during device fabrication. The process usually involves

the transferring of a desired pattern from a “mask” (usually a clear glass tile, with a

metallic opaque pattern) onto a polymer film, known as a photoresist. The photoresist

is deposited onto the semiconductor substrate, initially in liquid form, and distributed

into an even layer across the surface by the use of a mechanical spin coater, figure 3.4(a).

The evenly spun resist is then baked on a hot plate to evaporate the solvents, forming

a solid, hard plastic polymer. The photoresists used in the fabrication of the triple

barrier resonant tunnelling structure devices were Microposit S1813 and PMGI SF6,

both of which are positive tone. The thickness of the photoresist layer is dependent

upon the speed at which the sample is spun, however typically the samples were spun

for 10 seconds at 5000rpm, resulting in a thickness once baked of 1.5µm and 600nm for

the S1813 and SF6 resists respectively, with a typical bake temperature of 95◦C for 5
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Figure 3.4: Schematics of the main processing steps in the fabrication of triple barrier
resonant tunnelling structure devices. (a) Application of S1813 photoresist to the
semiconductor substrate. (b) Exposure of the photoresist using ultraviolet radiation
and a glass mask patterned with opaque metal. (c) The resultant resist profile after
development of exposed resist to be used as an etch mask. (d) The mesa profiles once
chemical etching of the substrate has taken place and resist etch maks removed. (e)
Application of two layers of resis in a bi-layer process, SF6 and S1813. (f) The resultant
resist profile after exposure of the resist to UV radiation and development, an undercut
feature can be seen in the SF6 layer. (g) Thermal evaporation from a gold source where
a film of metal is deopsited onto the substrate and resist surfaces. (h) The remaining
gold contants and mesa profile after removal of the unwanted resist and metal.
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minutes.

Once the photoresist has been applied, the mask is brought into very close proximity

to the semiconductor substrate, and the mask and substrate combination is exposed

to ultraviolet (UV) radiation. The areas of opaque metal on the mask block the UV

radiation from reaching the photoresist underneath on the surface of the substrate,

figure 3.4(b). The exposure of the resist to UV radiation alters its chemical make up,

such that when immersed in a developer solution the exposed photoresist (for a positive

tone resist) or unexposed (for a negative tone resist) is removed. The alignment of the

mask to the semiconductor substrate, and exposure to UV radiation was performed by

using a Karl Suss Contact Mask Aligner, with the sample exposed for 6.5 seconds and

developed in Microposit MF319 developer for approximately 40 seconds. The remaining

pattern of unexposed S1813 resist, matches the pattern of the opaque metal on the mask,

figure 3.4(c), and can be used as protection for the surface of the semiconductor for metal

deposition, or as a mask for a dry or wet chemical etch.

When used as a mask for chemical etching a single layer of photoresist such as S1813 is

used, however, for deposition of metal (or dielectric material also) a bi-layer (SF6 and

S1813) resist process is used. This process is described futher in section 3.1.3.3.

3.1.3.2 Chemical Etching

Chemical etching is a technique that allows for the removal of unwanted areas of

semiconductor and is often used to electrically isolate regions of material from each other

in a desired pattern or expose certain epitaxial layers of the substrate, for example. Two

forms of chemical etching exist, the first of which is dry etching, which uses a plasma

to bombard the substrate surface with ions that remove part of the exposed material.

Various different dry etching techniques are in use, and for a more detailed look at dry

etching technology see [1].

The other is wet etching, which has been used to fabricate the devices studied in this

thesis and is used extensively in general semiconductor processing. Immersion wet etching

involves submerging the sample wafer into a solution of etchant. The process of wet

etching works by three vital steps, the reactants in the solution are transported to the

substrate surface via diffusion, chemical reactions occur at the surface of the substrate

and the products of these reactions are carried away via diffusion. The etch rate, which

is the amount of material removed per unit time can vary with etchant temperature and

the agitation of the sample within the etchant solution.

The wet etching process used for GaAs used a solution of de-ionised water, Ammonia

and Hydrogen Peroxide in a ratio of 20:1:1, with an etch rate of ≈ 600 nm/min. The

samples were etched to a mesa depth of ≈ 0.65µm, to isolate the active region of each
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resonant tunnelling device and the resist protecting the mesa removed. The resulting

surface profile appears similar to that shown in figure 3.4(d) and the etch depth was

monitored and recorded by performing line scans on a Dektak Stylus Profiler.

3.1.3.3 Ohmic Contact Processing

To electrically contact, and therefore provide the ability to manipulate the electric field

across the active region of the resonant tunnelling structures, contacts to the highly doped

contact layers (epitaxial layers i and xi) were required. Ohmic contacts on top of the

mesa, and on the etched surface of the substrate were patterned using photolithography

in a similar process to that described in section 3.1.3.1, however two layers of resist spun

onto the substrate, figure 3.4(e). The first layer of resist (SF6) was applied using the

standard spin recipe of 5000rpm for 10s, and then baked at 95◦C, but on this occasion

for 10 minutes. The second layer of resist (S1813) was also applied with the standard

spin recipe, but baked at the lower temperature of 80◦C for 5 minutes. The resist layers

were then exposed to UV radiation with the desired contact mask pattern for 4.5s and

developed in MF319 for 8s, figure 3.4(f).

Each of the resists have different exposure/development properties and these are exploited

to create a resist profile, where the resist removed from the second layer (SF6) undercuts

the top layer (S1813). To achieve this the desired areas of the top layer of resist (S1813)

are exposed to UV radiation as per standard contact photolithography, the difference

however comes from the development process. For the S1813 layer, the exposed resist

is removed via the developer fluid as usual, but the SF6 underneath also comes into

contact with the developer once the top layer of resist is removed. The SF6 resist which

is contacted by the developer is therefore also removed, as it does not require the need

for exposure to UV radiation. This results in a region of resist with an undercut in the

SF6 resist, which can be seen in figure 3.4(f). Resist profiles which exhibit an undercut

are extremely useful as they reduce the possibility of creating a continuous film of metal

across the surface of the sample, which can be problematic when attempting to remove

the unwanted metal.

The metal is deposited onto the surface of the sample by a process known as thermal

evaporation, and this process works on a simple basis where the samples are placed into

a chamber in which a vacuum is created. A crucible of metal, which is targeted at the

surface of the samples, is heated until metal atoms evaporate from the metal source,

providing a beam of metal which is deposited into the target area. A thickness monitor

placed close to the samples within the target area measures the rate and thickness of

the metal deposition and simple mechanical shutter across the metal source is used to

control when the deposition can take place. The energy of the metal atoms which reach
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the target surface, and the rate at which they do so is controlled by the temperature of

the metal source.

The top (on top of the mesa) and bottom (at the base of the mesa on the etched

semiconductor surface) contacts were made by depositing AuGe/Ni/Au (gold-germanium,

nickel, gold) layers onto the surface of thickness 100 nm, 28 nm and 300 nm respectively

(figure 3.4(g)). Once removed from the thermal evaporator the unwanted metal on the

surface of the sample (on top of the resist layers) was removed by removing the resist,

resulting in patterned sample surface of mesas and contacts (figure 3.4(h)). To create

a good ohmic contact between the metal and the semiconductor, the contacts are then

alloyed by Rapid Thermal Annealing, (RTA) at 390◦C for 30s.

3.1.4 Device Packaging and Design Evolution

To perform the electrical measurements described in chapters 4 and 5 the fabricated

samples were mounted into 20-way ceramic packages, which have an inner recess of

3.6 mm by 3.6 mm for sample mounting, an example of which is shown in figure 3.5. The

fabricated samples were cleaved into smaller sections with dimensions less than 3.6 mm

by 3.6 mm and mounted into the 20-way ceramic packages using Low Temperature GE

Varnish, which has excellent bonding properties and good thermal conductivity down to

low temperatures.

Electrical bonds between the ceramic package pin contacts, highlighted in figure 3.5 and

the desired contact pad on the semiconductor device were made by a West Bond 7400A

wedge-wedge wire bonder, which had been modified for fine gold wire of diameter 12.5µm.

The wire bond were made via process called wedge bonding in which a force and heat are

Figure 3.5: An optical image of a typical 20-way ceramic package used for sample
mounting. The diced up sample chip is mounted into the package recess using low
temperature GE varnish. Electrical bonds are made between the contacts on the
semiconductor substrate and the individual pin contacts on the package via a gold wire
using a wedge bonding technique.

.
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Top 
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Bottom

Contact

Figure 3.6: An optical microscope image of a V1.0 triple barrier resonant tunnelling
structure chip. Bond wires can be seen making contacting the gold top of various size
mesa structures and the gold bottom contact. The large distance between the device
mesas and bottom contact introduces a large series resistance in the measurement circuit
and is problematic for resonant tunnelling structure measurements.

.

applied on the wire and contact pad to form the bond. Often ultrasonic power is used to

assist in making the bonds, however this has not been applied to the devices studied in

this thesis.

Three versions of the triple barrier resonant tunnelling structure (TBRTS) devices were

fabricated following the processes described in section 3.1.3. The first generation of

devices, V1.0, figure 3.6 consisted of devices which varied in size (50 µm to 200 µm)

and shape (circular and square) and a large single bottom contact. Although the

remaining GaAs substrate is highly doped, and therefore relatively conductive, the large

distance (≈ 2-3 mm) between the device mesas and the bottom contact introduced a

series resistance into the measurement circuit, which is problematic for measurement of

resonant tunnelling devices. A full explanation of the problems caused by series resistance

in the measurement circuit can be found in section 4.3.4.

In an attempt to reduce the series resistance in the measurement circuit a second version

Devices

Top 

Contacts

Bottom 

Contacts

Figure 3.7: An optical microscope image of a V2.0 triple barrier resonant tunnelling
structure chip. Bond wires can be seen making contacting the gold top of various size
mesa structures and the gold bottom contacts, which are now much closer (≈ 50-500µm)
to the devices. This resulted in a reduction of the series resistance introduced into the
measurement circuit.

.
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Figure 3.8: An optical microscope image of the V3.0 design contact mask. The
bottom contact surrounds the top contact and is placed such that it will be in very close
proximity to the mesa side wall.

.

of samples, V2.0 were fabricated, which consisted of the same variation of size and shape

devices as V1.0. The difference between these two version however was the placement

of the bottom contact such that it was significantly closer than the previous devices.

Figure 3.7 shows an optical microscope image of a V2.0 device where it can be seen

that the bottom contact is now within ≈ 50-500 µm of the devices, which significantly

reduced the amount of series resistance introduced into the measurement circuit.

Figure 3.8 shows an optical microscope image of part of the mask set that was designed

to further reduce the series resistance as it was clear that further improvements could be

made. In this design the bottom contact surrounds the top contact, such that it is very

close to the mesa edge wall (≈ 5µm) with devices which have individual, or common

bottom contacts. A variety of different size mesa devices were designed, ranging from the

smallest of 60µm x 60µm to the largest of 200µm x 200µm. The reported measurements

in chapters 4 and 5 were taken from the V3.0 design devices and a scanning electron

microscope (SEM) image of a fabricated V3.0 60µm x 60µm mesa device is shown in

figure 3.9.

Top 

Contact

Bottom 

Contact

Figure 3.9: A scanning electron microscope image of a 60µm x 60µm mesa V3.0
device. The top contact on the top of the mesa and bottom contact, surrounding the
mesa can clearly be seen, with the distance between the bottom contact and the mesa
sidewall being approximately 5µm.

.
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3.2 Experimental Details

The electrical, current-voltage (I(V)) measurements described in chapters 4 and 5 were

carried out at Cardiff University in a closed cycle helium pulse tube cryostat with the

ability to vary temperature between 2.8K and 310K.

3.2.1 Variable Temperature Measurement System

For measurement the 20-way ceramic packages were mounted into a package holder

on the cold-finger of an Oxford Instruments Optistat AC-V12 system, which consists

of a Cryomech, Inc PT403 cold head, Cryomech, Inc CP830 helium gas compressor

which is water cooled and an Oxford Instruments Mercury iTC temperature controller.

This system is capable of cooling samples to 2.8K without the need for liquid cryogens

significantly improving the running costs and ease of use. The sample space of the

PT403 cold head is held in a vacuum, produced by a œrlikon leybold vacuum turbolab 80

basic turbomolecular pump system with a dry compressing backing pump. A simplified

schematic of the main components of a pulse tube refrigerator is shown in figure 3.10.

 

 

1st Stage

40~75K

 

2nd Stage

< 3K

 

Helium 

Compressor

Cold 

Finger

Sample

Holder

2nd Stage

Pulse Tube

Regenerator

1st Stage 

Pulse Tube

Heater 

Thermometer

Vacuum

space

Cold Head

Heat Sink

~ 300K

Figure 3.10: A simplified schematic of the main components in a pulse tube cryostat.
A helium compressor generates an oscillating pressure, which in turn generates an
oscillating gas flow. The expansion of helium gas in the pulse tubes reduces the
temperature of the first and second stages. The pulse tubes and temperature stages
are held in vacuum and thermally shielded to minimise any heat conduction between
outside of the cryostat and the low temperature stages.

.
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The main advantage of pulse tube cryorefrigerators over a Gifford-McMahon cryocooler

(about which more information can be found in [7, 8]) is that they have no moving parts

in the low temperature region, and as such vibrations within this region are significantly

reduced. Pulse tube cryorefrigerators use an oscillating pressure at the compressor to

generate an oscillating gas flow within the rest of the system, with the cooling power

provided by the expansion of helium gas within two pulse tubes. The first pulse tube is

thermally anchored to the first stage cold plate which provides cooling power between

40K to 75K and the second anchored to the second stage cold plate which achieves

temperatures as low as 2.8K. A regenerator, which is a kind of heat exchanger cools

incoming gas to the pulse tubes and warms outgoing gas to ambient temperatures. A

copper cold finger, onto which the samples are mounted is attached to the second cold

plate, along with a resistive heater and a Rhodium-Iron thermometer which have been

calibrated to control the sample temperature attached to the end of the cold finger. For

more information on pulse tube refrigerators see [9, 10].

The Mercury iTC Temperature Controller is programmable via a USB interface and is

controlled by a bespoke computer program written in the Python programming language,

allowing for fully automated temperature sweeps over the whole temperature range. When

the temperature of the sample is changed a time delay is introduced before electrical

measurements are performed to ensure that the sample is in thermal equilibrium with

the cold finger and thermometer due to the distance between the sample at the end of

the cold finger, and the thermometer and heater at the top of the cold finger. The wires

that provide electrical access to the sample holder at the base of the cold finger and the

are thermally anchored to the heat exchanger and cold finger in order to minimise the

heat conducted to the sample along the wires and exit the cryostat on the cold head via

10 pin Fischer connectors.

3.2.2 Current-Voltage (I(V)) Measurement Set Up

The current-voltage measurements described in chapters 4 and 5 were carried out using an

Agilent Technologies B1505A Power Device Analyzer/Curve Tracer controlled via a GPIB

interface using a bespoke computer program written in the Python programming language.

The B1505A Curve Tracer was equipped with two Agilent Technologies B1510A High

Power Source Monitor Unit (HPSMU), an Agilent Technologies B1512A High Current

Source Monitor (HCSMU) and an Agilent Technologies B1513B High Voltage Source

Monitor Unit (HVSMU).

Two of the B1505A plug-in modules were used in the measurements described in this

thesis; The B1512A HCSMU was utilised for to provide voltage pulses of down to 500µs

pulse width in the 10µA to 1 A range, which, due to the high current density of TBRTS
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devices, was essential when measuring the large area devices examined in sections 4.6

and 4.7. A single B1510A HPSMU was used to maintain the bottom contact of the

device at ground (0.0 V) as it too could handle currents up to 1 A, which was again

necessary for sections 4.6 and 4.7.

A four-wire measurement technique was used to eliminate the series resistance due to the

lead resistances from the measurement circuit by bonding two wires to each of the top

and bottom contacts of the devices. The HCSMU and HPSMU plug-in modules both

have two channels, known as the force and sense. The force channel sets the desired

voltage output, whilst the sense channel measures the voltage, VM in this case, between

the voltage output (VSense +) and ground (VSense -) sides of the device under test (DUT).

Due to the resistance of the leads (RLead 1 and RLead 4) the voltage across the DUT

is less than is the desired voltage, VDesired, therefore the voltage between the output,

VOut + and ground, VOut - is increased until VDesired is equal to VM and current in the

circuit is then measured. This technique ensures that the only series resistance, RS,

(not due to variable resistance, RRTD of the resonant tunnelling diode) is due to the

ohmic contacts and the semiconductor substrate between the bottom of the mesa and

the bottom contact. Figure 3.11 shows a circuit diagram for the four-wire measurement

technique described.

HPSMU

B1510A

+
-

VM

HCSMU

B1512A

A

DUT

RLead 1

RLead 2

RLead 3

RLead 4

VOut +

VSense +

VOut -

VSense -

Agilent

Curve Tracer

B1505A

Figure 3.11: A schematic showing the circuit for the current-votlage measurements
discussed in chapters 4 and 5. The measurement hardware and four-wire technique used
down the device under test (DUT) are explained in the main body text.

.
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Chapter 4

Tunnelling in Triple Barrier

Resonant Tunnelling Structures

The physics of resonant tunnelling structures has been studied for over 45 years, since

they were first proposed by Esaki and Tsu in 1970 [1, 2]. Such devices exploit the

phenomenon known as quantum mechanical tunnelling to produce resonant current

peaks and an associated negative differential resistance (NDR) region. Many exciting

applications, as described in section 1.1, have been developed based on these principles

and a basic theoretical explanation of quantum mechanical tunnelling and results from

characterisation of devices described in chapter 3 are presented in this chapter.

4.1 Quantum Mechanical Tunnelling

When length scales are reduced to those of the order of the thermal deBroglie wavelength

(equation (2.17)), it is quantum mechanics and therefore the wavefunction of the charge

carriers which dominate their behaviour. If we consider the case of a single electron

state and potential barrier, as shown in figure 4.1, then classically, if the electron has an

energy, E1, which is less than that of the potential barrier, V0, then an electron travelling

from the left (region I) towards the right (region III) would be blocked by the potential

barrier (region II) and its motion reflected.

However, as briefly mentioned in section 2.2.3.1, part of the electron wavefunction penet-

rates into the classically “forbidden” potential barrier region and decays exponentially

towards zero. If the potential barrier is thin, such that the electron state wavefunction

does not decay to zero∗, then the wavefunction continues to propagate on the other

∗The wavefunction only truly collapses to zero at infinity, and as such there is always the possibility
of tunnelling no matter the length or height of the potential barrier.

53
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Region I Region III

Region II

E1

E

V0

Figure 4.1: A schematic showing a single potential barrier, of height V0. The wave-
function of a state with less energy than V0 propagates from the left-hand side of the
barrier (region I) and penetrates into the clasically forbidden barrier, region II. The
wavefunction decays exponentially in the barrier region, but does not decay totally to
zero, it then continues to propagate on the right-hand side of the barrier (region III)
with a smaller amplitude than region I.

.

side of the potential barrier. This therefore allows for the possibility that any electrons

which occupy such states have a finite probability (equation (2.24)) of being transmitted

through the potential barrier, and it is this process which is known as quantum mechanical

tunnelling.

(a) (b)

Figure 4.2: (a) The calculated transmission probability T (E) as a function of energy
for the single potential barrier shown in figure 4.2(b), the method for calculation is
based on that described in [3]. (b) A single potential barrier of energy 0.3eV and width
8nm. The effective masses used in the calculation of figure 4.2(a) for the barrier and
outer regions are 0.09439me and 0.067me respectively, where me is the electron rest
mass.
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The probability that an electron incident on the potential barrier will be able to tunnel

and emerge on the other side is known as the transmission coefficient and varies as a

function of energy, T(E). A variety of different theories for calculating the transmission

coefficient have been developed [2, 4–7], with the accuracy of each theory dependent

upon the potential profile being examined. An important development in this field were

the calculations performed by Ando and Ito in 1986 for the calculation of transmission

probability across arbitrary potential barriers. Their method uses a simple multi-step

potential approximation which is applicable to various potential barriers and wells, which

include continuous variations of potential and effective mass. Figure 4.2(a) shows the

calculated transmission probability as a function of energy for the potential barrier shown

in figure 4.2(b), the method used to calculate the transmission probability is based on

those performed by Ando and Ito [3].

Figure 4.2(a) allows us to see that for a potential barrier of the type shown in figure 4.2(b),

that there is a finite, but small probability that any electrons incident on the barrier

(travelling left to right, or similarly for right to left) will tunnel through. The probability

of tunnelling is not only highly dependent upon the energy of the electrons in the given

direction, but is also depends highly on the width of the tunnelling barrier, reducing

exponentially with increasing barrier width and it is this principle on which the scanning

tunnelling microscope (STM) is based.

4.2 Tunnelling in Multi-Barrier Heterostructures

For multi-barrier heterostructures, where there are 2 or more potential barriers between

which a quantum well is formed, the tunnelling probability changes dramatically, at first

glance, in a non-intuitive way. From section 4.1 it would be reasonable to assume that

the introduction of a second, or subsequent potential barriers would reduce the possibility

of tunnelling further, for all energies, however this is not the case, as can be seen from

figure 4.3(a) which shows the calculated transmission probability T (E), for a double

barrier, single quantum well.

With the addition of a second potential barrier, the transmission probability significantly

decreases for the majority of values of energy as one would naturally expect. However, if

the second potential barrier is in close enough proximity to the first such that a quantum

well is formed, then the behaviour of the transmission probability at energies near to

and equal to those of the confined states in the quantum well dramatically increases.

Figure 4.3(b) shows the n = 1 and n = 2 quantum well states, and at energies in close

proximity to those of these confined states the probability of transmission through the

structure rapidly increases, with a peak in probability occurring at the energy equal

to that of the confined state. The magnitude of this peak in tunnelling probability is
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(a)

n = 1

n = 2

(b)

Figure 4.3: (a) The calculated transmission probability T (E), for the double potential
barrier single quantum well heterostructure shown in figure 4.3(b) (solid blue line) and
the single potential barrier (dotted red line) from figure 4.2. Clear resonant peaks in the
tunnelling probability can be seen at energies equal to those of the confined states shown
in figure 4.3(b). (b) The potential profile and associated confined state wavefunction
(solid blue line) and probability density (dotted red line) for a double barrier single
quantum well heterostructure with well width 67Å and barrier widths 8nm. In this
structure n = 1 and n = 2 quantum well states are formed, with the wavefunction only
calculated for the barrier and quantum well regions.

dependent on the symmetry of the structure in question, and for a totally symmetric

structure, as shown in figure 4.3(b) the maximum probability of unity occurs. Therefore,

for charge carriers at the correct energy the structure is transparent, and in the ideal

case of zero scattering centres, their motion is unaffected by the structure.

A similar effect is seen in the transmission probability with the addition of a third

potential barrier to form a triple barrier, double quantum well heterostructure which

is the basis of the devices studied in this thesis. Figure 4.4(a) shows the tunnelling

probability of such a structure, with the potential profile shown in figure 4.4(b). The

formation of two quantum wells now results in not only a single n = 1 state localised

to each quantum well such as in figure 4.3(b), but a doublet pair which consists of a

symmetric and anti-symmetric (about the middle barrier) which are coupled if the middle

barrier is thin. Peaks in the tunnelling probability are seen for the n = 1 and n = 2

doublet states and for a totally symmetric structure the tunnelling probability is once

again unity.

If a fourth potential barrier is added to the structure, then the n = 1 and n = 2 states

form a triplet pair, and so on with the addition of further barriers with the number of

states for each n = 1, 2, 3... level given by a Nstates = NBarriers − 1. Heterostructures

which consists of many barriers forming many quantum wells are known as superlattices
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(a)

n = 1

n = 2

(b)

Figure 4.4: (a) The calculated transmission probability T (E), for the triple potential
barrier double quantum well heterostructure shown in figure 4.4(b). Four resonant peaks
in the tunnelling probability can be seen at energies equal to those of the four confined
states shown in figure 4.4(b). A close up of the region indicated by the dashed box
shows that although very close together, there are two distinct peaks for the n = 1
level. (b) The potential profile and associated confined state wavefunction (solid blue
line) and probability density (dotted red line) for a triple barrier double quantum well
heterostructure with well widths 67Å and barrier widths 8nm. In this structure two
n = 1 and two n = 2 sub-band quantum well states are formed, with the wavefunction
only calculated for the barrier and quantum well regions.

and the states for each n = 1, 2, 3... level are collectively referred to as a minibands. The

superlattice is the basic structure on which the Quantum Cascade Laser was developed

[8].

4.3 Resonant Tunnelling

Resonant tunnelling refers to the tunnelling of charge carriers (most commonly electrons)

due to the sharp resonant peaks in the tunnelling probability around certain energies

as described in section 4.2. This section aims to explain the mechanism of resonant

tunnelling firstly in the simpler, more studied, double barrier resonant tunnelling structure

and secondly in the more complex triple barrier resonant tunnelling structure (TBRTS).

4.3.1 Double Barrier Resonant Tunnelling Structures

Figure 4.5 shows a simulated current density vs voltage plot at 3K for a double barrier

resonant tunnelling structure similar to those discussed in section 4.2. The plot shows
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Figure 4.5: A simulated current density vs voltage plot for a double barrier resonant
tunnelling structure showing a resonant current peak followed by a region of negative
differential resistance. The labels a,b,c and d refer to figures 4.6(a) to 4.6(d) respectively
which show the conduction band potential profile, local density of states (LDOS) and
tunnelling probability (T(E)) at each point.
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Figure 4.6: The simulated (details of which can be found in appendix B) conduction
band potential profile, local density of states (LDOS) and tunnelling probability for a
double barrier resonant tunnelling structure for applied voltages of: (a) 2 mV, (b) 58
mV, (c) 114 mV and (d) 180 mV.
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typical resonant tunnelling diode behaviour, with a rapid switch on, an increasing current

which peaks and is then followed by a region of negative differential resistance (NDR).

The conduction band potential, local density of states (LDOS) and tunnelling probability,

T(E), for various voltages are shown in figures 4.6(a) to 4.6(d). When the structure is

under very low bias (figure 4.6(a)), between 0 mV and ≈50 mV, the device is highly

resistive and very little current flows. This is due to the fact that although there are

energies at which the tunnelling probability is near unity (≈ 28 meV for figure 4.6(a)),

there is also a well defined Fermi level, EF (at ≈ 0.0 eV) below which almost all of the

occupied electron states lay. Therefore as the “resonant state” energy in the quantum

well is greater than EF there are very few electrons available at the appropriate energy

to resonantly tunnel and as such a very low current flows.

Once enough voltage has been applied the resonant confined quantum well state starts

to energetically align with that of the Fermi level in the emitter region of the device,

figure 4.6(b). As there are now many electrons that have the same energy as the confined

state, and still a near unitary tunnelling probability at these energies, there is a rapid

increase in the net current through the device.

With further increase in voltage the current continues to increase and reaches maximum

where the confined resonant state is nearly energetically equal to that of the conduction

band edge, as can be seen from figure 4.6(c). The increase in current as the energy of the

confined state approaches that of the three dimensional emitter conduction band edge at

first may seem counter-intuitive, but is described in detail in section 4.3.3.

The current through the RTD then begins to decrease with the application of higher

voltages and results in a region of negative differential resistance (NDR), which is shown

in figure 4.5. The decrease in current with increasing voltage occurs due to a decrease in

the tunnelling probability, which is caused by the confined state energy dropping below

the conduction band edge and so a reduction in the number of carriers energetically

aligned with the confined state. Figure 4.6(d) shows such a situation and it can clearly

be seen that the tunnelling probability is now far from unity, although there are still

many carriers available to tunnel in the far left of the emitter region.

It is therefore important to note that for a DBRTS it is the energetic alignment of the

resonant confined state with the charge carriers in the emitter region of the device that

dominates the net current flow.

4.3.2 Triple Barrier Resonant Tunnelling Structures

For triple barrier resonant tunnelling structures (TBRTS) the resonant tunnelling beha-

viour is similar to that described in section 4.3.1, however there are subtle differences. For

a TBRTS, as in a DBRTS, the device remains highly transparent to charge carriers which



Chapter 4. Tunnelling in TBRTS 60

have energies equal to and around the resonant peaks in the tunnelling probability, and

very opaque to all other carriers with energies less than the confining barrier potentials.

The tunnelling probability for a TBRTS under zero bias is shown in figure 4.7(a), in

which four resonant peaks with maximum tunnelling probability equal to one can be

seen, as explained in section 4.2.

At low temperatures there is still a well defined Fermi level, EF in a TBRTS device, and so

the energetic alignment of the confined state resonant peaks in the tunnelling probability

with the emitter electron distribution still remains important, however, there is an added

layer of complexity. As there are two quantum wells in the structure, doublet pair

subbands for the n = 1 and n = 2 levels form (as described in section 4.2). If the middle

potential barrier is thin, then there is strong coupling between the states in the first

and second quantum wells, and so the electron wavefunction is equally localised between

them, as seen in figures 4.4(b) and 4.8(a). For these states, the electron wavefunction

extends across the entire structure (from the emitter to the collector), which results in

electrons, which are energetically aligned to these states being able to tunnel with a high

(unity for a perfectly symmetric structure) probability.

However, with the application of an external voltage across the structure, such as in

figure 4.8(b), the shape of the confining potential and relative energy of each quantum

well changes. This results in a change in the energy of the wells confined states, but more

importantly, the wavefunctions of each of these states now become more localised to a
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Figure 4.7: (a) The calculated tunnelling probability, T(E), for a triple barrier resonant
tunnelling structure under zero bias, as seen in figure 4.8(a). Two resonant peaks for
each quantum well subband can be seen, with the tunnelling probability at the resonant
peaks being unity. A magnified look at the n = 1 subband resonant peaks is shown inset.
(b) The calculated tunnelling probability, T(E), for the structure seen in figure 4.8(b)
which has an applied voltage of 50 mV. A dramatic decrease in the tunnelling probability
for the n = 1 subband resonances can be seen, caused by the energetic misalignment of
the subband states. A decrease is also seen in the tunnelling probability for the n = 2
subband states, however this is smaller as these states are still partially energetically
aligned.
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Figure 4.8: The simulated (details of which can be found in appendix B) conduction
band potential profile and local density of states for a triple barrier resonant tunnelling
structure for applied voltages of: (a) 0 mV, (b) 50 mV. The tunnelling probability for
(a) and (b) are shown in figures 4.7(a) and 4.7(b).

specific well (figure 4.9) and as such the wavefunctions no longer penetrate as far into

the collector or emitter regions (dependent on whether the state is localised more to the

emitter or collector quantum well respectively). This therefore reduces the probability

that electrons at the confined state energies will tunnel through the entire structure and

is reflected in the dramatic decrease (by over a factor of 50) in the maximum value of

n = 1

n = 2

Figure 4.9: The potential profile and associated probability density (red line) for a
triple barrier double quantum well heterostructure with a voltage of 50 mV applied in
a linear potential drop model. In this structure two n = 1 and two n = 2 sub-band
quantum well states are formed, however, due to the applied voltage the n = 1 states are
highly localised to a specific quantum well, which results in a decrease in the tunnelling
probability for these energies (as can be seen in figure 4.7(b)). The n = 2 states also
become more localised to a specific quantum well, however the effect is not as strong.
The wavefunctions in this simulation are only calculated for the barrier and quantum
well regions.
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the tunnelling probability at the resonant energies, which is shown in figure 4.7(b).

The flow of charge carriers through a triple barrier structure therefore is not only con-

trolled by the energetic alignment with the emitter electron distribution, but also the

energetic alignment of the quantum well states with each other. As a result, TBRTS are

far more complex than the more studied and conventional DBRTS with current-voltage

characteristics that have not only one, but several current resonances and associated

regions of negative differential resistance. Other effects such as accumulation of charge

in the quantum wells and a switch between a 3D to 2D emitter state are more profound

in TBRTS and so the design for the optimisation of such structures must therefore be

carefully considered and tailored to specific applications, as has been done in chapter 6.

4.3.3 Three Dimensional to Two Dimensional Tunnelling

The discussion of resonant tunnelling has thus far only focused on the energetic alignment

of the confined quantum well (QW) states with that of the emitter charge carrier

distribution. Therefore it may seem counter-intuitive that the maximum current through

a resonant tunnelling device (particularly for a DBRTS) often occurs when the QW

states are aligned with, or just above the conduction band edge in energy.

As figure 4.10 shows, for a degenerately doped semiconductor, the Fermi level, EF in

the 3D emitter, lays within the conduction band and for low temperatures there is a

well defined electron distribution. The maximum carrier density therefore occurs just

below the Fermi level, and as such should provide the largest number of carriers able to

resonantly tunnel, hence creating the largest current flow. However, this is not the case

x

(eV-1cm-3)

Figure 4.10: The electron distribution in the conduction band of a degenerately doped
three dimensional semiconductor region, such as the emitter in a resonant tunnelling
structure. The distributions are shown for low temperatures of 3K (solid blue), 24K
(dotted green) and 45K (dashed red) and it can be seen the maximum carrier density is
seen well above the conduction band edge (0.0 eV).
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(a)

kz

kx

ky

(b)

Figure 4.11: (a) The distribution of occupied states for three dimensions in reciprocal
space, this solid sphere at 0K is known as the Fermi sphere. (b) A two dimensional
system, confined in the kz direction. For this state the allowable wavevectors are given
by an infinite sheet in the kx and ky directions, with thickness ∆kz.

as charge carriers which are able to tunnel through the structure must not only fulfil the

requirements of the conservation of energy, but momentum must be conserved also. i.e.

The wavevector of the charge carriers in the confined direction, must be equal to that of

the confined state.

Figure 4.11(a) shows the distribution of occupied electron states in three dimensions

(kx,ky,kz) in reciprocal space. At 0K this known as the Fermi sphere, where all states

whose wavevector is less than the radius of the sphere, kF are occupied. For a two

dimensional system, such as the confined quantum well states, where there are only two

free directions (kx and ky), which may take any value and a well defined kz. Therefore

the allowable wavevectors for the confined state form an infinite sheet in the kx and ky

direction, of thickness ∆kz, as illustrated in figure 4.11(b).

For carriers wishing to tunnel between a 3D system into a 2D system, the wavevectors

kx

ky

(a)

kz

kx

ky

(b)

Figure 4.12: The intersection of a three dimensional and two dimensional (confined
in the kz direction) allowable wavevectors in reciprocal space, for: (a) A small energy
(or wavevector, kz) below the surface of the Fermi sphere. (b) At the equator (in kz
of the Fermi sphere), i.e. the conduction band edge. The wavevectors which fulfil the
conservation of momentum and energy requirements for 3D to 2D tunnelling are shown
by the formation of a disc of thickness ∆kz where the Fermi sphere and infite sheet
overlap (shaded in red).
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which match these conditions and so are able to tunnel, are given by the intersection of

the two dimensional infinite sheet and the three dimensional Fermi sphere, as shown in

figures 4.12(a) and 4.12(b). This intersection, and therefore number of tunnelling charge

carriers reaches a maximum at, or just above the equator of the Fermi sphere, where kz

in the conduction band is approximately zero, i.e. the conduction band edge.

4.3.4 The Effects of Series Resistance

As briefly mentioned in section 3.1.4, any series resistance in the measurement circuit has

a drastic effect on the I(V) characteristics measured. For an ideal resonant tunnelling

structure, such as the one simulated in figure 4.5, the series resistance would be zero.

However, in practice this is not achievable and so every effort must be made to minimise

the series resistance in the circuit when measuring any device which exhibits regions of

negative differential resistance. Figure 4.13 shows the simulated ideal characteristic for a

double barrier resonant tunnelling structure with zero series resistance (blue diamonds),

and the same characteristic modified for a simulated series resistance of 1.5x10−6 Ωcm2,

which is equivalent to ≈ 42 mΩ for a 60µm × 60µm diode (red circles and black crosses).

With the introduction of a series resistance into the measurement circuit, simulated via

equation (4.1),

VTotal = VDUT

(
RDUT +RSeries

RDUT

)
(4.1)

it is possible to see that when the series resistance, RSeries is small compared to the

resistance of the DUT, RDUT, (V < 50mV and V > 200 mV in figure 4.13) then there is
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Figure 4.13: A simulated current density vs voltage plot for a double barrier resonant
tunnelling structure as previously shown in figure 4.5, the blue diamonds indicate the
ideal characteristic with no simulated series resistance. A series resistance of 1.5x10−6

Ωcm2 (equivalent to ≈ 42 mΩ for a 60µm × 60µm diode) has been simulated and added
to the ideal I(V) characteristic and is indicated by the plot of red circles and black
crosses. The black crosses indicate the data points which could possibly be “lost” by a
conventional I(V) measurement circuit.
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little effect on the measured characteristic in this region, because the majority of the

applied voltage is still dropped across the DUT. However, where the RSeries is similar

in magnitude or greater than RDUT, (50 mV < V < 200 mV) then the majority of the

voltage is now dropped across the series resistance and as such a large voltage must be

sourced to drop the desired amount across the DUT. This has the effect of shifting the

low DUT resistance region of the curve (i.e. high current values in the resonant peak)

out to higher voltages, whilst the high DUT resistance regions remain the same.

As there are now two values of current which occur at the same voltage a bistable region

is formed, where the device may switch between the high and low current stable states.

This bistable region can often be seen in the difference between measurements performed

in the forward (zero to finite voltage) and backwards (finite voltage to zero) directions

as a hysteresis in the I(V) characteristic, as shown in figure 4.14. The voltage at which

the measurement switches between the high and low current states is dependent on the

characteristics of the measurement circuit, and as such the data plotted by black crosses

in figure 4.13 show the data points which may be lost.

A measurement circuit was designed by Martin et al. [9] to probe this region of bistability

utilising an active circuit to modify the measurement load line from a conventional

one with a positive slope, to one with a negative output resistance. Although these

measurements were important in the proof that this bistability is intrinsic, for practical

devices it is much simpler to minimise the series resistance by making alterations to the

device design and fabrication process, as well as having the beneficial effects of reduced

power consumption and device heating.
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Figure 4.14: Simulated current density vs voltage plot for a double barrier resonant
tunnelling structure with a simulated series resistance. A bistable region forms due to
the introduction of a series resistance, which can lead to a hysteresis in the forward and
backwards measured directions. The forward measured direction plot is shown by the
black crosses, where the DUT remains in the high current stable state in the bistable
region where as the red circles show the backwards measurement direction where the
DUT remains in the low current state.
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4.4 The Symmetric Triple Barrier Resonant Tunnelling

Structure

In this section the current-voltage (I(V)) characteristic for the nominally symmetric

triple barrier resonant tunnelling structure (TBRTS), VMBE 755, at low temperature are

presented. Details of the measurement technique, sample structure and device fabrication

can be found in chapter 3.

4.4.1 Positive Bias Characteristic

The positive bias I(V) characteristic in the forwards and backwards sweep directions for

the nominally symmetric TBRTS at 3K are shown in figure 4.15(a). There are three

main features of interest, labelled F1, F2 and F3, each of which exhibits a region of

negative differential (NDR) resistance which is characteristic of the resonant tunnelling

process as explained in section 4.3. The origin of the low voltage features F1 and F2 can

be explained by modelling the application of an external voltage across the nominally

symmetric TBRTS in a simple linear drop model across the undoped region, as illustrated

in figure 4.16. The model is only valid for low voltages and loses accuracy with increasing

voltage as it makes several assumptions to simplify the situation and predict the voltages

at which the resonance peaks (i.e. alignment of a confined level with the conduction

band edge) occur. The main assumptions made are:
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Figure 4.15: (a) The positive bias, forward and backward direction, Current Density
vs Voltage characteristic for a 60 µm x 60 µm nominally symmetric TBRTS. Three
main features of interest are visible, with each indicated by a red ellipse and labelled
F1, F2 and F3 respectively. (b) An enlarged plot of the feature, F1 from figure 4.15(a).
Each of the features, F1, F2 and F3 show a region of negative differential resistance
which is characteristic of the resonant tunnelling process.
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Figure 4.16: A schematic of the conduction band edge potential profile for a simple
linear voltage drop model, with a voltage of Vs applied. The energy of the first and
second QW confined states, EW1 and EW2 are assumed to be shifted in energy by the
same amount as a point in the middle of their respective QW. Only the length of the
undoped spacers and the active region of the device, LT are considered, whilst the
distance to the centre of the first and second QWs are LW1 and LW2 respectively.

i) The voltage is dropped linearly across only the length of the undoped spacer layers
and the active triple barrier region of the device.

ii) Only the ground (n = 1) states of the quantum wells contribute to the resonances
and any charge accumulation in the quantum wells is neglected.

iii) The energies of the ground states are shifted by the same amount as a point in the
middle of their respective quantum well.

iv) The distance, Lstate over which the amount of voltage required to align the state is
dropped is taken to be the distance from the point held at 0.0 V to the centre of the
respective quantum well.

v) Any confined states in the triangular well in the emitter region are neglected.

The expression for the voltage required, Vs, to align a confined state with the conduction

band edge can therefore be shown to be:

Vs =
Estate

q

(
LT

Lstate

)
(4.2)

where only the energy of the confined state, Estate, distance to the centre of the states

respective quantum well from the point held a 0.0 V, Lstate, the total length of the linear

voltage drop region, LT and the carrier charge, q, need to be known.

It is worth noting that at the maximum applied voltage of 0.5 V in these structures, if

entire voltage drop is across the region described by the simple linear model then the

calculated
1

FElectric
value is ≈ 1.2 × 10−6 cmV−1. This falls below the applied electric

field at which impact ionisation becomes significant in GaAs [10] and so impact ionisation

in these structures is considered to be negligible.
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Figure 4.17: The calculated conduction band potential profile (black line) and electron
probability density (red lines) output from a self-consistent Schrödinger-Poisson model
for the nominally symmetric TBRTS. Due to a slight asymmetry in the widths of the
first (W1) and second (W2) quantum wells, the electron probability densities are more
localised to a specific QW. The states more localised to W1 are known as E1W1

and
E2W1 , where similarly for W2 the n = 1 and n = 2 states are E1W2 and E2W2 .

Figure 4.17 shows the zero applied electric field conduction band potential profile (black

line) and quantum well confined state probability density (red lines) for the nominally

symmetric structure. Although nominally symmetric, there is a the slight asymmetry in

the measured quantum well widths (table 3.1), thus the wavefunctions of the confined

states, and therefore the probability density also, are more localised to one quantum well

than the other. The energy of the n = 1 state more localised to the emitter quantum

well, E1W1 , and the state more localised to the collector quantum well, E1W2 , were

calculated from a self-consistent Schrödinger-Poisson model (appendix A) to be 54.1 meV

and 57.4 meV above the conduction band edge, ECB, respectively. The distances to the

middle of the quantum well for each state, Lstates and total distance, LT were calculated

from the known layer structure, allowing the voltage required to align each state with

the conduction band edge to be calculated, the results of which are given in table 4.1.

Table 4.1: The required voltage to align the n = 1 confined states of the nominally
symmetric triple barrier resonant tunnelling structure with the conduction band edge
ECB in the simple linear voltage drop model.

Confined State
Energy (meV)

Voltage Required to
Align to ECB (mV)

54.1 91.5

57.4 144.3
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Figure 4.18: The low voltage (< 200 mV) current-density vs voltage (blue lines) for
the nominally symmetric triple barrier resonant tunnelling structure with the current
scaled by ×1 and ×20. The red dashed lines indicate the predicted voltages at which
the resonances associated with the alignment of the n = 1 subband states and the
conduction band edge should occur. There is excellent agreement between the theoretical
and experimental results.

Figure 4.18 shows the low voltage (< 200 mV) characteristic, and the predicted resonant

peak voltages (red dashed lines) for the nominally symmetric TBRTS. There is excellent

agreement between the simple linear voltage drop model predictions and the measured

peak resonance values and as such the feature F1 can be attributed to the alignment

of the collector quantum well confined state and the conduction band edge, E1W2ECB.

Where as the feature F2 is attributed to the alignment of the emitter quantum well

confined state and the conduction band edge E1W1ECB.

However, on closer inspection of the feature F2, it is possible to see from figures 4.15(a)

and 4.18 that there is some structure in this resonance that the simple model fails to

predict. The structure in the feature is thought to be combination of two overlaying

resonant peaks as illustrated in figure 4.19 and it is thought that the first peak in this

feature is due to the alignment of the emitter quantum well confined state E1W1 , with

the conduction band edge ECB as predicted by the simple model.

The second proposed resonant peak in F2 is thought to be caused by the formation of a

two dimensional state in the triangular well of the emitter region when sufficient voltage

is applied across the device. Formation of a confined state in this region allows for a

further resonance condition of the energetic alignment of the emitter quantum well state,

E1W1 and the two dimensional triangular emitter state EM2D
.

To model this situation a freely available simulation package WinGreen V2.1 developed

by K. M. Indlekofer and J. Malindretos [11] was used. The simulated I(V) characteristic

for the nominally symmetric TBRTS is shown in figures 4.20(a) and 4.20(b), and gives

good agreement for the voltage at which features F1 and F3 occur, however feature F2
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Figure 4.19: The I(V) characteristic (blue solid line) for the nominally symmetric
TBRTS centred on the feature F2. Two typical current resonances are overlayed (red
diamonds) to illustrate the possibility of that the feature is a construct of two separate
resonances, spaced closely in voltage, with the smaller, lower voltage resonance attributed
to the energetic alignment of E1W1 and ECB, and the second larger resonance attributed
to the alignment of a two-dimensional state in the triangular potential of the emitter
region, EM2D

.

does not appear to be present in these simulations.

This suppression of a major resonant feature in the simulated results is unexpected,

however its absence can be explained by carefully considering how the conduction band

edge potential profile changes with increasing bias. When voltage is applied across the

device, when the n = 1 confined state, which is localised to the first quantum well, E1W1
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Figure 4.20: (a) The experimental (blue line) and simulated (red triangles) forward
bias characteristic for the nominally symmetric TBRTS. (b) The low voltage region of
the forward bias experimental (blue) and simulated (red) characteristic for the nominally
symmetric structure. There is good agreement between the experimental and simulated
voltages at which the resonant peaks occur for features F1 and F3.
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Figure 4.21: (a) The calculated conduction band potential profile (blue solid line) and
net charge distribution (red dotted line) for the nominally symmetric structure with
0.125V applied. A positive net charge (which represents an excess of electrons) can be
seen in the first quantum well which is circled and labelled point A. (b) The calculated
conduction band potential profiles with 0.25V applied for the case with (solid blue line)
and without (dashed blue line) charge accumulation. In the situation where charge
accumulates in the first quantum well the conduction band edge is held high and results
in a pinning of the first QW confined state, E1W1

in energeteic alignment with the
emitter electron distribution. Where the accumlation of charge in the first quantum well
is forbidden E1W1 drops below the conduction band edge and so the resonant tunnelling
current diminishes. The net charge destribution (red dotted line) for the case with
charge accumulation is also shown.
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begins to energetically align with the Fermi level, EF, a significant amount of charge

accumulates in the first quantum well state, as shown in figure 4.21(a). This region of

the conduction band is therefore held high, with respect to the non-charge accumulating

case and the electric field is redistributed across the structure as necessary. Any further

application of voltage results in more charge accumulation in the confined quantum well

state such to balance out the increase in bias, figure 4.21(b), and so the localised QW

state is effectively pinned on resonance.

The structure will remain pinned on resonance with increasing bias until the electron

tunnelling probability out of the first quantum well becomes equal to the probability of

electrons tunnelling into the well (e.g. when the E2W2 states comes into alignment with

the E1W1 state), or there are no longer any available states for electrons to tunnel into

and occupy in the well. At this point the accumulated charge is ejected from the well

and the conduction band potential redistributes, this process of charge accumulation

and pinning is attributed to the feature F3 in figure 4.15(a), and is replicated in the

simulated characteristic shown in figure 4.20(a). The observation of charge accumulation

and pinning of the emitter quantum well state on resonance in the measured I(V)

characteristics confirms the observations made by Buckle et al. in these structures by

photoluminescence and photoluminescence excitation spectroscopy techniques [12].

It is also this process of pinning of the resonant state which appears to suppress the

feature F2 in the simulated data. Analysis of the calculated tunnelling probability shows

the state localised to the first quantum well, E1W1 , remains pinned at a higher energy

due to the charge accumulation (figure 4.22) and therefore the confined state does not
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Figure 4.22: The calculated tunnelling probability for the nominally symmetric TBRTS
with 0.15V applied for the situations where charge is allowed (solid black line) and
forbidden (dash-dotted black line) to accumulate in the first quantum well are shown.
The peaks in the tunnelling probability associated with the E1W1

and E1W2
confined

states are at a higher energy when charge is allowed to accumulate, than when charge
accumulation is forbidden. The energy of the conduction band edge, ECB (dashed blue)
and Fermi level, EF (dotted red) are also shown.



Chapter 4. Tunnelling in TBRTS 73

pass through the emitter electron distribution, to its maximum near the conduction band

edge as would normally be expected to form a resonance as seen in figure 4.18.

It is believed that the charge accumulation in the quantum wells when modelling these

devices is potentially overestimated and as such the pinning of the E1W1 state occurs

at a lower voltage than in the experimental data. The two proposed resonances in

the feature F2 therefore do not form in the simulated results. The overestimation of

charge accumulation is thought to occur due to model being an effective one-dimensional

problem, which eliminates the lateral degrees of freedom (kx and ky) and as such the

requirement of matching k-states when tunnelling into the quantum well is ignored.

Figures 4.23(a) and 4.23(b) show plots of the tunnelling probability against voltage at

energies equal to the conduction band edge, ECB and Fermi level, EF for the cases where

charge is allowed and not allowed to accumulate in the first quantum well. Several peaks

in the tunnelling probabilities can be seen in these figures which occur at the voltages

where the confined energy levels pass through the Fermi level and conduction band

edge. The lowest voltage peak in the tunnelling probability for the EF and ECB plots in

figure 4.23(a) is associated with the E1W2 confined state and occurs at a lower voltage

for the Fermi level than the conduction band edge as is expected. The second peak

in the EF plot of figure 4.23(a) is associated with the E1W1 state and does not occur

in the conduction band edge (CB) plot of figure 4.23(a), where charge is permitted to

accumulate in the first quantum well, but does appear in figure 4.23(b) where charge

accumulation is forbidden. The omission of this peak is therefore evidence to suggest

that when charge accumulates in the quantum well the E1W1 state is pinned well above
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Figure 4.23: The calculated tunneling probability against applied voltage for the
nominally symmetric TBRTS at the Fermi level, EF (red solid line) and conduction
band, ECB (blue solid line) for (a) the case where charge is allowed to accumulate in
the first quantum and (b) where charge is forbidden to accumulate in the first quantum
well.
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Figure 4.24: The experimental forward bias characteristic at x1 (solid blue) and
x5 (dotted blue) scales. The simulated characteristic for the nominally symmetric
structure is also shown (red triangles) from which it is clear to see another current
density resonance feature, F4. This feature is associated with the energetic alignment of
the E2W2

localised state with the emitter electron distribution.

the conduction band edge, and hence suppresses the expected resonance associated with

this state.

The sharp discontinuity seen in figure 4.23(a) at around 380 mV occurs at the point

where no further charge can accumulate and as such the charge is ejected from the well

and the field across the structure redistributed. It is at this voltage where coincidentally,

once the charge has been ejected that the E2W2 state energetically aligns with the emitter

electron distribution. This alignment therefore causes another resonance in the I(V)

characteristic which has previously not been identified as it was easily masked by feature

F3. This resonance can clearly be seen in the simulated results, and is highlighted in

figure 4.24.

The difference in voltage, for example, V1C, between a peak in the tunnelling probability

at the Fermi level, and one in the conduction band edge which are associated with a

specific confined state can be used as a good estimate of the width in voltage of the

resonant current peak. This is possible due to the fact there is a well defined Fermi level

at low temperatures and so the emitter reservoir electrons only occupy states between the

Fermi level and the conduction band edge. Only energetic alignment of a resonant state

between these two energies will therefore allow for any substantial resonant tunnelling

current to flow. The widths in voltage of the resonances associated with the E1W2 and

E1W1 states for the charge and non-charge accumulating cases are shown on figures 4.25(a)

and 4.25(b) respectively.

The estimated width of the resonances in voltage for the case where charge accumulation

is permitted, V1C and V2C show good agreement with experimental results. However, it

is also interesting that in the case where charge accumulation is forbidden, V1NC gives
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(a) (b)

Figure 4.25: The experimental current density vs voltage characteristic for the
nominally symmetric TBRTS. An estimate of the widths in voltage of the resonances
associated with the E1W2

and E1W1
confined states from simulated results (figures 4.23(a)

and 4.23(b) are shown for: (a) The case where charge accumulation in the first quantum
well is allowed, V1C and V2C; (b) The case where charge accumulation in the first
quantum well is forbidden, V1NC and V2NC.

good agreement for the resonance associated with E1W2 and although not for the entirety

of feature F2, V2C does give good agreement for the first small resonance of feature F2.

Further inspection of the simulated results for the non-charge accumulating case show

that a two dimensional state in the triangular well of the emitter has indeed formed with

170 mV applied across the structure, as shown in figure 4.26. As such it is plausible that

the second small peak seen in feature F2 may well indeed be caused due to a transition

�
�
�
��
�
e-
�
	
0

2i1c

2i1a

2i1t

2i1s

i1i

i1s

i1t

i1a

��������e-��0
ci 6i �i sii sti

Figure 4.26: The calculated conduction band potential (solid blue line) and local
density of states (LDOS) for the nominally symmetric TBRTS with 170 mV external
voltage applied. Charge accumulation in the first quantum well is forbidden in this case,
where a 2D state forms in the triangular well region of the emitter (circled).
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between an emitter which is three dimensional in nature, to one which is two dimensional.

Any subsequent pinning of the E1W1 state on resonance would then also be strong as the

requirements of tunnelling for matching k-states is already fulfilled as the emitter is now

also two dimensional.

A summary of the origin of each of the current resonances seen in the forward bias

characteristic is given in table 4.2

Table 4.2: A summary of the origin of each of the features seen in the current density
against voltage characteristics for the nominally symmetric TBRTS, figures 4.15(a),
4.15(b) and 4.24.

Feature Origin

F1 The energetic alignment of the confined state localised to
the second quantum well, E1W2 , with the 3D emitter

electron distribution.

F2-1 The energetic alignment of the confined state localised to
the first quantum well, E1W1 , with the 3D emitter electron

distribution.

F2-2 The energetic alignment of the confined state localised to
the first quantum well, E1W1 , with a 2D state formed in the

triangular well of the emitter region.

F3 Charge accumulation in the first quantum well results in the
confined state E1W1 pinning on resonance with a 2D state

formed in the triangular well. The state remains on
resonance until no further charge can accumulate in the first
quantum well, where there is a sharp drop off as the electric

field across the structure redistributes.

F4 Coincidental to the field across the structure redistributing
(caused by F3), the E2W2 confined state energetically aligns

with the emitter electron distribution.

4.4.2 Negative Bias Characteristic

For a perfectly symmetric TBRTS, the forward and reverse bias characteristics should

be identical. However, it is already known from previous experimental results (table 3.1)

that there is a slight asymmetry in the widths of the two quantum wells in this structure,

and as such we should expect a near, but not completely identical characteristic in

both bias directions. Figure 4.27(a) shows the forward and reverse current-voltage I(V)

characteristic for the nominally symmetric structure, from which it is possible to see that

indeed there are striking similarities between the forward and reverse bias directions.

The resonance features in the reverse bias characteristic are similar in magnitude and

voltage as those seen in the forward bias direction, and as such in general have the same
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Figure 4.27: (a) The full experimental current-voltage (I(V) characteristic in the
forward and reverse bias directions for the nominally symmetric TBRTS at 3K in which
it can be seen that there are striking similarities between the forward and reverse bias
directions. (b) The forward (solid blue) and reverse (dashed red) I(V) characteristics
overlain on the same axis for the nominally symmetric TBRTS at 3K. The small
unintentional asymmetry in the two quantum wells and intended asymmetry due to the
inclusion of a δ-doped layer in the structure results in the difference between the two
characteristics.

origin and explanation as those described in section 4.4.1, but with the subtlety that

the order in voltage at which the resonances associated with the respective quantum

well states (E1W1 and E1W2)† occur is now reversed. Due to the slight asymmetry in the

width of the quantum wells‡ and the change in order in which they occur with respect to

the emitter the voltage at which each resonance occurs and the magnitude of the current

of each resonance will be changed. The effect of intentionally altering the quantum well

asymmetry is studied in more detail in section 4.5.

Although described as nominally symmetric, this is only strictly applicable to the active

region of the triple barrier structure. Within the outer layers of the device there is an

inbuilt asymmetry due to the inclusion of a δ-doped layer in one side of the structure

and asymmetric doping in either side of the active region (layers ii, iii, ix and x in

section 3.1.2). This asymmetry results in different carrier injection properties into the

active region of the TBRTS due to differences in the resistance and carrier dwell time

and so subtlety different emitter and collector regions depending on the direction of

bias. Closer examination of figure 4.27(b) suggests that there is the possibility that the

series resistance in the reverse bias direction may be lower than that of the forward bias

direction as the forward bias characteristic appears to be slightly shifted. However, there

†Where the notation is consistent with the physical quantum wells given in figure 4.17, but a negative
sign introduced to indicate the reverse bias.
‡Hence also a change in the energy of the localised confined states
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is also a decrease in the maximum current attained in the reverse bias direction compared

to that of the forward characteristic, and so less carriers resonantly tunnel through the

structure. Detailed studies of these points, although interesting and warranting of further

investigation are currently beyond the scope of this thesis.

4.5 Asymmetric Triple Barrier Resonant Tunnelling Struc-

tures

The current-voltage (I(V)) characteristic for the range of asymmetric triple barrier

resonant tunnelling structures (table 3.1) are presented at low temperature and compared

to the symmetric structure studied in section 4.4. Full details of the measurement

technique, sample structure and device fabrication can be found in chapter 3.

4.5.1 Reducing the Collector Quantum Well Width

As described in section 3.1.2, a series of seven TBRTS with varying degrees of asymmetry

are studied with the width of the collector quantum well reduced by approximately one

monolayer between each sample from symmetric through to highly asymmetric. In the

infinite well approximation the confinement energy is given by,

En =
~2n2π2

2mL2
(4.3)

and so the energy of the confined states in the well, En ∝ 1
L2 . A decrease in the width of

the quantum well will therefore result in an increase in the energy of the confined states

in that well.

Table 4.3: The measured quantum well width ratio and n = 1 confined state energies
calculated from a a self-consistent Schrödinger-Poisson model (appendix A) for the series
of seven samples studied in this section.

Sample Measured Quantum
Well Ratio A:B

E1W1
(meV) E1W2

(meV)

VMBE 755 1.030 54.1 57.4

VMBE 757 1.069 51.3 56.4

VMBE 760 1.104 55.9 63.8

VMBE 761 1.172 54.5 66.8

VMBE 762 1.326 52.8 74.8

VMBE 787 1.438 56.9 87.5

VMBE 788 1.413 58.2 87.5
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The energy of the n = 1 state more localised to the emitter quantum well, E1W1 , and

the state more localised to the collector quantum well, E1W2 , for each of the seven

samples were calculated using the measured quantum well widths (table 3.1) from a

self-consistent Schrödinger-Poisson model (appendix A) and are shown, along with the

measured quantum well width ratio in table 4.3.

Utilising these confined state energies, the known layer structure and the simple linear

voltage drop model described in section 4.4.1 it is possible to predict the voltage at which

each of the current resonances associated with the E1W1 and E1W2 states occur, and how

this changes with increasing quantum well asymmetry.

The predicted resonance voltages for the E1W1 and E1W2 states in the forward and reverse

bias directions against measured quantum well asymmetry are shown in figure 4.28. In

the reverse bias direction these resonances diverge in voltage with increasing quantum

well asymmetry, however the resonances in the forward bias direction, E1W1 and E1W2

converge to a crossing point, and in the most asymmetric structure, VMBE 787 these

resonances nearly occur coincidentally with the conduction band edge.
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Figure 4.28: The predicted voltages at which the current resonances will occur for
the n = 1 localised confined states in the forward bias, E1W1

(solid circle) and E1W2

(solid square), and reverse bias, -E1W2
(open square) and -E1W1

(open circle) directions.
With the increase in quantum well asymmetry it can be seen that in the forward bias
direction resonances converge, whilst the reverse bias direction resonances diverge.

This is significant as the maximum tunnelling current through a resonant state occurs

when it is energetically aligned near or equal to the conduction band edge. Also, as

explained in sections 4.2 and 4.3.2 the maximum tunnelling probability through a triple

barrier resonant tunnelling structure occurs when the confined states are energetically

aligned with each other. Therefore the peak tunnelling current through a structure which

coincidentally energetically aligns the confined states with each other and the conduction

band edge is expected to be very large.

Figure 4.29 shows the unmodified current-voltage characteristics at 3K for the series of

VMBE samples with increasing quantum well asymmetry (table 4.3) with each of the
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Increasing 

Asymmetry 

Offset by 50 mA

Figure 4.29: The raw current-voltage (I(V)) characteristics for the series of VMBE
samples with increasing quantum well asymmetry at 3K. The characteristics for each
different structure are offset by 50 mA for clarity and are given in increasing asymmetry
order (most symmetric at the bottom, most asymmetric at the top). The forward bias
simple model predicted current resonance voltages for the E1W1 (blue solid circle) and
E1W2

(red solid square) are also shown. A very large single resonance is seen in the most
asymmetric structure which is attributed to the coincidental energetic alignment of the
quantum well confined states with each other and conduction band edge.

characteristics offset by 50 mA for clarity. The samples with a low degree of asymmetry

(< 1.2) have similar features to those of the nominally symmetric structure described in

section 4.4, however in the samples which have a larger degree of quantum well asymmetry

(> 1.3) there are clear differences in the number and appearance of the resonant current

features.

The feature F3 (table 4.2 and circled in figure 4.29), which is present in the low quantum
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well asymmetry samples is no longer present in the characteristics of the devices with a

high degree of asymmetry. This is believed to be caused by the reduction in the width

of the collector quantum well, which in turn results in an increase in the energy of

the confined quantum well states and as such for the more asymmetric structures the

E2W2 confined state no longer resides in the quantum well. The E2W2 confined state can

therefore no longer provide a mechanism of escape for any charge which has accumulated

in the emitter quantum well, and so the sharp drop off of the resonant feature seen in

the low well asymmetry structures is no longer present.

The magnitude of this peak is also reduced with increasing quantum well asymmetry as

a result of a reduction in the amount of charge allowed to accumulate in the emitter QW.

Due to the exponential dependence of the tunnelling probability [3] on the width of the

tunnelling barrier, a small decrease in the the width of the “effective” potential barrier

(i.e. middle barrier, forbidden regions in the collector QW and collector barrier) results

in a significant increase in the tunnelling probability and therefore the tunnelling rate of

electrons out of the emitter quantum well. This increase in tunnelling probability in turn

reduces the total amount of charge accumulation in the emitter quantum well as it is this

rate which determines the amount of charge accumulation in the quasi-equilibrium state.

Table 4.4 shows the energies of the E2W2 confined states for the series of VMBE samples

as calculated from a self-consistent Schrödinger-Poisson model. For the three most

asymmetric structures, VMBE 762, 787 and 788 the model predicts that there is no

longer a E2W2 state confined in the collector quantum well.

Table 4.4: The measured quantum well width ratio and n = 2 confined state energies
E2W1

and E2W2
calculated from a a self-consistent Schrödinger-Poisson model for the

series of seven samples studied in this section.

Sample Measured Quantum
Well Ratio A:B

E2W1
(meV) E2W2

(meV)

VMBE 755 1.030 204.8 223.9

VMBE 757 1.069 196.4 219.1

VMBE 760 1.104 212.3 243.8

VMBE 761 1.172 208.4 252.2

VMBE 762 1.326 203.4 No state

VMBE 787 1.438 217.6 No state

VMBE 788 1.413 222.0 No state

The most striking difference between the more symmetric and most asymmetric structures

however is the transition from an I(V) characteristic in which several small resonant

features occur, to one in which there is one prominent resonant feature (VMBE 787),

which is large in magnitude and has an extensive region of negative differential resistance.

This single resonant feature is thought to occur due to the coincidental energetic alignment
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of the n = 1 confined states with each other, near to or at the conduction band edge. It

is here where the number of charge carriers in the three dimensional emitter distribution

that have k-state values which match those of the 2D confined states is very large

(section 4.3.3) and so this combined with a large tunnelling probability through the

structure results in a large tunnelling current through the device.

Although a four-wire measurement technique (which is described in section 3.2.2) was

used there is still some minor series resistance which is affecting the characteristics

shown in figure 4.29, with the series resistance also varying between each sample. These

variations are believed to be caused by: a) minor differences in the samples growth

parameters, which has affected the series resistance of the doped contact layers, and

undoped spacer layers and b) variations in the sample fabrication process, especially

the wet etch phase where each sample was etched separately and so the depth of the

etch (and hence depth of the bottom contact) varies between each sample, with sample

VMBE 760 seeming to be the worst affected.

Table 4.5 shows the measured wet etch depth for each of the series of samples, and as can

be seen sample VMBE 760 has been etched considerably deeper than the other samples.

The bottom contact layer for VMBE 760 is therefore much further from the active region

of the device than was intended, and although the contact layer is very conductive a

small, but significant extra series resistance has been introduced.

Table 4.5: The measured mesa wet etch depth for the series of seven VMBE samples.
The increased etch depth of VMBE 760 has introduced a small but significant extra
series resistance which can not be removed from the measurement circuit.

Sample Etch Depth (µm)

VMBE 755 0.65

VMBE 757 0.62

VMBE 760 1.21

VMBE 761 0.68

VMBE 762 0.66

VMBE 787 0.63

VMBE 788 0.65

A small series resistance still remains in all of the samples due to the ≈ 5µm region of

doped contact layer between the bottom edge of the mesa and the bottom contact of the

device, as well as the 0.4µm length of top contact layer and ≈ 0.2µm (for most samples)

bottom contact layer region the electrons have to travel through before reaching (or after

passing through) the active triple barrier region of the device. Figure 4.30 shows the I(V)

characteristics for the series of seven samples after small corrections for series resistance

have been made using equation (4.1) where the value of the series resistance has been

extracted from the high voltage region where the series resistance dominates.
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Although not a complete measure of the effectiveness of a device (for more information see

chapter 6), the peak-to-valley current ratio or PVCR is a conventional way of measuring

the scale of a current resonance and can give an indication of the potential efficiency of a

device which may utilise a current resonance as a binary operator i.e. a device which for

a small voltage change can switch between a high current “on” state and a low current

F3

F2-2

F1/F2-1

Increasing 

Asymmetry Offset 

by 50 mA

(VMBE 787 Offset 

by 100 mA)

Figure 4.30: The series-resistance adjusted current-voltage (I(V)) characteristics at
3K, an effective resistance of 0.8 Ω has been removed for all characteristics except VMBE
760 (third from bottom) which has had 3.5 Ω removed. Each characteristic is offset
by 50 mA from the previous for clarity (for VMBE 787 there is a 100 mA offset) with
the most symmetric at the bottom and most asymmetric at the top. The forward bias
simple model predicted current resonance voltages for the E1W1 (blue solid circle) and
E1W2

(red solid square) are given and lines to guide the eye to the evolution of the
features F1/F2-1, F2-2 and F3 are also shown.
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“off” state. The peak-to-valley current ratio is given by,

PVCR =
Peak Current

Valley Current
(4.4)

where the resonance peak current is the maximum current value and the valley current

is the minimum current value following the peaks NDR region as shown in figure 4.31(a).

The calculated peak-to-valley current ratios for the features F1/F2-1, F2-2 and F3

(table 4.2) with a discernible negative differential resistance region against quantum well

asymmetry are shown in figure 4.31(b).

From this it is clear to see that with increasing quantum well asymmetry the formation

of a single resonant feature not only increases the maximum (peak) resonance current,

but the peak-to-valley ratio also dramatically increases as the valley current remains low.

As such the most asymmetric device design, VMBE 787, where the energetic alignment

of the confined quantum well states with each other and the conduction band edge

occurs coincidentally is very interesting and a good starting point from which to begin

considering ways in which to improve peak resonant current magnitude and minimise the

valley current in the TBRTS. This optimisation of the triple barrier resonant structure

design is the subject of chapter 6 and so will not be discussed further here. A detailed

analysis of the effect of device area on the leakage (valley) current through the most

asymmetric and nominally symmetric structures however is presented in section 4.6.
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Figure 4.31: (a) The series resistance adjusted I(V) characteristic for the most
asymmetric structure, VMBE 787. The peak (blue) and valley (red) currents of the
large single resonance are circled, with the peak-to-valley current ratio of this resonance
calculated to be ≈ 6. (b) The calculated peak-to-valley current ratio for the features
F1/F2-1, F2-2 and F3 which have discernible NDR regions against quantum well
asymmetry.
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4.6 Perimeter vs Area Analysis

The nominally symmetric (VMBE 755) and most asymmetric (VMBE 787) structures

were chosen to be studied to investigate the affect of the physical mesa dimensions on

the TBRTS device properties at low temperature (3K) and whether the varying TBRTS

design altered the dominant current flow. Four wire current-voltage (I(V)) measurements

(as described in section 3.2.2) were performed on five square devices of varying mesa

area, all of which were contained on a single 3.6mm x 3.6mm section of cleaved wafer

mounted into a 20-way ceramic package (as shown in section 3.1.4). The dimensions of

the five different devices measured for each wafer are given in table 4.6.

Table 4.6: The nominal and measured square mesa side lengths used in the perimeter
vs area analysis for samples VMBE 755 and VMBE 787 where the mesa side wall length
was measured to be nominally the same for both samples. The calculated perimeter
and area values for each size are also given.

Nominal Mesa
Side Length

(µm)

Measured Mesa
Side Length

(µm)

Calculated
Mesa Perimeter

(µm)

Calculated
Mesa Area

(µm2)

60 59 236 3481

90 89 356 7921

110 109 436 11881

130 129 516 16641

160 159 636 25281
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Figure 4.32: The measured current-voltage characteristics of five different devices
varying in mesa side wall length for (a) the nominally symmetric structure and (b)
the most asymmetric structure. A general trend of increasing current magnitude with
increasing mesa size is observed.
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Figure 4.33: The low voltage measured current-voltage characteristics of five different
devices varying in mesa side wall length for (a) the nominally symmetric structure and
(b) the most asymmetric structure. In both samples the low voltage region current does
not follow this general trend with the magnitude of the current appearing to be random
with device size.

The measured I(V) characteristics for the nominally symmetric and most asymmetric

structure devices are shown in figures 4.32(a) and 4.32(b) respectively and as expected

the magnitude of the current generally increases with increasing device size. However

there are a few devices which do not follow this general trend across the whole voltage

range, particularly in the low voltage region.

Figures 4.33(a) and 4.33(b) show the low voltage regions of samples VMBE 755 and

VMBE 787 respectively, in which it can be seen that there appears a small, but significant

contribution to the overall device current which fluctuates between device sizes. In the

low voltage (<50 mV) region both of the triple barrier resonant tunnelling structures

studied here are highly resistive due to the misalignment of all the confined quantum

states with the emitter electron distribution, therefore any current which flows at these

voltages is expected to be due to a parallel, lower resistance mechanism.

To investigate the nature of this lower resistance parallel current path, and confirm that

it does not scale linearly with device perimeter or area the current at a single voltage for

each of the different device sizes were plotted against device perimeter and device area.

The current-perimeter and current-area plots for VMBE 755 and VMBE 787 are shown

in figures 4.34(a) and 4.34(b) respectively.

There is no clear correlation between the measured current values at 50 mV and either

the calculated mesa perimeter or calculated mesa area and so this leakage current neither

scales with perimeter or area. It therefore can not attributed to general leakage through

the potential barriers of the TBRTS due to alloy fluctuations or small defects (which

would be area dominated), or general mesa side wall leakage (which would be perimeter
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Figure 4.34: The current values at 50 mV for devices with varying size mesa sizes. (a)
The 50 mV current values against the measured device mesa perimeter for the nominally
symmetric (red squares) and most asymmetric (blue circles) triple barrier resonant
tunnelling structures. There is no clear correlation between the measured current and
either calculated perimeter or calculated mesa area.

dominated). There are many other processes which may potentially cause this low parallel

resistance path that varies between devices such as large defects in the crystal structure

which completely penetrate the active region of the TBRTS, a side wall defect which

bypasses the active TBRTS region or a short circuit (which bypasses the TBRTS active

region) caused by the metal deposition fabrication process or device bonding. Without

further analysis, and a much large sample of devices it is not possible to determine the

root cause of this parallel conduction path.

The parallel conduction leakage current is therefore removed from the I(V) characteristics

by fitting a second order polynomial to the low voltage (0 to 50 mV) region and subtracting

the associated current across the entire voltage range. Figures 4.35(a) and 4.35(a) show

the parallel conduction corrected data for VMBE 755 and VMBE 787 respectively in

which it can be seen the general trend of increasing current magnitude with increasing

device size is now followed across the entire voltage range.

There are however still some differences between the I(V) characteristics of the different

size mesas besides that of the scaling of the magnitude of the current. In particular it is

observed that with increasing device size the series resistance of each device also appears

to increase, and has the most significant effect on the 110 µm device in figure 4.35(a)

and 130 µm device in figure 4.35(b). Initially this seems to be the opposite effect to

what would be expected with increasing mesa size (and therefore area), but can easily

be explained by considering the total resistance of the device under test.
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Figure 4.35: The parallel conduction adjusted I(V) characteristics of TBRTS devices
with varying mesa size for (a) the nominally symmetric structure and (b) the most
asymmetric structure.

It is well known that the resistance, R of a material of area A and length L with a

resistivity ρ can be expressed as,

R =
ρL

A
(4.5)

and as such any increase in area reduces the resistance. In the measurement circuit of a

device under test (DUT) with a resistance RDUT (which is described by equation (4.5))

and series resistance RS, the total resistance, RT is given by,

RT = RS + RDUT (4.6)

and the total voltage applied, VT is the sum of the voltages, VS and VDUT, dropped

across the respective resistances. The measurement circuit therefore can be thought of

as a simple potential divider in which the ratio of the resistances is equal to the ratio of

the voltages dropped across those resistances:

RDUT

RS
=

VDUT

VS
(4.7)

With simple rearrangement and substitution of equation (4.6) into equation (4.7) it can

be shown that,

VDUT =
VT

1 +

[
A

ρL

]
RS

(4.8)

Equation (4.8) therefore shows that for a constant bias and series resistance an increase

in the area of the DUT (and so a reduction in the DUT resistance) results in a decrease

in the amount of bias dropped across the DUT. This has the effect of shifting the features
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in the I(V) characteristics of the largest area devices out to higher voltages than where

they are identified in the I(V) characteristics of the smallest area devices, as seen in

figures 4.35(a) and 4.35(a). It is important to note that this is therefore not a change

in the series resistance associated with device size (as this is nominally constant and

dominated by the 5 µm gap between the bottom of the mesa edge and the bottom

contact), but a change in device resistance relative to the constant series resistance.

To account for this the parallel conduction adjusted I(V) characteristics can be modified

by the use of equation (4.1), where an estimate of the series resistance is made by

calculating the resistance in the high voltage region and extrapolating the data to a point

where this resistance becomes constant, this is then taken as the series resistance value.
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Figure 4.36: The measured I(V) characteristics for (a) the nominally symmetric
TBRTS and (b) the most asymmetric TBRTS after adjustment to the voltage to take
into account the change of the device resistance relative to the constant series resistance.

Figures 4.36(a) and 4.36(b) show the modified I(V) characteristics for the nominally

symmetric and most asymmetric structures respectively from which it can be seen that

the 110 µm device in figure 4.35(a) and 130 µm device in figure 4.35(b) now clearly follow

the trend of the other the device characteristics, being very similar in appearance but

with increasing magnitude. As these characteristics are now so similar with respect to

the voltage applied it is now possible to analyse the current against mesa perimeter and

mesa area for a single voltage which is common for each device.

Figures 4.37(a) and 4.37(b) show the valley current at 420 mV for VMBE 755 and 520

mV for VMBE 787 plotted against mesa perimeter and area respectively with a second

order polynomial fit made to each data set. From figure 4.37(a) it is possible to see that

neither the valley current for VMBE 755 nor VMBE 787 is proportional to the mesa

perimeter, however in figure 4.37(b) the current appear to scale more linearly with area,

although there still appears to be a degree of curvature for VMBE 755. This therefore

suggests that the valley current for the most asymmetric structures is dominated by a
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Figure 4.37: The valley current at 420 mV for VMBE 755 (red squares) and 520
mV for VMBE 787 (blue circles) plotted against (a) calculated mesa perimeter and
(b)calculated mesa area. Second order polynomial fits are made to each data to explore
the linearity of each.

mechanism which scales with area, and so should we wish to reduce the valley current

then this can simply be achieved by reducing the mesa area. Whilst the origin of the

valley current in VMBE 755 however is still not clear.

The current-perimeter and current-area plots for a resonance peak at 340 mV for the

nominally symmetric structure (F3) and 180 mV for the most asymmetric structure are

shown in figures 4.38(a) and 4.38(b) respectively. In contrast to the valley current these
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Figure 4.38: The peak current at 340 mV for VMBE 755 (red squares) and 180 mV
for VMBE 787 (blue circles) plotted against (a) calculated mesa perimeter and (b)
calculated mesa area. Second order polynomial fits are made to each data set and show
that the current scales more linearly with perimeter than area, which is an unexpected
result.



Chapter 4. Tunnelling in TBRTS 91

resonant peaks appear to be dominated by a process which scales more linearly with

perimeter than area, indicating that the majority of the current path is along the edge

of the mesa rather than the entire mesa area. This is an unexpected result, particularly

as the resonant features have been attributed to the coincidental energetic alignment of

the confined quantum well states with each other and the emitter electron distribution,

which one would expected to be an area dominated process.

From figures 4.36(a) and 4.36(b) it is possible to see that although an adjustment has

been made to correct for the apparent change in series resistance with increasing device

area, the voltages at which the features in the I(V) characteristics occur do still shift

slightly between each device size. These small shifts mean that although selecting a single
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Figure 4.39: The peak (green diamonds) and valley (magenta triangles) currents
against (a) mesa perimeter and (b) mesa area for the feature F3 in the nominally
symmetric triple barrier resonant tunnelling structure I(V) characteristic and (c) mesa
perimeter and (d) mesa area for the large single resonance feature in the most asymmetric
structure VMBE 787.
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voltage at which to perform the perimeter vs area analysis initially appears a sensible

approach the variations may affect the results. The amount to adjust the data to account

for the change in apparent series resistance can also be subjective as the value for the

series resistance which is extracted from the high voltage region of the characteristic

is often tending to, but has not yet reached a single value and so there may be some

uncertainty in the final value of series resistance that is extracted.

To explore whether these adjustments have had an affect on the results obtained the

unadjusted peak and valley currents are plotted against mesa perimeter and area for

each device and are shown in figures 4.39(a) and 4.39(b) for the same resonance, F3 as

was studied in figures 4.37(a) and 4.37(b) for VMBE 755. The peak and valley current

for the large single resonance in the I(V) characteristic for VMBE 787 against mesa

perimeter and area are also plotted in figures 4.39(c) and 4.39(d).

From these plots is it once again clear to see that the peak current for the VMBE 787

resonance scales more linearly with perimeter than area, whilst the valley current is more

linear with area than perimeter. The results for VMBE 755 however are more difficult to

interpret as both do not appear to clearly scale linearly with either perimeter or area,

which may indicate that the peak current of feature F3 is a result of contributions from

both the area and perimeter of the mesa where neither contribution dominates. These

results however do still agree with those obtained when the current at a single voltage of

the series resistance modified I(V) characteristics was studied (which are summarised

in table 4.7) and so are evidence to suggest that this a true trend and not a result of

the data being adjusted to account for the apparent change in series resistance with

increasing mesa size.

Table 4.7: A summary of the dominant current origin, whether via mesa perimeter
or mesa area for the current resonances via two different methods: (a) extracting the
maximum peak current and minimum valley current and (b) correcting the data for an
apparent change in series resistance and extracting the current at a single voltage.

Sample (Resonance) Maximum
Current

Peak

Minimum
Current
Valley

Single
Voltage

Peak

Single
Voltage
Valley

VMBE 755 (F3) Unclear Unclear Perimeter Unclear

VMBE 787 (F1/F2-1) Perimeter Area Perimeter Area

Using the extracted peak and valley currents from the I(V) characteristics of VMBE

755 and VMBE 787 the peak-to-valley ratio (PVCR) of the resonant features F3 and

F1/F2-1 are calculated using equation (4.4) and plotted against mesa perimeter and

area in figures 4.40(a) and 4.40(b) respectively. As one may expect considering the peak

current of these features is perimeter dominated and the valley current is area dominated

for VMBE 787 the PVCR is neither linear with area or voltage, but does increase with
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Figure 4.40: The calculated peak-to-valley current ratio for the extracted peak and
valley currents for the features VMBE 755 F3 (blue circles) and VMBE 787 F1/F2-1
(red squares) against (a) mesa perimeter and (b) mesa area. Second order polynomial
fits to the data are also shown.

both reducing area and perimeter. This trend is also seen for the feature F3 in VMBE

755, however the affect is less pronounced. Second order polynomial fits are made to both

PVCR-perimeter and PVCR-area plots and are shown in figures 4.40(a) and 4.40(b),

where the fit in the PVCR-perimeter plot appears to be marginally better. The intercepts

of the PVCR-perimeter and PVCR-area fits are found to be 9.5 and 7.0 respectively for

the VMBE 787 F1/F2-1 resonance and 2.8 and 2.2 for the VMBE 755 F3 resonance,

which therefore give an estimate of the maximum obtainable PVCR for these resonances

with small dimension devices.

Whether the current flow through the TBRTS devices is perimeter or area dominated

has only been explored for two isolated resonances thus far, but as has been shown

by the differences between the peak and valley measurements this mechanism has the

potential to change across the entire measured voltage range. Therefore in order to

analyse the entire measured voltage range another approach has been taken, with the

full I(V) characteristics for all VMBE 755 and VMBE 787 devices scaled with mesa

perimeter, which results in a one-dimensional current density (Acm−1) and scaled with

mesa area which results in a two-dimensional current density (Acm−2). The scaled

curent values are plotted against voltage for the nominally symmetric structure in

figures 4.41(a) and 4.41(b) and for the most asymmetric structure in figures 4.42(a)

and 4.42(b) respectively.

The regions where the one or two dimensional current density-voltage plots for each of

the different size devices overlay indicates regions where the current is dominated (and

therefore scales linearly) by a perimeter or area dominated process respectively. As a

result figure 4.41(b) shows that over the majority of the voltage range the current flow is
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Figure 4.41: (a) The one dimensional current density-voltage characteristic for the
nominally symmetric TBRTS after adjustment for the apparent change in series resistance
with mesa size. (b) The one dimensional current density-voltage characteristic for the
nominally symmetric TBRTS after adjustment for the apparent change in series resistance
with mesa size.
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Figure 4.42: (a) The one dimensional current density-voltage characteristic for the
most asymmetric TBRTS after adjustment for the apparent change in series resistance
with mesa size. (b) The one dimensional current density-voltage characteristic for the
most asymmetric TBRTS after adjustment for the apparent change in series resistance
with mesa size.

dominated by the mesa area, however, the peak current-density for feature F3 do not

overlay. This indicates that the peak current is not an area dominated process which

agrees with the previous results of this section, which suggest it is perimeter dominated.

The peak current-densities for feature F3 in figure 4.41(a) however do not overlay

when scaled for perimeter either, which suggests that the peak current flow must be

a combination of an area and perimeter driven process, where neither contribution
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dominates. However, as the majority of the current flow across the voltage range is

area dominated, it suggests the possibility that the peak resonant current is a perimeter

dominated process, but with a significant contribution from a background area driven

process.

Figures 4.42(a) and 4.42(b) however show that for the most asymmetric structure the

peak resonance current is quite clearly a perimeter dominated process, with the valley

current equally as unmistakably an area dominated process.

To understand why the on resonance current flow is perimeter dominated, but the off

resonance current flow area dominated the current flow through the TBRTS devices

is considered and illustrated in figure 4.43. Here it is shown that under positive bias

the current flows from the top contact through the TBRTS active layers, which has a

resistance RTBRTS to the bottom contact which is 5 µm from the bottom of the mesa

edge. The series resistance, RS is dependent on the path taken by the current, where a

longer path results in a higher series resistance.

RTBRTS
5µm 5µm

0.7µm

+V

RS RS

I I
TBRTS

Active

Layers

Figure 4.43: An illustration of a TBRTS device under a positive bias V. The current
flows from the top contact through the TBRTS active layers, which has a resistance
RTBRTS to the bottom contact which is 5 µm from the bottom of the mesa edge. The
resistance associated with the GaAs layers (all layers excluding the TBRTS active layers)
is given by RS, which varies and is dependent on the path taken by the current (i.e. the
long path, the higher resistance)

.

When the device is off resonance the TBRTS active layers are high resistance and so it is

RTBRTS which dominates and is the limiting resistance to the current i.e. the current

spreads more evenly across the entire area of the mesa as the variations in RS by taking

a longer path are small compared to RTBRTS. However, when the device is on resonance

the TBRTS active layers are transparent and so the resistance is much lower. In this

situation the series resistance dominates and so the majority of the current flows via the

path of least resistance, i.e. where there is the shortest path. Since the bottom contact

surrounds the mesa then the shortest path is down the perimeter of the mesa and directly

to the bottom contact.

To visualise this effect a simple model has been created of which the results are shown in

figures 4.44(a) to 4.44(f). The model simply assumes that the series resistance between

a point on the top of the mesa and nearest bottom contact, RS is proportional to the

distance between those two points, whilst the TBRTS active layer resistance RTBRTS is
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Figure 4.44: The simulated current distribution in arbitrary units for TBRTS devices
which are off resonance (a) 159 x 159 µm (c) 59 x 59 µm (e) 5 x 5 µm. The simulated
current distribution for on resonance TBRTS are also shown for (b) 159 x 159 µm (d)
59 x 59 µm (f) 5 x 5 µm devices.
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constant across the entire mesa (high when off resonance, low when on resonance). A

simple calculation of the total resistance for each point, RT = RS + RTBRTS and the fact

that the total resistance is inversely proportional to current allows for the calculation of

an arbitrary current for each point on the mesa area.

Figures 4.44(a), 4.44(c) and 4.44(e) show that when the device is off resonance, the

current is very uniform across the entire mesa area, as observed from experimental

results where the non-resonant current is area dominated. Whilst figures 4.44(b), 4.44(d)

and 4.44(f) clearly show that when the device is on resonance, the current is not uniform

across the entire mesa area but localised to the mesa perimeter where the path of least

resistance is, which again agrees with the experimental data given in figure 4.42(a). The

inconclusive nature of the results from feature F3 in figures 4.41(a) and 4.41(a) where

there is no clear linear dependence of the current with area or perimeter can also be

explained from the these simple considerations.

Where the feature F3 is attributed to the energetic alignment of a single confined quantum

well state with the conduction band edge, resulting in an increase in transparency of the

TBRTS active region, it is not as significant as the increase in transparency of the feature

studied in VMBE 787. The coincidental alignment of the quantum well states with each

other and the conduction band edge results in a much larger increase in transparency

than the feature F3 and so the reduction in resistance associated with the active region,

RTBRTS, is much more significant in VMBE 787 than VMBE 755. The current is therefore

much more perimeter dominated in VMBE 787 than VBME 755 where the current is

not dominated by perimeter or area which suggests the series and TBRTS active region

contributions to the total resistance of the device are similar in magnitude.
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Figure 4.45: The peak areal current density against mesa area for VMBE 787, the
most asymmetric structure. With decreasing mesa area the maximum current density
increases due to the current path distribution becoming more uniform over the full mesa
area as explained by the model in figures 4.43 and 4.44.
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The origin of the increase in current density (Acm−2) with reduction in mesa area seen

in figures 4.41(b) and 4.42(b) is shown against mesa area in figure 4.45 and can also be

explained by this model. For large devices the majority of current flows within a set

distance (which depends on the conductivity of the semiconducting spacer and doped

layers) from the perimeter of the device and hence the average areal current density is

low as the majority of the device area is not conducting. If the dimensions of the mesa

are reduced then the highly conductive region within the set distance of the perimeter

remains fixed but the area of the less conducting material reduces which leads to an

increase in the ratio of the highly conducting material to the less conducting material

and hence the average areal current density increases. The areal current density will

continue to increase with further reduction in mesa size until it plateaus as the maximum

path length from the top to the bottom contact approaches the electron mean free path,

beyond which there there is no further increase in current density.

4.7 Device Self Heating and Charge Accumulation

In sections 4.4 to 4.6 it has been shown that throughout the range of the varying quantum

well asymmetry triple barrier resonant tunnelling structures there are regions of charge

accumulation and high power dissipation in their respective I(V) characteristics. To

investigate if a time-scale for any charging behaviour could be established and whether

the power dissipation within the TBRTS resulted in any self heating effects a series of

pulsed voltage measurements were performed.

As described in section 3.2.2 the Agilent Technologies B1505A Power Device Analyzer/-

Curve Tracer mainframe was used to provide voltage pulses of pulse widths 500µs and

a pulse period (the time from the start of one pulse to the start of the next) of 5 ms,

resulting in a 10% duty cycle. Between each pulse the base voltage was held at 0.0V

to allow for any accumulated charge to escape and the sample to cool should there be

any self heating affects. Pulsed I(V) characteristics were taken for the 60 µm nominally

symmetric TBRTS, where the charge accumulation is most pronounced, and for the

most asymmetric structure, which had the highest power dissipation and compared to

continuous wave (CW) measurements.

Figures 4.46(a) and 4.46(b) show the CW I(V) characteristics (solid black), with the

pulsed voltage I(V) characteristics (dotted red) overlayed for the nominally symmetric

and most asymmetric TBRTS respectively. The difference between the pulsed and CW

measurement currents, ∆I are also shown (green solid line) from which it can be seen

for both VMBE 755 and VMBE 787 that although there are no large differences there

are some small variations in the currents measured. These variations, where the pulsed

voltage current is greater than the CW current, suggest a slight reduction in the device
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Figure 4.46: The continuous wave (CW) (solid black) and pulsed voltage (dotted
red) I(V) characteristics at 3K for (a) the nominally symmetric TBRTS and (b) the
most asymmetric TBRTS. The calculated difference between the puled voltage and CW
current for each structure is also shown (solid green), focusing on regions of the I(V)
characteristic where the device is in a stable (non NDR) state.
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(and series combination) resistance and are of greatest magnitude at the current reson-

ances where the power dissipation is considerable. However, these variations between the

CW and pulsed voltage measurements only result in approximately 1-2% change in the

overall current, which indicates that any self-heating effects in these devices are minimal

and so have little affect on the device characteristics.

There also appears to be little difference in the I(V) characteristics in the regions of

applied voltage (≈ 200 mV to 350 mV for VMBE 755) which are attributed to charge

accumulation in the emitter quantum well. From this it can only be concluded that

any charging affects in these devices are on a faster time scale than 500 µs and for any

further I(V) investigation of these charge affects a system capable of examining the device

characteristics on a much smaller time scale is required.

4.8 Summary

In this chapter a series of triple barrier resonant tunnelling structures (TBRTS) have

been studied at low temperature. The main differences between double barrier tunnelling

structures and triple barrier tunnelling structures have been explained and the importance

of series resistance on device measurement illustrated. The forward and reverse bias I(V)

characteristics of a nominally symmetric TBRTS has been studied, with several current

resonances observed.

A simple linear voltage drop model has been developed and utilised to predict and confirm

the origin of the current resonances which have been attributed to the coincidental

energetic alignment of the quasi-bound quantum well states with the emitter conduction

band edge. A more complex model using the WinGreen modelling package has also been

utilised to explain the shape of the I(V) characteristic at low temperature and the affect

of charge accumulation in the emitter quantum well.

Triple barrier resonant tunnelling structures with varying collector quantum well widths

have also been investigated. Predictions of a merging of the individual current resonances

observed in the nominally symmetric structure with increasing quantum well width

asymmetry have been compared with experimental data and it has been found that in

the most asymmetric structure studied an extremely large single resonance is observed.

The peak to valley current ratio for each of the TBRTS devices for the different current

resonances has been calculated and perimeter versus area analysis for square devices

of varying mesa areas has been conducted. From this study it has been found that the

off resonance valley current is an area dominated process, whilst the on resonance peak

current flows via the device perimeter, which was unexpected. A simple model has been

developed to explain this result and this behaviour is attributed to non-uniform current

distribution when the triple barrier structure is highly transparent (on resonance) caused
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by the comparatively large resistivity of the doped contact epitaxy layer.

The affect of device self heating due to the high current densities has been explored and

found to have a negligible affect on device performance, whilst it has been determined

that the charge accumulation in the emitter quantum well occurs on a much shorter time

scale than is examinable with short voltage pulses.
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Chapter 5

Thermally Activated Resonant

Tunnelling in Triple Barrier

Structures

For real world applications devices which require expensive and bulky cryogenic cooling

systems for routine operation are nigh on impossible to integrate into the miniature

nature of today’s existing technology. As such, the widespread commercialisation and

application of triple barrier resonant tunnelling structure (TBRTS) devices beyond those

of specialist equipment requires that the devices have the capacity to operate reliably

and efficiently at and above room temperature.

Chapter 4 describes the study of the electrical properties of a series of seven GaAs/AlGaAs

TBRTS with varying degrees of quantum well asymmetry at low temperatures (3K).

In this chapter a study of the TBRTS over a large temperature range from 3K to

293K is presented and builds on work published in [1]. The nature of a thermally

activated resonant tunnelling feature observed in the current-voltage I(V) characteristics

of these devices is explored where the thermally activated feature increases in magnitude

with increasing sample temperature. This is rare behaviour in systems where quantum

mechanics dominates and may prove useful for practical applications of tunnelling devices

at high temperature.

The details of the measurement technique, variable temperature measurement system,

sample structure and device fabrication can be found in chapter 3.

105



Chapter 5. Thermally Activated Resonant Tunnelling 106

5.1 Thermally Activated Resonant Tunnelling

- Symmetric Structure

In this section the nominally symmetric triple barrier resonant tunnelling structure,

VMBE 755, current-voltage (I(V)) characteristics from 3K to 293K are presented. Fig-

ures 5.1(a) and 5.1(b) show the I(V) characteristic for the nominally symmetric structure,

VMBE 755, at various temperatures from 3K to 293K. The low temperature character-

istics remain very similar to the 3K characteristic, however once the sample temperature

is raised to 103K a new resonant feature, F0 has emerged in the very low bias (<20 mV)

region. This feature exhibits a region of negative differential resistance and associated

time-averaged oscillation which is characteristic of a resonant tunnelling process and

continues to increase in magnitude as the sample temperature is raised further, with the

feature still clearly discernible at 293K.

The increase in tunnelling current with increasing temperature is extremely interesting

and quite rare behaviour in systems which are dominated by quantum mechanical affects.

As can be seen from figure 5.1(a) the features identified in section 4.4, (F1, F2 and F3)

all exhibit the opposite behaviour, reducing in strength and becoming enveloped in a

background current of exponential form as the sample temperature is increased. The

behaviour of feature F0 is therefore quite unique and so hints at an origin other than the

energetic alignment of the quantum well confined states with the conduction band edge

for which have been attributed to features F1, F2 and F3 previously.
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Figure 5.1: The positive bias, forward and backward direction, current-voltage char-
acteristic for a 60 µm x 60 µm nominally symmetric TBRTS at various temperatures
(only every 50K shown for clarity). A resonant feature which is not visible at low
temperatures, F0, emerges as the sample temperature is increased. (b) An enlarged
plot of the emerging resonant feature which exhibits a region of negative differential
resistance which is still discernible at 293K.
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Figure 5.2: (a) A schematic of the conduction band potential profile for a totally
symmetric TBRTS under zero bias. The electron probability density is also shown (red)
and is equally distributed between each of the quantum wells (W1 and W2) and extends
across the entire structure, resulting in a high tunnelling probability for charge carriers
at these energies. (b) A schematic of the conduction band potential profile for a totally
symmetric TBRTS with voltage applied across the device. The electron probability
distribution is now localised to a specific quantum well, which dramatically decreases
the tunnelling probability of charge carriers at each of the specific quantum well state
energies.

If we consider a totally symmetric structure at zero bias then as illustrated in figure 5.2(a)

the electron probability density is equally distributed between both the emitter and

collector quantum wells (W1 and W2) forming a n = 1 subband which extends across

the entire active region. When the quantum well states are not localised to a specific

quantum well we take the states to be energetically aligned and so electrons which are

incident on the emitter barrier whose energy are equal to that of the aligned quantum

well states have a high theoretical probability of tunnelling through the TBRTS active

region. Conventionally, to instigate net electron tunnelling a voltage must be applied

across the structure, however in doing so the symmetry and alignment of the quantum

well states is broken with the states becoming more localised to a specific quantum well

resulting in a decrease in the overall tunnelling probability.

Figures 5.3(a) and 5.3(b) show the conduction band potential profile for a symmetric

structure at zero bias along with the emitter electron distribution at various temperatures.

At low temperatures it can be seen that there are very few electrons at energies equal

to the energetically aligned quantum well states and so despite the high transmission

probability no current flows. If however the sample temperature is raised then a signific-

ant number of electrons are promoted to energies equal to the n = 1 subband energies.

On application of a very small forward bias, such that there is negligible perturbation

in the alignment of the quantum well states then the electrons can tunnel through the

TBRTS structure resulting in a net current flow. As the sample temperature is increased

further then an increasing number of electrons are promoted to energies equal to the

n = 1 subband and so the magnitude of the tunnelling current increases.
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Figure 5.3: (a) The 3D emitter carrier density distribution at various temperatures
from 3K (blue) where there is a sharp, well defined distribution to 293K (red) where
the carriers are now distributed over many different energies. (b) The conduction band
potential profile for a totally symmetric triple barrier resonant tunnelling structure,
the electron probability distribution (shown in red) is equally distributed between the
emitter and collector quantum wells.

Increasing the bias across the device forces the quantum well states out of energetic

alignment with each other and localises each state to a specific quantum well as shown

in figure 5.2(b). This dramatically decreases the tunnelling probability through the

structure and results in the region of negative differential resistance seen in figures 5.1(a)

and 5.1(b). It is important to stress that this is very different behaviour to the con-

ventional double barrier resonant tunnelling structure which remains transparent to an

increasing number of electrons as the bias is increased and the quantum well state is

moved lower in energy relative to the emitter electron distribution. As this behaviour is

a result of the energetic alignment of two quantum well states then it is purely associated

with multiple (≥ 3) barrier structures where the application of an electric field alters

the transmission properties of the structure and not just the effective incident electron

energies.

A reasonable estimate of the voltage required to energetically misalign the quantum well

n = 1 subband states can be calculated from the broadening of the quantum well n = 1

subband using a simple transmission coefficient calculation by a transfer matrix method,

as a function of energy based on the approach by Ando and Itoh [2]. The full-width half

maximum of the n = 1 subband peaks were taken as the broadening of the states and the

linear voltage drop model (described in section 4.4.1) applied to calculate the amount of

bias required to misalign the states, which in the case of a completely symmetric TBRTS
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Figure 5.4: The positive and negative bias, forward and backward direction, I(V)
characteristic for a 60 µm x 60 µm nominally symmetric TBRTS at various temper-
atures (only every 50K shown for clarity). A resonant feature which is not visible at
low temperatures, F0 (or -F0 in the negative bias direction), emerges as the sample
temperature is increased. (b) An enlarged plot of the emerging resonant feature which
exhibits a region of negative differential resistance which is still discernible at 293K.

was found to be 12.5 mV.

This gives reasonable agreement with what is observed in figure 5.1(b), however it is

already known from photoluminescence (PL) and photoluminescence excitation (PLE)

measurements of the quantum well widths (table 3.1) that there is a small degree of

asymmetry in the quantum wells of the nominally symmetric structure. Therefore the

amount of bias required to misalign the n = 1 subband states using these measured well

widths is found to be 16.3 mV.

In the nominally symmetric structure the thermally activated current peak is seen in

the forward and reverse bias as shown in figures 5.4(a) and 5.4(b), but is stronger in

the positive bias direction. This observation agrees with the measured quantum well

widths (table 3.1), as in the forward bias direction it is the narrower quantum well, B,

which is the collector well. As this quantum well is narrower, its associated confined

states are at a slightly higher energy than that of the emitter quantum well and so a

small positive voltage must be applied across the structure to completely align the n = 1

subband states. This can be seen in the I(V) characteristic shown in figure 5.4(b) where

the peak of the thermally activated resonant feature (F0) is at a slightly higher voltage

and current in the positive bias direction, than in the negative bias direction (-F0).

As the triple barrier resonant tunnelling structure is very transparent at energies equal

to those of the energetically aligned quantum well states then the device current is signi-

ficant at extremely low bias. Combining this with the nature of the dramatic decrease in

tunnelling probability with the application of further bias to misalign the quantum well
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Figure 5.5: The extracted peak (red squares) and valley (green triangles) currents from
the series resistance adjusted I(V) characteristic for the nominally symmetric TBRTS
at various temperatures. The calculated peak-to-valley current ratio (PVCR) is also
shown (solid blue crosses).

.

states results in a resonance of this nature having the potential for a large peak-to-valley

current ratio.

Figure 5.5 shows the extracted peak and valley currents for the nominally symmetric

TBRTS between 121K and 293K, where the maximum peak and minimum valley cur-

rents are clearly discernible. The peak and valley current both increase with increasing

temperature almost proportionally, therefore the calculated peak-to-valley ratio, which is

also shown, for the thermally activated resonance decreases with increasing temperature.

Although this resonant alignment condition has the potential to produce a current reson-

ance with a large peak to valley ratio, the valley current (as well as the peak current, as

has already been shown) is highly dependent on the emitter electron distribution.

As previously discussed, the promotion of electrons to higher energies (figure 5.3(a)) with

increasing temperatures results in an increasing number of electrons at energies equal to

that of the highly transparent aligned quantum well states. However, this also results in

an increased number of electrons with the ability to be transmitted through the active

region via other mechanisms, which with respect to the aligned n = 1 quantum well

states are leakage mechanisms. Some potential leakage mechanism which are likely to

contribute to the valley current are:

i) Tunnelling through the now misaligned n = 1 states, which although has much less
probability of occurring than when the states are aligned, still remains significant
due to the large number of electrons available at the correct energy.
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ii) Tunnelling through the n = 2 quantum well states, which are still partially aligned,
and therefore have a large tunnelling probability∗.

iii) Electrons which have sufficient energy may pass completely over the top of the
potential barriers.

5.2 Thermally Activated Resonant Tunnelling

- Asymmetric Quantum Well Structures

In section 5.1 a thermally activated current resonance, which increased in magnitude

with increasing temperature was identified in the I(V) characteristic of the nominally

symmetric triple barrier resonant tunnelling structure. In the following section the I(V)

characteristics for the series of seven TBRTS with varying degrees of quantum well

asymmetry are presented over a range of temperatures from 3K to 293K.

The thermally activated resonant tunnelling current peak described in section 5.1 assumes

that the n = 1 quantum well states are energetically aligned at zero bias, which for

a nominally symmetric structure is true (figure 5.2(a)). However in an asymmetric

structure where the quantum wells are different widths this is not the case as, shown in

figure 5.6(a). For an asymmetric structure, where one quantum well is narrower than

the other, the narrower well confined states are at a higher energy, which in the infinite

∗The partial alignment of the n = 2 states after the n = 1 states have misaligned is illustrated in
figure 4.9 and caused due to the increased broadening in energy of these states as they are less well
confined

E2(W1)

E1(W2)

E1(W1)

W1 W2

EF

(a)

W1
W2

(b)

Figure 5.6: (a) A schematic of the conduction band potential profile for a asymmetric
TBRTS under zero bias. The electron probability density is also shown (red) and is
localised to a specific quantum well (W1 or W2) (b) A schematic of the conduction
band potential profile for an asymmetric TBRTS with voltage applied across the device
which is sufficient to energetically align the quantum well confined states and form an
n = 1 subband. The electron probability distribution extends across the entire structure
resulting in a high transmission probability for charge carriers energetically aligned to
this subband.
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Figure 5.7: The positive bias, forward and backwards direction I(V) characteristics at
various temperatures for the series of asymmetric TBRTS: (a) VMBE 757, (b) VMBE
760, (c) VMBE 761, (d) VMBE 762, (e) VMBE 788, (f) VMBE 787. The thermally
activated resonance is indicated by the label X.
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well approximation is given by equation (4.3).

Therefore in order to energetically align the n = 1 states of an asymmetric triple barrier

resonant tunnelling structure an appropriate voltage must be applied across the device, as

illustrated in figure 5.6(b). The amount of bias required is dependent on the difference in

energy between the two localised n = 1 states and so increases with increasing quantum

well asymmetry where the collector quantum well is narrower than the emitter quantum

well. However, if the emitter quantum well is narrower than the collector quantum well,

i.e. in the negative bias direction, then the n = 1 localised states of the emitter and

collector quantum wells never align.

Figures 5.7(a) to 5.7(f) show the I(V) characteristics of the six asymmetric VMBE

samples in increasing degree of quantum well asymmetry. In the low quantum well

asymmetry structures (figures 5.7(a) and 5.7(b)) as in the nominally symmetric structure,

a current resonance feature which is not present at low temperature appears as the

sample temperature is raised and continues to increase in magnitude with increasing

temperature.

Figure 5.7(c) shows the I(V) characteristic for VMBE 761, which has a quantum well

ratio of 1.172. As the temperature of this sample increases the temperature dependent

current peak once again emerges, however in this structure it appears to emerge from,

or near, a feature which is observed at 3K. This is further emphasised in figure 5.7(d)

which clearly shows that in this structure the temperature dependent current peak is an

enhancement of the first large resonance observed in the I(V) characteristics at 3K and

is also observed in the most asymmetric structures shown in figures 5.7(e) and 5.7(f).

In this thesis the application mainly considered for these devices is high frequency

emitters. However, it is interesting to note that due to the highly non-linear nature of

the current with voltage at the temperature dependent resonance peak, these structures

may also have applications as high-frequency receivers. The detected power, P , can be

expressed (in the case of a 50 Ω load) as [3]:

P =
1

50


A2

4
f (2)(VBias) +

A4

64
f (4)(VBias)

f (1)


2

(5.1)

where f(V ) is the I(V) characteristic, f (1), f (2), f (4) the derivatives of f(V ) with respect

to V and A is the input radio frequency (RF) voltage which is applied to the resonant

tunnelling diode.

Therefore from equation (5.1) it can be seen that a large second differential, f (2), is

beneficial for device responsivity. Thus the sharp energetic misalignment of the n = 1

subband states, which causes the sharp drop in tunnelling current associated with the

temperature dependent resonance, as can be seen in figures 5.7(a) to 5.7(f), may warrant
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further investigation. The study of these devices as potential receivers, or transceivers,

where the resonant tunnelling structure operates as both emitter and receiver is not

continued in this thesis, however further information on such devices can be found in [3,

4].

5.2.1 Resonant Current Temperature Dependence

The enhancement of the resonance feature with temperature and magnitude of the peak

and valley currents for each sample appear to vary with quantum well asymmetry. The

temperature dependence of peak and valley currents and peak-to-valley current ratio

of the thermally activated current resonance for the series of asymmetric quantum well

structures and the nominally symmetric structure are shown in figures 5.8(a) and 5.8(b)

respectively.

The thermally activated resonance peak current is plotted on a logarithmic scale against

increasing temperature for the series of VMBE triple barrier resonant tunnelling structures

and it can be seen that with increasing quantum well asymmetry the peak current increases

across the entire temperature range. There is a significant difference between the peak

current of the nominally symmetric and most asymmetric structure resonance at some

temperatures, with a difference of over three decades observed.

To understand this dramatic increase in peak resonance current we must consider that

the triple barrier structure is at its most transparent, with a transmission probability
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Figure 5.8: (a) The thermally activated n = 1 subband critical alignment resonance
peak current with increasing temperature for the range of seven VMBE TBRTS samples.
(b) The thermally activated n = 1 subband critical alignment resonance valley current
with increasing temperature for the range of seven VMBE TBRTS samples. The
discontinuities in VMBE 788 are due to a sudden switch in the voltage at which the
valley current occurs, shown in figure 5.10(b) with the origin of the switch still unclear
at the time of writing.
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Figure 5.9: (a) A schematic of the conduction band potential profile for a symmetric
TBRTS under zero bias showing the energy difference between the n = 1 subband and
the conduction band edge, ∆E and the probability density of the confined states (red).
(b) A schematic of the conduction band potential profile for an asymmetric TBRTS with
voltage applied across the device which is sufficient to energetically align the quantum
well confined states and form an n = 1 subband. The energy difference between the
n = 1 subband and the conduction band edge is less than in (a) due to the bias required
to align the quantum well states.

very close to one at the confined state energies when the n = 1 subband quantum well

states are energetically aligned. As this alignment occurs under the correct amount of

bias in each of the TBRTS studied then the increase in magnitude of the peak resonance

current is not specifically due to any differences in the alignments between the n = 1

subband in structure, and therefore must be due to n = 1 subband alignment relative to

the emitter charge carrier distribution.

As has previously been discussed, the bias required to energetically align the n = 1

confined quantum well states with each other increases as the quantum well asymmetry

increases and therefore with more bias across the device the critical n = 1 subband

alignment occurs at lower energies relative to the conduction band edge. The difference in

energy, ∆E between the n = 1 subband and the conduction band edge therefore reduces

with increasing quantum well asymmetry and is illustrated in figures 5.9(a) and 5.9(b).

For a degenerately doped TBRTS, where the Fermi Energy, EF is within the conduction

band (as the emitter and collector regions of the series of VMBE samples are) even at

0K the electron states at the bottom of the conduction band are occupied. Therefore

at low temperature if the n = 1 subband energetic alignment occurs close to, or below

the Fermi Energy then there are a large number of electrons readily available to tunnel

through the aligned subband states, thus creating a large current resonance.

At this resonance peak the current is large for the highly asymmetric structures, increasing

the bias across the structure to misalign the n = 1 subband states and localise them to a

specific quantum well should result in the TBRTS becoming more opaque and so a much

lower valley current in comparison to the peak. This can be seen in figure 5.8(b), where
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Figure 5.10: (a) The calculated peak-to-valley ratio against sample temperature for
the series of TBRTS with varying quantum well asymmetry. The discontinuity observed
in the PVCR for VMBE 788 is a result of a sharp change in valley current voltage,
which results in a lower valley current and is shown in figure 5.10(b). (b) The I(V)
characteristic for VMBE 788 between 85K and 95K with characteristics for every 2K
shown. At temperatures 85K and below, and 135K and above the valley current for the
resonance is located at approximately 230 mV. A shift in the valley current voltage out
to approximately 470 mV occurs between 87K and 133K where there are no longer two
distinct resonances, as the NDR region merges across both.

for the most asymmetric structure, VMBE 787 there is a significant difference between

the peak and valley currents.

The calculated peak-to-valley current ratio of the thermally activated resonant tunnelling

peak for each of the triple barrier tunnelling structures is shown in figure 5.10(a) where

it can be seen there is a general trend of increasing PVCR with structure asymmetry.

The PVCR for VMBE 787 remains relatively high at temperatures up to ≈ 100K in

comparison to the less asymmetric TBRTS, which hints at a resonance which, with some

optimisation, may lead to a high room temperature PVCR. Interestingly however, the

second highest PVCR is not displayed by the second most asymmetric structure VMBE

788, but by VMBE 762, which has a moderate degree of quantum well asymmetry. This

is thought to be due to the difference between the conduction band potential profiles

at the bias of the valley current of the two samples. The valley current for the most

asymmetric structure is measured at a bias of ≈ 480 mV, whereas the valley current

for VMBE 762 occurs at ≈ 230 mV. As the most asymmetric structure is under much

higher bias, the potential barriers on the collector side of the active region are much

lower in energy compared to those of VMBE 762, resulting in a higher transmission

probability at energies approaching the top of the potential barriers for VMBE 787

than VMBE 762. Therefore as the sample temperature increases the dependency of the

leakage valley current on temperature for each structure also differs and is much stronger

for the most asymmetric structure, thus resulting in a larger growth in leakage valley
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current (and hence lower PVCR) with increasing temperature for VMBE 787. However,

with optimisation of the TBRTS design such that the critical n = 1 subband energetic

alignment occurs and is coincident with the electron distribution, but at a lower bias,

this effect can be reduced.

The maximum PVCR for each structure is plotted against quantum well asymmetry and

shown in figure 5.11 where a linear fit to the maximum PVCR gives good agreement for

the majority of the TBRTS devices below a quantum well width ratio of 1.425, however

interestingly there is a dramatic increase in the maximum PVCR for the most asymmetric

structure, which rises to a PVCR of ≈ 6. In the lower asymmetry structures, the first

resonance peak, F0, is attributed to the critical n = 1 subband alignment, and there is a

clear valley associated with this resonance. However, as the quantum well asymmetry

increases the valley current begins to merge with the feature F2-2 which is attributed

to the formation of a two-dimensional emitter, and as such the valley current for the

resonance increases.

In the most asymmetric structure however only a single large resonance with a single

NDR region is observed in the I(V) characteristics. It is also worth noting that the valley

current voltage has shifted from approximately 230 mV in VMBE 788 to approximately

480 mV (at 3K) for VMBE 787 and as such the associated resonance valley current is

much lower. This switch between two valley current voltages is also observed in the I(V)

characteristic of VBME 788 between 85K and 95K, and is shown in figure 5.10(b). Thus

the valley current for VMBE 787 and between 83K and 137K for VMBE 788 is more

accurately described as the valley current of the combined current resonances than the
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Figure 5.11: The maximum peak-to-valley current ratio (PVCR) against ratio of
quantum well widths (Emitter:Collector) which is a measure of the asymmetry of the
triple barrier resonant tunnelling structures. Below a QW ratio of 1.425 there is a
good fit to linear function for the maximum PVCR, however for the most asymmetric
structure which has a QW ratio of 1.4375 this point no longer fits the trend as there is
a dramatic increase in PVCR.

.
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valley associated with the feature F0. The origin of the switch in valley current voltage

is discussed in section 6.2.3.

5.2.2 Critical Alignment Activation Energy

As previously explained in section 5.2.1, with increasing quantum well asymmetry the

n = 1 subband energetic alignment occurs at energies closer to the Fermi Energy, EF,

which is well defined at 3K. Therefore the energy required to promote electrons to energies

equal to the n = 1 subband states also decreases and hence the thermally activated

current resonance emerges in the I(V) characteristic at lower and lower temperatures

with increasing quantum well asymmetry.

For a process which is dependent on temperature, Arrhenius plots are often used to

analyse the effect of temperature and determine the activation energy, Ea of the process.

The analysis is based on the assumption that the temperature dependencies of the

semiconductor band gap, and Fermi level are linear over the temperature range. Therefore

for the thermally activated resonance the activation energy, which is a measure of the

amount of energy required to promote electrons from the Fermi Energy (which is a linear

extrapolation to T = 0K, for more information see [5]) to the energetically aligned n = 1

subband states (figure 5.12), can be determined from Arrhenius plots governed by the

Arrhenius equation:

IPeak = A exp

(
−Ea

Kb

1

T

)
(5.2)

Where IPeak is the thermally activated peak resonance current, Kb is the Boltzmann

constant, T is temperature and A is a constant. Simple rearrangement results in,

ln (IPeak) =
−Ea

Kb

1

T
+ ln (A) (5.3)

Ea

W1 W2

Figure 5.12: A conduction band potential schematic showing the critically aligned
n = 1 subband quantum well states (red) and the activation energy, Ea, which is the
difference between the Fermi Energy and the energy of the n = 1 subband states.
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and so a simple plot of ln (IPeak) against 1
T yields −Ea

Kb
allowing for the extraction of the

activation energy for each sample.

Figures 5.13(a) and 5.13(b) show the experimental and theoretical Arrhenius plots

respectively for the critical n = 1 subband current resonance of the seven VMBE triple

barrier resonant tunnelling structures between 83K and 250K, with only every 5th data

point shown for clarity. Data is only plotted for this range as below 83K the n = 1

subband alignment is not discernible for several of the low quantum well asymmetry

samples and above 250K leakage current associated with other thermally activated

processes become more pronounced and cause deviations from a straight line fit.

The theoretical Arrhenius plots were generated by modelling and calculating the current

density through the TBRTS under sufficient bias to critically align the n = 1 subband

states and was done in two parts. Firstly a linear electric field was applied across the

undoped spacers and active region of the structure, which is a good first approximation

as at low bias the voltage is dropped predominately between the n+ contact layer and the

δ-doped layer. For each potential profile Schrödinger’s equation was solved within only

the active region of the device and infinite potential barriers were assumed outside of

this region. The quantum well confined state energy and wavefunction for each state was

found and the bias increased until the n = 1 subband states were energetically aligned.

Secondly, at the bias required for energetic alignment the current density was calculated

from the transmission coefficient (based on the method by Ando and Itoh [2]) via

equation (5.4) formulated by Tsu and Esaki [6]:

J =
em∗KbT

2π2~3

∫ ∞
0

D(E, V ) ln

 1 + exp

[
(EF − E)

KbT

]
1 + exp

[
(EF − E − eV )

KbT

]
 dE (5.4)

Where in the above expression e, m∗, Kb, T , D(E, V ), V , EF and E are the electron

charge, effective mass, Boltzmann constant, temperature, transmission coefficient, applied

voltage, Fermi energy and Energy respectively.

The modelled tunnelling current Arrhenius plots produce good straight line fits for the

lower asymmetry structures, however for the structures with higher asymmetry, and

therefore where the energetic alignment of the n = 1 subband states occurs closer to the

Fermi energy, the Arrhenius plots begin to curve. This is believed to be caused as at

energies close to the Fermi energy the electron distribution is no longer Boltzmann like

(which the Arrhenius plots assume) and therefore are no longer linear. In this situation it

is the low temperature regions which are still most Boltzmann like and hence the linear

fit gradients at these low temperatures are used for extraction of the activation energy

for VMBE 762, VMBE 788 and VMBE 787.

From both the experimental and theoretical Arrhenius plot gradients it is clear to see
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Figure 5.13: (a) The experimentally extracted Arrhenius plots for the series of seven
VMBE TBRTS devices between 83K and 250K. Straight line fits to extract the gradient
are made to each with the determined activation energies shown in figure 5.14. (b) The
theoretically calculated Arrhenius plots for the series of seven VMBE TBRTS devices
between 83K and 250K. Straight line fits to extract the gradient are made to each with
the determined activation energies shown in figure 5.14.
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Figure 5.14: The experimentally determined (red diamonds) and theroretically calcu-
lated (blue circles) activation energies against quantum well width ratio (emitter:collector)
for the n = 1 subband critical alignment current resonance. There is good agreement
between the experimental and theoretical data with a straight line fit made to the
experimental results.

that generally, as the collector quantum well width is reduced (and so there is increasing

structure asymmetry) the activation energy decreases. The magnitude of the theoretically

calculated current density is larger than that measured experimentally, however this

is believed to be due to equation (5.4), which assumes the tunnelling current is only

dependent on the longitudinal energy of the carriers. This therefore does not take into

account the restrictions on tunnelling due to the matching of available k-states and so

over estimates the total current through the modelled structure.

Plots of the extracted experimental and theoretical activation energies for each sample are

plotted against quantum well width ratio in figure 5.14, with the theoretically determined

values showing good agreement to the experimental results. There is a clear trend of

decreasing activation energy with increasing quantum well asymmetry, with an activation

energy of zero representing coincidental energetic alignment of the n = 1 subband and

the Fermi Energy, which is nearly achieved in the most asymmetric structure.

5.3 Summary

In this chapter the temperature dependent current-voltage I(V) characteristics of a series

of triple barrier resonant tunnelling structures between 3K and 293K (room temperature)

have been investigated. With increasing temperature a resonance not observed at low

temperatures emerges in the I(V) characteristic of the nominally symmetric structure.

This feature is also observed in the series of asymmetric quantum well structures and

increases in magnitude with increasing sample temperature.
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This behaviour is rare in systems in which quantum mechanics dominates and is attributed

to the energetic alignment of the quasi-bound n = 1 subband states. In the symmetric

structure this alignment is broken with application of voltage across the structure and

so is only observed at low voltages. However, with decreasing collector quantum well

width and hence increasing confinement energy of the states in this well, this critical

n = 1 alignment occurs at higher voltage and in closer proximity to the conduction

band edge. A very large current resonance is observed once the n = 1 subband energetic

alignment occurs coincidental with the conduction band edge and is the origin of the

single resonance observed in the most asymmetric structure.

The activation energy of this critical n = 1 subband alignment has been extracted

for each of the triple barrier resonant tunnelling structures studied and decreases with

increasing sample quantum well asymmetry, where an activation energy of zero indicates

coincidental energetic alignment of the n = 1 subband states and the Fermi energy.

Theoretical activation energies have also been calculated from the calculated tunnelling

current using the simple linear voltage drop model developed in chapter 4 and are in

excellent agreement with the experimentally determined values.
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Chapter 6

Triple Barrier Heterostructures

for Terahertz Emitters

Terahertz radiation, which is also known as submillimeter radiation typically describes

electromagnetic radiation with frequencies between 300 GHz and 10 THz [1]. Several

optical and electronic devices have been developed to operate in this frequency range,

but all suffer in general from low output power. They also tend to be substantial in

size, and operate at undesirable low temperatures which results in such devices being

incompatible for integration into modern electronic circuitry. The lack of a practical,

compact and coherent THz radiation source has lead to the term “terahertz gap” [2]

being used to describe this frequency range.

Whilst optical terahertz radiation sources are challenged by the difficulty in finding

suitable low-energy band-to-band transitions, and the need for cryogenic cooling [3] to

operate at these frequencies it is the carrier transit time which limits the operational

frequency of many solid-state electronic devices [4]. Resonant tunnelling devices (RTDs)

which exploit quantum mechanical tunnelling, which is inherently a fast process are

therefore seen as promising candidates for compact, coherent terahertz emitters which

will operate at room temperature. RTDs are widely recognised as the fastest solid-state

electronic device with recent reports of measured THz emission of 1.55 THz [5].

The applications of THz radiation sources are numerous, such as enhanced security

imaging [6] which exploits the unique “terahertz fingerprint” of many non-conducting

materials, ultra-fast wireless communications for short-range high-capacity line of sight

communication [7] and medical imaging techniques as THz waves, unlike x-rays are non-

ionising and therefore do not damage biological tissue [8]. Therefore for this technology

to be utilised across the many consumer applications, a cost-effective and scalable

manufacturable process is a necessity and as such an electronics based approach is

necessary.

125
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6.1 Requirements for Terahertz Emission

In comparison to conventional electronic devices, the operational speed of resonant

tunnelling devices (RTDs) is mainly governed by the tunnelling time through the structure,

which in turn is dependent on the tunnelling probability through the structure, rather

than a conventional transit-time. Therefore, as the active regions of tunnelling structure

devices are very short then this lends itself to devices with very high cut-off frequencies,

as tunnelling is inherently a fast process.

RTDs are therefore well suited to be exploited as high frequency oscillators due to

the negative differential conductance regions exhibited in the current-voltage (I(V))

characteristics of such structures. This negative differential conductance allows the RTD

to be used in a resonant circuit. The maximum oscillation frequency of an RTD, fMAX

is given by equation (6.1) [9] and based on the small-signal equivalent circuit of an RTD

given by Brown et al. [10].

fMAX =
1

2π

√
1

2L2
QWCD

√√√√√2LQW −
CD
G2

+

√√√√[(CD
G2
− 2LQW

)2

−
4LQW (1 +RSG)

RSG

]
(6.1)

Where CD is the space charge capacitance resulting from the charging and discharging

effect of charge carriers within the device depletion regions, G is the negative differential

conductance, RS is the device series resistance which includes contact resistance, spreading

resistance and the resistance of the emitter and collector regions. LQW is known as

the quantum inductance and represents the delay between the RTD current and the

applied voltage caused by the finite time required for charge carriers to tunnel through

the structure. The quantum inductance is given by,

LQW =
τrtd

G
(6.2)

where τrtd is the tunnelling time through the RTD structure. In situations where LQW

can be assumed to be negligibly small equation (6.1) reduces to [11]:

fMAX =
1

2πCD

√
G

RS
−G2 (6.3)

Therefore to maximise the device oscillation frequency minimising the series resistance

and parasitic capacitances whilst maximising the negative differential conductance is

necessary, where the average negative differential conductance, G of a resonant peak can

be calculated from,

G =
∆I

∆V
(6.4)
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where ∆I is the peak to valley current difference and ∆V is the peak to valley voltage

difference.

The maximum power of a resonant tunnelling device with a static I(V) characteristic (i.e.

in the steady state) which is represented by a cubic polynomial is given by [12]:

PMAX =
3

16
∆I∆V (6.5)

However, the maximum RTD output power reduces with increasing frequency due to the

intrinsic delay of the charge carriers travelling through the resonant tunnelling structure,

τT , where,

τT = τrtd +
τdep

2
(6.6)

and τdep is the carrier transit time in the depletion region. This finite transit time

reduces the negative conductance, G with increasing frequency and as such the frequency

dependent maximum power output is given by [13]:

PMAX(f) =
3

16
cos(ωτT )∆I∆V (6.7)

Thus for high power output at high frequency a large negative differential conductance

region (∆I and ∆V ) as well as a short device transit time are required.

It is also important to consider the power efficiency of the RTDs and since the output

power of the device is related to the difference between the peak and valley voltages, ∆V

and not the magnitude of the applied voltage itself then to minimise the wasted power, it

is desirable for the current resonance peak to occur at a low voltage, whilst maintaining

a large current.

6.2 GaAs/Al0.33Ga0.67As Triple Barrier Resonant

Tunnelling Heterostructure Emitters

In this section the GaAs/Al0.33Ga0.67As triple barrier resonant tunnelling structure

(TBRTS) devices described in chapter 3 and studied in detail in chapters 4 and 5 are

examined for the purpose of being utilised as THz radiation sources. The whole series of

seven nominally symmetric and asymmetric VMBE samples are studied with values for

the calculated maximum oscillation frequency and frequency dependent power calculated

for each device.
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6.2.1 Negative Differential Conductance

As has been discussed in section 6.1 the average negative differential conductance of

a current resonance peak can be calculated using equation (6.4). Figures 6.1 and 6.2

show the extracted peak to valley current (∆I) and peak to valley voltages (∆V ) of the

current resonance peak associated with the n = 1 critical subband alignment studied

in chapter 5. The series of seven VMBE samples (from nominally symmetric to most

asymmetric) are shown in these plots, with the n = 1 resonance chosen for analysis as it

is still discernible at room temperature.

As expected for the triple barrier resonant tunnelling structures with a lower degree

of quantum well asymmetry ∆I increases with increasing sample temperature between

3K and ≈ 200K which is due to the thermal promotion of charge carriers to energies

equal to the energetically aligned n = 1 state (see chapter 5). With further increase in

sample temperature ∆I then decreases due to the the enhancement of thermally activated

background leakage current mechanisms (e.g. over the potential barrier transport).

For the structures with a higher degree of quantum well asymmetry (VMBE 762 and

VMBE 788) the behaviour is similar, but for the most asymmetric structure, VMBE 787,

where the n = 1 subband alignment is coincident with the Fermi level ∆I is significantly

larger. The difference between the peak and valley current is a maximum at low temper-

atures, where the background leakage current is a minimum, but with increasing sample

temperature this increases, whilst the peak current remains relatively stationary, thus
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Figure 6.1: The extracted peak to valley current (∆I) from the series resistance
adjusted I(V) characteristics for the current resonance attributed to the n = 1 critical
subband alignment for the series of VMBE TBRTS devices against sample temperature.
Only every fifth data point is shown for clarity.
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reducing ∆I with increasing temperature.

The discontinuities in the VMBE 788 data are attributed to sharp switches in valley

voltage (and therefore current) which occur between 83K and 183K as previously men-

tioned in section 5.2.1. The origin of these transitions are discussed in section 6.2.3

along with the origin of what appears to be two regimes in the VMBE 787 data with a

transition at ≈ 220K in figure 6.1.

Figure 6.2 shows the extracted peak to valley voltage, ∆V , from the series resistance

adjusted I(V) characteristics for the series of seven VMBE TBRTS studied. At low

temperatures the difference between the peak and valley voltage is large for the most

asymmetric structure, and decreases with increasing temperature (as expected) due to

an increase in the background leakage current. Again there are sharp transitions for

VMBE 788 (between 83K and 137K) and VMBE 787 at ≈ 220K, and it also appears

again there are two regimes for VMBE 787, with a switch occurring at ≈ 150K. These

features are studied in more detail in section 6.2.3, but from figures 6.1 and 6.2 it is clear

to see that VMBE 788 and VMBE 787 are the most promising candidates for a high

average negative differential conductance.

The calculated average negative differential conductance from equation (6.4) for the

series of VMBE TBRTS devices are shown in figure 6.3. Here it can be seen that for

the two most asymmetric structures, VMBE 788 and VMBE 787, the mean negative

conductance is far greater than the triple barrier resonant tunnelling structures with

a lower degree of quantum well asymmetry. This therefore indicates that, as expected
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Figure 6.2: The extracted peak to valley voltage (∆V ) from the series resistance
adjusted I(V) characteristics for the current resonance attributed to the n = 1 critical
subband alignment for the series of VMBE TBRTS devices against sample temperature.
Only every fifth data point is shown for clarity.
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Figure 6.3: The calculated average negative differential conductance, G, using equa-
tion (6.4), plotted against sample temperature for the series of VMBE TBRTS devices.
Only every fifth data point is shown for clarity.

the maximum frequency of oscillation (from equation (6.3)) is likely to be greater for

the devices with the largest degree of quantum well asymmetry due to the large peak to

valley currents exhibited. The maximum oscillation frequency of these two devices is

calculated in section 6.2.3.

It is however, also interesting to note that despite exhibiting larger peak to valley current

and voltage (∆I and ∆V ) values, at low temperatures the calculated mean negative dif-

ferential conductance of the large single resonant peak observed in the I(V) characteristic

of VMBE 787 is lower than that of VMBE 788.

6.2.2 Output Power

The calculated maximum output power for a resonant tunnelling device with a steady

state I(V) characteristic is calculated from equation (6.5) and shown in figure 6.4 for the

series of VMBE triple barrier resonant tunnelling structures against sample temperature.

It is clear to see that in the steady state the maximum power of approximately 4.5 mW

at low temperatures, emitted by the most asymmetric structure, VMBE 787 far exceeds

those with a lower degree of asymmetry. The sharp discontinuity in the calculated

maximum power for VMBE 788 is also quite significant, due to the large increase in both

peak to valley current and peak to valley voltage observed in figures 6.1 and 6.2.

Although the calculated output power appears relatively large, the size of the mesa

must be taken into account as large area devices suffer from excessive capacitance which

decreases the maximum oscillation frequency (from equation (6.3)), which is discussed
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Figure 6.4: The calculated steady state maximum output power from equation (6.5)
for the series of VMBE devices against sample temperature.

further in section 6.2.3. Figure 6.5 therefore shows the calculated maximum power

density given the approximate mesa areas of the devices studied were ≈ 3480 µm2. The

extracted maximum output power density of ≈ 1.3 µWµm−2 falls well below that of the

state of the art, optimised, InGaAs/AlAs double barrier resonant tunnelling structures

which have a steady state power density of ≈ 0.62 mWµm−2 [14].
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Figure 6.5: The maximum output power density against sample temperature calculated
from equation (6.5) using values extracted from I(V) characteristics for series of VMBE
devices with approximate mesa areas of 3480 µm2.
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6.2.3 Oscillation Frequency and Frequency Dependent Output Power

A theoretical maximum oscillation frequency for resonant tunnelling devices such as those

studied in this thesis can be calculated from equation (6.3) provided that the quantum

inductance, equation (6.2), is small. To calculate the maximum frequency fMAX, the

series resistance, RS , device capacitance, CD, and negative differential conductance, G,

are also needed. Equation (6.4) has been used to calculate the average negative differen-

tial conductance (which has previously been shown in figure 6.3 and the temperature

dependent series resistance for each device has been estimated from the series resistance

adjustments made to the I(V) characteristics in section 4.6. The device capacitance, CD

for these structures has previously been estimated from the length of the depletion region.

The capacitance was estimated to be 170 fF for a device with a mesa area of 100 µm−2

[15], thus the capacitance per unit area is found to be 1.7 fFµm−2. However, as this is

the device capacitance, then it is a worst case scenario value, and so practically with a

reduction in device mesa area an improvement in oscillation frequency may be seen.

In section 6.2.2 the steady state maximum output power was calculated for the series

of VMBE TBRTS devices. Although a useful value for comparison with the steady

state power output of the state of the art InGaAs/AlAs double barrier structures, the

actual output power of a device which is oscillating is given by equation (6.7) and is also

dependent on that frequency of oscillation and the transit time of charge carriers through

the structure, τT . Thus to calculate an estimated frequency dependent maximum output
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Figure 6.6: The calculated maximum oscillation frequency (blue circles) from equa-
tion (6.3) and frequency dependent maximum output power (black squares) from
equation (6.7) for the most asymmetric TBRTS device, VMBE 787. The device has an
active mesa area of ≈ 3480 µm−2.
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power an estimate of the tunnelling time, τrtd and the carrier transit time τdep in the

depletion region (equation (6.6)) is required. The total carrier transit time for these

structures was estimated to be ≈ 14 ps where τrtd was estimated from the full width

at half maximum of the transmission coefficient through the TBRTS device and τdep

calculated from the estimated length of the depletion region (from [15]) and the GaAs

collector/emitter saturation velocity.

The calculated maximum oscillation frequency and maximum frequency dependent output

power for the most asymmetric structure, VMBE 787, with a mesa area of ≈ 3480 µm−2

are shown in figure 6.6. The maximum calculated power at low temperatures remains

relatively high in comparison to the steady state calculated power (figure 6.4) which, as

expected decreases with increasing temperature due to the reduction in ∆I and ∆V as

seen in figures 6.1 and 6.2.

The maximum oscillation frequency for these structures is calculated to vary between

≈ 14 GHz and ≈ 17 GHz depending on the sample temperature. Interestingly however

there is an increase in the calculated maximum oscillation frequency with increasing

sample temperature upto approximately 153K, at which point there is a definite change

in the evolution of frequency with temperature. A sharp discontinuity is seen at approx-

imately 220K where the calculated maximum oscillation frequency switches back to a

higher value. These features are again attributed to those observed in figures 6.1 and 6.2

and as such the origin of these discontinuities are investigated here.

Figure 6.7 shows the peak to valley current difference, ∆I, for VMBE 787 with fits
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Figure 6.7: The extracted peak to valley current difference, ∆I, for the most asymmet-
ric TBRTS, VMBE 787 for a device with mesa area ≈ 3480 µm−2. Two clear regions
with different dependency on temperature can be seen and exponential fits are made to
both of these regions.
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made to the two regions where the temperature dependence of ∆I differs. The low

temperature fit, I1 clearly shows a dependence in which ∆I reduces to zero by ≈ 220K,

whilst the high temperature fit, I2 albeit lower in magnitude than I1 at low temperatures,

remains present at room temperature. In the I(V) characteristics for VMBE 787 only

one large current resonance is observed, which has an enhanced negative differential

resistance region compared to that of VMBE 788 and less asymmetric structures, as

previously shown in figure 4.30. Therefore given that the peak current magnitude and

voltage remain relatively stationary with increasing sample temperature and it is the

valley current that alters, figure 6.7 appears to indicate that the fits I1 and I2 trace

the evolution of two separate valley currents, one which is hidden in the NDR region

and only becomes visible with increasing sample temperature as the device transitions

between the two.

Similar behaviour can be seen in figure 6.8 where there is a clear transition between

the low temperature fit, V1 which drops to zero at approximately 220K and the higher

temperature fit V2. The transition between the fits V1 and V2 occurs at ≈ 150K, which

is the same temperature at which the fit measured data begins to deviate from the

low temperature current fit, I1. This indicates that between ≈ 150K and ≈ 220K the

observed valley in the I(V) characteristic begins to transition, in current and voltage,

between the initially observed valley and the “hidden valley”. The discontinuity in ∆V

which occurs at ≈ 220K is coincident with the low temperature fits, I1 and V1 becoming

zero and as such is due to the sharp switch in voltage to the “hidden valley” once the
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Figure 6.8: The extracted peak to valley voltage difference, ∆V , for the most asym-
metric TBRTS, VMBE 787 for a device with mesa area ≈ 3480 µm−2. Two clear regions
with different dependency on temperature can be seen and exponential fits are made to
both of these regions. A fit to the high temperature region above the sharp discontinuity
which can be seen is also made.
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initially observed valley is overcome by the temperature dependent background leakage

current.

Figure 6.9 shows the measured I(V) characteristics at 3K (solid blue) and 293K (solid

red) for VMBE 787, with the position of the “hidden valley” indicated at 3K (red cross).

In samples with a lower degree of quantum well asymmetry, such as VMBE 788, for

which the I(V) characteristic is also shown in figure 6.9 (dashed blue) there are at least

two resonance peaks observed, one attributed to the critical alignment of the n = 1

subband and the second, which appears at higher voltages attributed to the formation of

a 2D emitter state and charge accumulation in the emitter quantum well. For VMBE 787

however, only one negative differential conductance region is observed which indicates

that either a 2D emitter state does not form and so charge does not accumulate in

the first quantum well in this structure, or that the magnitude of the n = 1 critical

alignment resonant current is large enough and in close enough proximity to the charge

accumulation resonance for the resonances to merge, thus resulting in a single NDR

region, but with two distinctly different values of negative differential conductance (NDC).

Figure 6.9 shows the two regions of differing mean NDC, where a line has been drawn

between the resonance peak current and the “hidden valley”, G1, and then from the

“hidden valley” to the observed resonance valley, G2. It can be seen that the gradients

(and so mean NDC) of these two lines are distinctly different, thus suggesting that this
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Figure 6.9: The experimentally measured I(V) characteristic for the most asymmetric
sample VMBE 787 at 3K (solid blue) and 293K (solid red) with the position of the
extracted “hidden valley” indicated by a red cross. The I(V) characteristic for the
second most asymmetric structure VMBE 788 is also shown (dashed blue) along with
line of average negative differential conductance from the resonance peak current to the
hidden valley and from the hidden valley to the observed valley (dotted black).
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Figure 6.10: The experimentally measured I(V) characteristic for the most asymmetric
sample VMBE 787 at 3K (solid blue) and an illustrated estimation of the steady state
I(V) characteristic in the negative differential region (dotted blue). The combination of
two separate resonances can form a “shoulder” in the NDR region, thus resulting in two
regions with significantly different mean negative differential conductances.

resonance is a combination of two separate resonances which overlap such as to form

one continuous NDR region. The “hidden valley” therefore can be more accurately

described as a “shoulder” in the NDR region of the steady state I(V) characteristic,

and is illustrated in figure 6.10. Interestingly, with this resonance feature potentially

exhibiting two different mean NDC values, allows for the ability to significantly switch

the frequency of oscillation of the device by a small change in the bias voltage.

Figure 6.11 shows the calculated maximum frequency and frequency dependent power

against temperature for the negative differential conductance region, G1 which is associ-

ated with the n = 1 critical alignment of figure 6.9 (i.e. the average NDC between the

resonance peak and the hidden “shoulder”) utilising ∆I from fit I2 and ∆V from fit V3.

There is an increase in maximum oscillation frequency at low temperatures in comparison

to figure 6.6, due to the increase in the mean negative differential conductance, G, but a

decrease in the frequency dependent maximum power due at these temperatures due to

decrease in ∆I ×∆V . The calculated values agree with those in figure 6.11 as at high

temperature (> 220K) the valley associated with the n = 1 resonance is no longer hidden

but observed and measured in the experimental data.

∆IGL = IPeak − I1 − IValley (6.8)

∆VGL = VValley − V3 − VPeak (6.9)
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Figure 6.11: The calculated maximum oscillation frequency (blue circles) from equa-
tion (6.3) and frequency dependent maximum output power (black squares) from
equation (6.7) for the region G1 using the fits I2 and V3 for a device which has an active
mesa area of ≈ 3480 µm−2. Polynomial fits to both oscillation frequency and maximum
output power are also shown.
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Figure 6.12: The calculated maximum oscillation frequency (blue circles) and frequency
dependent maximum output power (black squares) in the region G2 for a device which has
an active mesa area of ≈ 3480 µm−2. The values of ∆I and ∆V used in equations (6.3)
and (6.7) were calculated from equations (6.8) and (6.9). Polynomial fits to both
oscillation frequency and maximum output power are also shown.
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Equations (6.8) and (6.9) have been used to calculate the values for ∆I and ∆V used in

equations (6.3) and (6.7) for the region of lower negative differential conductance, G2,

which occurs between the hidden “shoulder” and the observed resonance valley at low

temperatures. The calculated maximum oscillation frequency and maximum frequency

dependent power are plotted against temperature for this NDC region in figure 6.12.

Due to the lower NDC in this region the maximum frequency of oscillation is lower than

in G1. fMAX peaks at ≈ 13 GHz at ≈ 150K before rapidly decreasing to zero by ≈ 225K.

The rapid decrease in frequency is due to the NDC region becoming enveloped in the

background leakage current with increasing sample temperature, thus reducing ∆I and

∆V to zero. The calculated maximum output power is also lower in this region than for

G1 and again decreases to zero by ≈ 225K due to the reduction of ∆I and ∆V to zero

at this temperature.

In these calculations the parasitic device capacitance CD is assumed to be constant

throughout the applied voltage range. However, as the feature associated with the

region G2 is attributed to the formation of a two-dimensional emitter state and charge

accumulation in the first quantum well the device capacitance under these bias conditions

is likely to increase, and thus the frequency of oscillation in this region decrease.

Figure 6.13 shows the calculated maximum oscillation frequency and frequency dependent

power for both regions of negative differential conductance, G1 (180 mV < V < 320 mV)

and G2 (320 mV < V < 480 mV) on the same figure. At low temperatures altering the

voltage applied to the device such that it switches from the region G1 to G2 could result

in a change in oscillation frequency of between ≈ 17.5 GHz to ≈ 11 GHz, albeit with a
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Figure 6.13: The polynomial fits to the maximum oscillation frequency (blue) and fre-
quency dependent maximum output power (black) in both NDC regions, G1 (solid lines)
and G2 (dash-dotted lines) for a device which has an active mesa area of ≈ 3480µm−2.
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Figure 6.14: The calculated maximum oscillation frequency (blue circles) from equa-
tion (6.3) and frequency dependent maximum output power (black squares) from equa-
tion (6.7) for VMBE 788. Polynomial fits to both the maximum oscillation frequency
and maximum output power are also shown.

decrease in output power of approximately 50%.

The maximum oscillation frequency and frequency dependent output power for the

second most asymmetric device, VMBE 788 have also been calculated and are shown

in figure 6.14. The calculated frequency of oscillation for this structure is similar to

that of the extracted n = 1 resonance values from VMBE 787 (figure 6.11) despite lower

values of negative differential conductance, G. This is a result of a difference in the series

resistance, RS , between the two devices, which at 3K for VMBE 787 is estimated to be

0.7 Ω whilst for VMBE 788 RS is lower at 0.6 Ω. This illustrates an important point, as

the series resistance of the device (or in fact also the capacitance) significantly affects

the maximum oscillation frequency. Thus, whilst RTDs are a promising candidate to

be utilised as high-frequency emitters for large scale manufacturing and quality control

purposes the fabrication of devices with a specific series resistance and device capacitance

must be repeatable, uniform across a wafer and tightly controlled.

The maximum frequency dependent output power for VMBE 788 is much lower than

that of the n = 1 extracted values for VMBE 787 as one would expect, due to the smaller

values of ∆I and ∆V . PMAX however does increase with increasing sample temperature

due to an increase in ∆I caused by the increasing magnitude of the n = 1 critically

aligned subband peak resonance current, which in VMBE 788 is still partially thermally

activated.

The discontinuity in calculated frequency and output power between 85K and 135K

occurs due to the sudden switch in valley voltage (and therefore current), which forms
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one large single resonance peak similar to that of VMBE 787. This switch in voltage has

previously been identified (figure 5.10(b)) and briefly discussed in section 5.2.1, however

unlike the resonance observed in VMBE 787 the second resonance peak, associated with

charge accumulation is clearly discernible at temperatures less than 87K and greater

than 133K. This indicates that the cause of this switch is different in origin to that of

VMBE 787 and at the time of writing the origin of this is still unclear.

6.2.4 GaAs/Al0.33Ga0.67As Triple Barrier Heterostructure Summary

Several GaAs/Al0.33Ga0.67As triple barrier resonant tunnelling structures have been

studied in section 6.2 with a consideration of the structures being utilised as high-

frequency oscillator sources. The main properties which govern the maximum oscillation

frequency and the maximum output power have been calculated and are summarised

in table 6.1 and compared to those of the current state of the art InGaAs/AlAs high-

frequency oscillators presented in [16, 17].

Table 6.1: A summary of the comparisons between the important parameters for
THz frequency emitters for the most asymmetric GaAs/Al0.33Ga0.67As Triple Barrier
Tunnelling Structures studied in this chapter against those of the state of the art
InGaAs/AlAs double barrier structures extracted from [14, 17]

Parameter GaAs/Al0.33Ga0.67As
TBRTS (3K)

InGaAs/AlAs
DBRTS (RT)

Mesa Area 3481 µm2 0.2 µm2

PMAX Density ≈ 1.3 µWµm−2 ≈ 620 µWµm−2

τT 14 ps 120 fs

CD 170 fFµm−2 6 fFµm−2

G Density 0.43 µSµm−2 38 mSµm−2

fMAX 18 GHz 1.42 THz

PMAX(f) 0.22 mW (18 GHz) 1 µW (1.42 THz)

The GaAs/Al0.33Ga0.67As triple barrier structures studied in this thesis in comparison

to the optimised state of the art devices perform quite poorly across every parameter.

However, with this being said many of the parameters shown in table 6.1 are dependent

on material parameters such as the effective mass, m∗, conductivity, σ, and and optimised

structure design to improve the peak current density. Thus a triple barrier resonant

tunnelling structure, based on the already optimised design published in [14] should allow

for an enhancement of the peak to valley current, ∆I due to a suppression of the off

resonance background current thus enhancing the negative differential conductance of

the device which enhances the frequency of oscillation and an improvement in the the

frequency dependent output power.
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6.3 Optimisation of Triple Barrier Heterostructures for

High Power THz Emitters

Improvements in both frequency of oscillation and output power of resonant tunnelling

diodes are believed to be possible by the modification of the design of the active region,

from a double barrier structure to that of a triple barrier structure. The addition of

a third potential barrier is essentially to reduce the background leakage current which

dominates the off resonance valley current, whilst maintaining the high transmission

coefficient through the device which contributes to a large on resonance current. This

will in-turn improve the peak to valley current, ∆I, which is an important parameter for

both the frequency of oscillation and maximum output power (section 6.1).

To achieve oscillation frequencies in the THz window with sufficient output powers

to be utilised in applications such as security imaging or high capacity short range

communications an optimised double barrier resonant tunnelling structure has been

developed in the In0.53Ga0.47As/AlAs (Indium Gallium Arsenide/Aluminium Arsenide)

material system grown on lattice matched InP (Indium Phosphide) and reported by

Kanaya et al. [14]. This and similar structures are currently being utilised in state of

the art RTDs which have recently been reported operating with a frequency of 1.92 THz

[18] at room temperature.

The current density-voltage characteristic for the optimised RTD structure with a collector

spacer thickness of 12nm reported in [14] has been simulated in the WinGreen simulation

package at 300K and is shown in figure 6.15(a), with the I(V) characteristic reported by

Kanaya et al. shown in figure 6.15(b). The layer structure and modelling parameters
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Figure 6.15: (a) The simulated current density against applied voltage for the structure
reported by Kanaya et al. [14]. There is very good agreement between the simulated
and experimentally measured values for a 12nm collector, shown in figure 6.15(b). (b)
The experimentally measured current density against voltage from [14].
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used to produce the simulated data are presented in table 6.2 and from figures 6.15(a)

and 6.15(b) it can be seen there is very good agreement between the experimental and

simulated data. The material parameters are defined in a separate database with the

values for the parameters such as electron effective mass, band gap energy, dielectric

constant and valence band offsets required by the simulation extracted from [19–22].

Table 6.2: The WinGreen input parameters for the double barrier resonant tunnelling
structure reported by Kanaya et al. [14]. These parameters are used throughout the
simulations presented in this section, with only the layer thickness and material being
altered.

Thickness
(nm)a

Material Scattering
Parameter

Doping
(1016 cm−3)

Doping energy
level (eV)b

30 In0.53Ga0.47As 0.06 5000 0.005

5 In0.53Al0.10Ga0.37As 0.06 5000 0.005

20 In0.53Al0.10Ga0.37As 0.03 300 0.005

2 In0.53Al0.10Ga0.37As 0.0034 0.01 0.005

M3 AlAs 0.0034 0.01 0.005

M11 In0.90Ga0.10As 0.0034 0.01 0.005

M3 AlAs 0.0034 0.01 0.005

12 In0.53Ga0.47As 0.0034 0.01 0.005

15 In0.53Ga0.47As 0.06 5000 0.005

a or monolayers, denoted by the prefix “M”.
b relative to the conduction band minimum.

The simulations performed in the following analysis of optimisation of triple barrier

resonant tunnelling structures based on the Kanaya et al. design utilise the parameters

presented in table 6.2 with only the active region (barriers and wells) layer thickness and

material composition modified.

6.3.1 An Optimised AlAs/In0.90Ga0.10As Triple Barrier Resonant

Tunnelling Structure

To simplify the initial optimisation process the triple barrier resonant tunnelling structures

were simulated without any charge accumulation effects in the active region. A series

of structures were simulated based on that optimised by Kanaya et al. [14], with a

third barrier added, initially for a structure with symmetric 11 monolayer In0.90Ga0.10As

quantum wells. The width of the collector well, WC was then varied, with the emitter

well, WE kept constant at 11 monolayers (ml). The emitter quantum well width was

then also varied with the collector quantum well held at 11 monolayers. The widths

of the emitter, middle and collector barriers (BE , BMB and BC respectively) of the

structures remained constant throughout at 3 monolayers each. Details of each of these
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Table 6.3: The widths of the active region layers simulated for a series of triple barrier
resonant tunnelling structures, with Aluminium Arsenide (AlAs) barrier layers and
In0.90Ga0.10As quantum well layers.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

ALL 1 3 11 3 11 3

ALL 2 3 11 3 10 3

ALL 3 3 11 3 9 3

ALL 4 3 11 3 8 3

ALL 5 3 11 3 7 3

ALL 6 3 11 3 6 3

ALL 7 3 10 3 11 3

ALL 8 3 9 3 11 3

ALL 9 3 8 3 11 3

ALL 10 3 7 3 11 3

structures simulated can be found in table 6.3. Figures 6.16(a) and 6.16(b) show the

simulated I(V) characteristics for the structures described in table 6.3, along with the

simulated I(V) characteristic for the double barrier RTD structure reported by Kanaya

et al. For all of these structures there is an enhancement in the peak resonance current

in comparison to the Kanaya et al. structure, due to the increase in voltage at which the

resonance peak occurs. For a double barrier structure this would normally coincide with

an increase in the valley current also, due to the increased background leakage current at

higher voltages. However, for these triple barrier structures the addition of the extra

barrier reduces the background leakage current, and hence for structures ALL 1, ALL 2
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Figure 6.16: The simulated current density against voltage characteristics for the
structures detailed in table 6.3 with a quantum well width ratio, R (emitter:collector), of
(a) R ≥ 1, (b) R ≤ 1. The simulated structure reported in [14] and shown in figure 6.15
are also given.
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Figure 6.17: The calculated mean negative differential conductance, G (open circles)
and steady state output power density (open squares) against the degree of quantum
well width asymmetry (emitter:collector). The dotted and dashed line represent the
calculated mean negative differential conductance and steady state output power density
values respectively for the Kanaya et al. double barrier structure, whilst the dash-dotted
box indicates those structures that offer the best negative differential resistance and
output power density.

and ALL 3 the valley current is lower, but at a greater voltage than the Kanaya et al.

simulated structure.

The structures with a quantum well width ratio, R (emitter:collector), of less than 1.0

(ALL 7 to ALL 10) also exhibit an increase in the peak resonance voltage compared to

the simulated double barrier structure, due to the increased bias required to apply the

same electric field across the active region. However there is less enhancement to the

peak resonance current of these structures in comparison to those with a a quantum well

ratio R ≥ 1. The calculated mean negative differential conductance and steady state

power density of the current resonances for each of the structures detailed in table 6.3

and the structure reported in [14] are shown in figure 6.17.

From figure 6.17 it is clear to see that the structures ALL 1, ALL 2, ALL 3 and ALL

7 out perform the double barrier structure by Kanaya et al. in both average negative

differential conductance and steady state output power density. Practically however,

there would be a high degree of risk of strain induced lattice relaxation and crystal defects

forming during epitaxial growth as these structures have not been design to take into

account strain introduced by the In0.90Ga0.10As well and AlAs barriers as these are lattice

mismatched to In0.53Ga0.47As. Modification of the structures to a strain compensated

design is therefore required for any practical devices.

The double barrier structure by Kanaya et al. has been grown to be strain compensated
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across the active region. Due to the smaller lattice constant of the AlAs layers compared

to those of the In0.53Ga0.47As lattice matched to InP substrate, the AlAs layers are

compressively strained. The In0.90Ga0.10As layers however have a larger lattice constant

than In0.53Ga0.47As and as such are under tensile strain. With the correct ratio of AlAs

layers to In0.90Ga0.10As layers the compressive and tensile strain can be compensated.

For the AlAs/In0.90Ga0.10As on In0.53Ga0.47As system this ratio is approximately 1.369

(AlAs:In0.90Ga0.10As) and as such the intended double barrier structure layers were likely

to have been 8 ml AlAs (in total) and 11 ml In0.90Ga0.10As respectively, which is a ratio

of 1.375. However the simulated Kanaya et al. double barrier structure uses 6 ml of

AlAs to replicate the I(V) characteristic, thus indicating the majority of the tunnelling

current is due to a structure with 6 ml AlAs, rather than the intended 8 ml. As the

tunnelling current has an exponential dependence on barrier width, the observation of

an I(V) characteristic that can only be replicated using 3 ml barriers is not too suprising,

as the current naturally takes the path of least resistance, i.e. the regions of the device

where the barrier layers are only 3 ml thick, rather than the intended 4 ml.

As the structures in figure 6.17 with the best G and output power density are not strain

compensated, and those structures which are do not offer any improvements on the

double barrier structure then another solution must be sought. The two structures, ALL

4 and ALL 3 that are indicated in figure 6.17 by a dash-dotted box are structures, that

with some adjustments to the thickness of the barrier layers can be modified to be strain

compensated. This is simpler for ALL 4 than ALL 3 and as such the structure ALL 4

has been chosen to be optimised further, which has a large mean negative differential

conductance, ∆I and ∆V , all of which occur at relatively low voltage in comparison to

some of the other structures.

Table 6.4 shows the variations of the structure ALL 4, in which the width of the middle

barrier which controls the coupling strength between the two quantum wells, has been

Table 6.4: The widths of the active region layers simulated for a series of triple barrier
resonant tunnelling structures, with Aluminium Arsenide (AlAs) barrier layers and
In0.90Ga0.10As quantum well layers. The width of the middle barrier, BMB has been
varied by a monolayer between each structure.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

ALL 4.1 3 11 1 8 3

ALL 4.2 3 11 2 8 3

ALL 4.3 3 11 3 8 3

ALL 4.4 3 11 4 8 3

ALL 4.5 3 11 5 8 3

ALL 4.6 3 11 6 8 3

ALL 4.7 3 11 7 8 3

ALL 4.8 3 11 8 8 3
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Figure 6.18: The simulated current density against voltage characteristics for the
structures detailed in table 6.4 for varying middle barrier widths. The simulated
structure reported in [14] and shown in figure 6.15 are also given.

varied for each structure. For completeness the width has been varied from 1 ml, to

8 ml, which for this structure is the required middle barrier width to engineer a strain

compensated active region (given quantum wells of widths 11 ml and 8 ml).

The simulated current-density against voltage curves for each of the structures given in

table 6.4 are shown in figures 6.18(a) and 6.18(b). The thinnest middle barrier results

in the largest coupling and hence splitting in energy between the two quantum well
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Figure 6.19: The calculated mean negative differential conductance, G (open circles)
and steady state output power density (open squares) against the width of the middle
barrier. The dotted and dashed line represent the calculated mean negative differential
conductance and steady state output power density values respectively for the Kanaya
et al. double barrier structure.
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n = 1 subband states, as expected. This results in two resonances observed in the

I(V) characteristics with a large difference in voltage between the two, the difference in

voltage between the two resonances decreases with increasing middle barrier width, as

the coupling, and so energy splitting of the n = 1 subband states decreases, with a single

resonance observed once the thickness of the middle barrier reaches 5 ml. The mean

negative differential resistance, G and steady state output power density for the largest

resonance of each of the structures in table 6.4 are shown in figure 6.19.

The calculated values of negative differential conductance, G and steady state output

power density for each of these structures show that with increasing middle barrier

width, although the strength of the coupling decreases to allow the formation of a single

resonance, this also decreases the mean negative differential conductance and the output

power density below that of the structure developed by Kanaya et al. [14].

To analyse the efficiency of these structures a figure of merit suggested by Baba et al. [23],

which is the ratio of the time-averaged electrical chip power (PChip) to the steady state

extractable power, PMAX from equation (6.5) to approximate a device efficiency based on

the input to output power is used. This efficiency and peak resonance voltage for each of

the structures in table 6.4 are plotted against middle barrier width in figure 6.20.

As might be expected, the most efficient structures are those with a larger middle barrier,

where the resonance peak occurs at lower voltage, but all of the triple barrier structures

studied here have lower efficiency than that of the Kanaya et al. double barrier structure.

However, structures ALL 4.5 and ALL 4.6 are only marginally less efficient than the
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et al. [23] (open crosses) and the extracted peak resonance voltage (open diamonds)
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resonance voltage and calculated input to output power ratio values respectively for the
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double barrier structure despite the increased peak resonance voltage because of the

increased ∆I from the suppression of the off resonance background current.

The structure, ALL 4.8 which best fulfil the requirements for strain balance across

the active region (19 ml In0.90Ga0.10As and 14 ml AlAs) suffers from lower negative

differential conductance and output power density than Kanaya et al. as well as lower

power efficiency and as such this structure offers no benefits compared to the optimised

double barrier structure.

Generally for a strain compensated structure it is the ratio of the total number of

compressively and tensile strained monolayers which determines the overall strain value,

provided the number of consecutive layers of a single type of strain do not exceed the

critical thickness above which the lattice will relax, and thus creating defects in the crystal

structure. Therefore, with a total of 19 ml of In0.90Ga0.10As quantum well material, 14

ml of AlAs, which can be distributed within various thickness layers across the structure,

are required to balance the strain.

Table 6.5: The widths of the active region layers simulated for a series of triple barrier
resonant tunnelling structures, with Aluminium Arsenide (AlAs) barrier layers and
In0.90Ga0.10As quantum well layers. The width of the middle barrier, BMB is kept
constant at 6 ml whilst the emitter and collector barrier layers are varied between each
structure. The total ratio of In0.90Ga0.10As to AlAs material is also kept constant at 19
ml to 14 ml, which is a strain compensated system.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

ALL 4.6a 4 11 6 8 4

ALL 4.6b 3 11 6 8 5

ALL 4.6c 2 11 6 8 6

ALL 4.6d 1 11 6 8 7

ALL 4.6e 5 11 6 8 3

ALL 4.6f 6 11 6 8 2

ALL 4.6g 7 11 6 8 1

Therefore given the relatively high efficiency and negative conductance and output power

density of structure ALL 4.6, which has a middle barrier of 6 ml, this structure has been

chosen to modify into a strain compensated active region, by the addition of two extra

monolayers of AlAs distributed between the emitter and collector barriers. Table 6.5

shows the structure designs, where the width of the emitter and collector barriers are

varied, whilst maintaining a strain compensated active region.

The simulated current density against voltage characteristics for each of the structures

in table 6.5 are shown in figure 6.21 with the calculated mean negative differential

conductance and steady state output power density against emitter barrier width for

each structure given in figure 6.22. The calculated input to output power ratio and

extracted resonance peak voltage for each of the designs are also plotted in figure 6.23
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Figure 6.21: The simulated current density against voltage characteristics for the
structures detailed in table 6.5 for varying middle barrier widths. The simulated
structure reported in [14] and shown in figure 6.15 are also given.

against emitter barrier width.

The simulated I(V) characteristics for these set of structures show that with increasing

emitter barrier thickness there is a decrease in tunnelling current through the structure,

despite the total barrier thickness of the active region remaining constant. This indicates

that it is the emitter barrier which dominates the current flow through the entire structure,

rather than a combination of all of the barrier layers as it is the emitter barrier that
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Figure 6.22: The calculated mean negative differential conductance, G (open circles)
and steady state output power density (open squares) against the width of the emitter
barrier. The dotted and dashed line represent the calculated mean negative differential
conductance and steady state output power density values respectively for the Kanaya
et al. double barrier structure. The red circle and square are included as a reference
and represent the mean negative differential conductance and output power density
respectively for the structure ALL 4.6, which is not strain compensated.
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et al. [23] (open crosses) and the extracted peak resonance voltage (open diamonds)
against the width of the emitter barrier. The dotted and dashed line represent the peak
resonance voltage and calculated input to output power ratio values respectively for the
Kanaya et al. double barrier structure.

controls the coupling between the quasi-confined quantum well states and the emitter

electron states.

The shape of the simulated I(V) characteristic current resonance also varies with emitter

barrier width due to the altering degree of confinement, where the energy of the quasi-

confined state in the emitter quantum well decreases (and so is better confined) with

increasing emitter barrier width, whilst the energy of the collector quantum well quasi-

confined state increases with increasing emitter barrier width (as the collector barrier

is reduced), hence the state is less well confined. A resonance was not observed in the

simulated I(V) characteristic for design ALL 4.6g.

Figures 6.22 and 6.23 therefore show that the design ALL 4.6c, with an emitter barrier of

2 monolayers exhibits a current resonance which has a greater mean negative differential

conductance, greater output power density and similar input to output power efficiency

as the optimised structure developed by Kanaya et al. Thus, this design is a potential

improvement on the current state of the art RTD structures currently being used.

The optimisation process has thus far ignored the effect of charge accumulation in the

quasi bound quantum well states, however as has been shown in section 4.4.1 in triple

barrier resonant tunnelling structures charge accumulation in the emitter quantum well

can have a dramatic effect on the I(V) characteristics observed. In section 6.1 it has also

been shown that the capacitance of RTD structures is an extremely important factor in

determining the maximum frequency of oscillation of such devices, and so a structure in

which a substantial amount of charge can accumulate is not desirable as this will increase
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Figure 6.24: The simulated current density against voltage characteristics for the
structure design ALL 4.6c given in table 6.5 where charge accumulation in the emitter
quantum well is allowed and forbidden. The simulated structure reported in [14] and
shown in figure 6.15 are also given.

the capacitance.

Figure 6.24 therefore shows the simulated I(V) characteristics for design ALL 4.6c with

and without charge accumulation in the emitter quantum well permitted, from which it

can be seen there is a dramatic difference in the simulated characteristics. A comparison

between the two characteristics show that in the situation where charge accumulation in

the emitter quantum well is allowed there is an increase in the resonance peak current,

and a decrease in the off resonance valley current resulting in a larger peak to valley

current, ∆I. This coincides with a decrease in the peak to valley voltage difference,

∆V and as such the average negative differential conductance of this resonance is much

larger when charge is allowed to accumulated in the quantum well. Although at first this

may seem advantageous, there is also a significant shift in the peak resonance voltage

indicating a large amount of charge is accumulating in the emitter quantum well. Thus

the structure design ALL 4.6c may have a large capacitance which would limit frequency

of oscillation of the device and possibly negate any improvements in comparison to the

optimised double barrier structure by Kanaya et al. which does not suffer from charge

accumulation.

6.3.2 A Strain Compensated Triple Barrier Resonant Tunnelling Struc-

ture to Minimise Emitter Quantum Well Charge Accumulation

One disadvantage of a triple barrier resonant tunnelling structure (TBRTS) as a high

frequency oscillator is that generally, due to the nature of the design of such a structure,

significant charge accumulation in the emitter quantum well occurs. As has been shown

in sections 6.1 and 6.3 this charge accumulation results in an increased capacitance across
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the device, which limits the maximum oscillation frequency. As a result a TBRTS which

has improved performance as a high frequency oscillator over a symmetric double barrier

resonant tunnelling structure (DBRTS) which does not suffer from charge accumulation

in the quantum well is difficult to achieve without very careful consideration and structure

design.

Triple barrier resonant tunnelling structures are often viewed as a DBRTS which have

an energy filter, which limits the energy of the electrons incident on the double barrier

structure to the energy of the emitter quantum well quantised states. The optimisation

process described in section 6.3.1 was based on an approach in which the material

composition of each of the quantum wells was identical and design varied to maximise the

critical alignment of the n = 1 quantum well subband states allowing high transmission

through the structure. The design was then modified to account for the difficulties in

successfully growing such a structure and resulted in a design in which large charge

accumulation occurred.

In this section a different approach has been taken, which considers the design require-

ments to minimise charge accumulation in the emitter quantum well and the ability

to successfully and relatively simply grow such a structure. The requirement of a thin

emitter barrier (≈ 2 or 3 monolayers) is also imposed from the evidence in figure 6.22

which showed the tunnelling current is dominated by the coupling between the three-

dimensional emitter and the emitter quantum well state. These initial requirements

constrain the number of parameters which can be varied and as such result in a limited

number of structures that can be modified for optimisation. In reality however there

are many more parameters than can be varied, such as the alloy compositions of the

three dimensional emitter, individual potential barriers and individual quantum well

regions. For simplicity this optimisation process only considers limited variations on

the quantum well alloy compositions and the allowed quantum well/barrier widths for a

strain compensated system.

Table 6.6: The widths of the active region layers of the starting structures for a
series of triple barrier resonant tunnelling structures in which there is reduced charge
accumulation in the emitter quantum well. All four structures are strain approximately
strain compensated, utilising AlAs barriers and an In0.53Ga0.47As collector quantum
well. The alloy composition of the emitter quantum well for designs In53A.1, In53B.1
and In53C.1 is In0.90Ga0.10As, whilst a In0.80Ga0.20As is used in the In53X.1 design.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

In53A.1 4 11 2 11 2

In53B.1 3 10 2 11 2

In53C.1 3 9 2 11 2

In53X.1 3 13 2 11 2
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Table 6.6 shows the starting possibilities for structures which comply with the require-

ments to minimise emitter quantum well charge accumulation whilst being strained

compensated and exhibiting a high current density. Charge accumulation occurs in the

emitter quantum well due to an imbalance between the number of carriers tunnelling into

and the number of carriers tunnelling out of the quantum well. These rates are dependent

on the transmission coefficient into the emitter quantum well and out of the emitter

quantum well into the collector region of the device, and as such crudely the transmission

probability through the emitter barrier must be less than or equal to the transmission

probability through the middle barrier/collector well/collector barrier structure. This

can be achieved by controlling the width of these barriers such that (BE ≥ BMB + BC)

as the transmission probability is crudely dependent on the barrier widths. In reality,

for energies equal to carriers in the 3D emitter and with bias across the structure the

transmission coefficient through the emitter barrier, TE is lower than the middle barrier,

TMB which is lower than the collector barrier, TC (TE > TMB > TC). Therefore the

combination of a 3 ml emitter barrier, 2 ml middle barrier and 2ml collector barrier also

fulfil the requirements to minimise charge accumulation.

The emitter well width has then been chosen to result in an active region which is as

close to being strain compensated as possible, whilst the width of the collector well

will be varied. The thin two monolayer middle barrier results in a large coupling and

hence energy splitting between the quasi confined quantum well states and as such the

transmission coefficient through the structure at these energies is very high. Tables 6.7

to 6.10 show the variations on the starting structures simulated with the calculated

mean negative differential resistance, G, steady state output power density, resonance

peak voltage and input to output power efficiency plotted against collector quantum well

width for each variation in figures 6.25 to 6.28.

Table 6.7: The widths of the active region layers for a series of triple barrier resonant
tunnelling structures in which there is reduced charge accumulation in the emitter
quantum well. These designs are based on the staring structure In53A.1 in table 6.6
which has an In0.90Ga0.10As emitter quantum well. Only the width of the In0.53Ga0.47As
collector quantum well is varied across each different design.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

In53A.1 4 11 2 11 2

In53A.2 4 11 2 10 2

In53A.3 4 11 2 9 2

In53A.4 4 11 2 8 2

In53A.5 4 11 2 12 2

In53A.6 4 11 2 13 2

In53A.7 4 11 2 14 2
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Table 6.8: The widths of the active region layers for a series of triple barrier resonant
tunnelling structures in which there is reduced charge accumulation in the emitter
quantum well. These designs are based on the staring structure In53B.1 in table 6.6
which has an In0.90Ga0.10As emitter quantum well. Only the width of the In0.53Ga0.47As
collector quantum well is varied across each different design.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

In53B.1 3 10 2 11 2

In53B.2 3 10 2 10 2

In53B.3 3 10 2 9 2

In53B.4 3 10 2 8 2

In53B.5 3 10 2 7 2

In53B.6 3 10 2 12 2

In53B.7 3 10 2 13 2

Table 6.9: The widths of the active region layers for a series of triple barrier resonant
tunnelling structures in which there is reduced charge accumulation in the emitter
quantum well. These designs are based on the staring structure In53C.1 in table 6.6
which has an In0.90Ga0.10As emitter quantum well. Only the width of the In0.53Ga0.47As
collector quantum well is varied across each different design.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

In53C.1 3 9 2 11 2

In53C.2 3 9 2 10 2

In53C.3 3 9 2 9 2

In53C.4 3 9 2 8 2

In53C.5 3 9 2 7 2

In53C.6 3 9 2 6 2

In53C.7 3 9 2 12 2

In53C.8 3 9 2 13 2

In53C.9 3 9 2 14 2

Table 6.10: The widths of the active region layers for a series of triple barrier resonant
tunnelling structures in which there is reduced charge accumulation in the emitter
quantum well. These designs are based on the staring structure In53X.1 in table 6.6
which has an In0.80Ga0.20As emitter quantum well. Only the width of the In0.53Ga0.47As
collector quantum well is varied across each different design.

Design BE (ml) WE (ml) BMB (ml) WC (ml) BC (ml)

In53X.1 3 13 2 13 2

In53X.2 3 13 2 14 2

In53X.3 3 13 2 15 2

In53X.4 3 13 2 16 2

In53X.5 3 13 2 12 2

In53X.6 3 13 2 11 2

In53X.7 3 13 2 10 2
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Figure 6.25: The calculated mean negative differential conductance, G, plotted against
the varied width of the collector quantum well for the In53A (open circles), In53B (open
diamonds), In53C (open squares) and In53X (open crosses) design variations detailed in
tables 6.7 to 6.10. Third order polynomial fits to each data set are also shown whilst
the dashed line represents the calculated mean negative differential conductance for the
Kanaya et al. double barrier structure.
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Figure 6.26: The calculated steady state output power density plotted against the
varied width of the collector quantum well for the In53A (open circles), In53B (open
diamonds), In53C (open squares) and In53X (open crosses) design variations detailed in
tables 6.7 to 6.10. Third order polynomial fits to each data set are also shown whilst the
dashed line represents the calculated steady state output power density for the Kanaya
et al. double barrier structure.
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Figure 6.27: The extracted resonance peak voltage plotted against the varied width
of the collector quantum well for the In53A (open circles), In53B (open diamonds),
In53C (open squares) and In53X (open crosses) design variations detailed in tables 6.7
to 6.10. Third order polynomial fits to each data set are also shown whilst the dashed
line represents the extracted resonance peak voltage for the Kanaya et al. double barrier
structure.
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Figure 6.28: The calculated input to output power efficiency plotted against the
varied width of the collector quantum well for the In53A (open circles), In53B (open
diamonds), In53C (open squares) and In53X (open crosses) design variations detailed in
tables 6.7 to 6.10. Third order polynomial fits to each data set are also shown whilst the
dashed line represents the calculated input to output power efficiency for the Kanaya et
al. double barrier structure.
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From the simulated data it can be seen that with low efficiency, smaller negative dif-

ferential conductance than the double barrier resonant tunnelling structure optimised

by Kanaya et al. and low output power density the In53A designs perform poorly and

do not offer any advantages over the other structures despite having a lower resonance

peak voltage. This is attributed to the thicker, 4 monolayer emitter barrier, which has

previously been shown in section 6.3.1 to dramatically decrease the tunnelling current

through these structures.

The In53B set of designs however are much more promising, with nearly double the

negative differential conductance and output power density than that of the optimised

double barrier structure. The resonances in these structures however do occur at higher

voltages and as such despite In53B.1 and In53B.6 being the most efficient of all of the

designs they still have lower efficiency than the double barrier structure, with In53B.1

and In53B.6 approximately 6.16% and 6.21% efficient respectively. Although with the

highest efficiency, good negative conductance and output power density the designs

In53B.1 and In53B.6 appear to be the best all round improvement on the double barrier

structure, being superior in two out of the three important parameters considered.

The series of In53C designs are very interesting structures, with resonances that occur at

high voltages, but with extremely large ∆I and ∆V thus resulting in large output power

density, negative differential conductance. These designs also appear to be relatively

efficient with efficiencies between ≈ 4% and 6%, due to the large peak resonance current

in comparison to the off resonant current. These structures however do pose a higher

degree of uncertainty in the calculated values due to the high voltages at which the

resonances occur. At such high voltages there are many more leakage mechanisms which

can contribute to the off resonant current, which these WinGreen simulations do not

consider. The Gunn effect [4] for example is much more pronounced at higher voltages

in these structures due to the indirect nature of the AlAs barrier bandgap and thus the

series of In53C designs must be treated with some caution.

The final set of designs, In53X which utilise a In0.80Ga0.20As emitter quantum well rather

than In0.90Ga0.10As, offer the lowest resonance peak voltages of all of the triple barrier

structure designs. However, despite good efficiency with the wider collector quantum

wells (15 ml and 16 ml) and negative differential conductances similar to the double

barrier structure the output power density for these structures is low and as such these

structure overall also perform quite poorly.

Throughout this optimisation and improvement process it has become apparent that

simply modifying a double barrier structure into a triple barrier structure with improved

properties is not trivial and the results show that instead of a single optimised device,

each design has some improvements, but sacrifices other aspects in order to achieve the

benefits. Thus the design of the structures should be tailored to the application, rather

than using a simple superior design. For example the series of In53C designs are likely to
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Figure 6.29: The calculated frequency dependent output power density for the
optimised double barrier structure by Kanaya et al. [14], and improved triple barrier
resonant tunnelling structure designs In53B.1 and In53B.6.

have superior output power density, and negative conductance but become less efficient

as a result.

To compare the frequency dependent power of these simulated structures against the

optimised double barrier structure the tunnelling time through the RTD, τrtd has been

calculated from the full width half-maximum of the transmission coefficient for the best

overall structures, In53B.1 and In53B.2 and found to be 16 fs and 13 fs respectively. The

transit time through the collector depletion region, τdep is assumed to be equal to that

calculated by Kanaya et al. [14] which is given to be 60 fs. The total delays of the charge

carriers travelling through the structure, τT are therefore found to be 46 fs and 43 fs for

designs In53B.1 and In53B.6 respectively from equation (6.6).

Figure 6.29 shows the calculated frequency dependent power density for the triple barrier

RTD designs In53B.1 and In53B.6 along with the optimised double barrier structure

by Kanaya et al. There is a clear improvement in the output power density in the THz

region with the maximum frequency of oscillation also increased due to the reduction in

the total transit time through the structure.

The results given in this section therefore demonstrate that improvements to the current

state of the art THz RTD structure can be made by switching to a triple barrier structure

rather than the conventionally used double barrier structure. It is likely that the triple

barrier structures can be further optimised to increase device efficiency by altering the

three-dimensional emitter region alloy composition such that the resonances occur at

lower voltages. Further optimisation can also be carried out by altering the barrier and
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well compositions further as well as a re-optimisation of the collector spacer considering

the trade off between the device capacitance and collector depletion region transit time,

similar to that carried out by Kanaya et al. [14].

In reality however the large scale, low cost, high volume manufacturing of these struc-

tures is extremely challenging due to the complex engineering of the associated circuit

required for such RTD devices and the epitaxial growth of such precise and thin structure

layers. The variability of the tunnelling current for proposed electronic devices has been

previously explored [24] and is still applicable today. Although research devices with a

low yield are likely possible, a single monolayer variation in the emitter barrier can result

in a dramatic change in the I(V) characteristic (as has been shown in section 6.3.1) and

so result in a dramatically different device response. Therefore any attempt to scale such

devices to low cost manufacturable yields will require significant work on the epitaxy

and fabrication processes.

6.4 Summary

In this chapter the triple barrier resonant tunnelling structures studied in chapters 4

and 5 have been examined for the purpose of being utilised as potential THz radiation

sources as a function of temperature. It has been found the highest maximum oscillation

frequency of the 60 µm x 60 µm GaAs/Al0.33Ga0.67As TBRTS devices is 18 GHz at 3K,

with a maximum output power of 0.22 mW at this frequency. The GaAs/Al0.33Ga0.67As

devices perform poorly in comparison to the state of the art In0.90Ga0.10As/AlAs strained

double barrier structures grown on In0.53Ga0.47As lattice matched to InP, which have a

measured output power of 1µW at 1.42 THz at room temperature.

Simulations using the WinGreen package have been performed and the resulting I(V)

characteristics analysed to develop an improved triple barrier resonant tunnelling structure

in the In0.90Ga0.10As/AlAs material system which out performs the current state of the

art double barrier structure. The final improved design increases the negative differential

conductance and so has potentially faster maximum frequency of oscillation and increases

the maximum output power density albeit with a decrease in device power efficiency.

Further optimisation of this structure is likely possible with a re-optimisation of the

collector depletion spacer length and emitter alloy composition however these simulations

are beyond the scope of this thesis.

Many challenges still remain in the epitaxial growth and fabrication of these devices due

to the tight constraints on barrier and well widths and variability across the wafer before

devices of this nature can be manufactured on a large scale and at low cost. Therefore

whether resonant tunnelling diodes will one day be utilised as compact solid state THz
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frequency electronic sources is still up for debate, however, structures of this nature still

remain a very promising candidate to fulfil this need.
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Chapter 7

Conclusion and Future

Investigation

In this thesis a series of nominally symmetric and asymmetric triple barrier resonant

tunnelling structures (TBRTS) have been studied between 3K and 293K with the aim

of improving the resonant tunnelling structures utilised in the current state of the

art resonant tunnelling diode high frequency oscillators. Three main areas have been

investigated:

i) The resonant tunnelling behaviour of a nominally symmetric and asymmetric TBRTS

have been studied at low temperatures to provide a thorough understanding of

the origin of the current resonances observed in measured current-voltage (I(V))

characteristics. The asymmetric structures, which have varying degrees of quantum

well width asymmetry have been investigated to provide insight into how to optimise

TBRTS designs for maximum transmission when on resonance and thus exhibit high

peak current densities.

ii) The behaviour of the nominally symmetric and asymmetric triple barrier reson-

ant tunnelling structures have been examined as a function of increasing sample

temperature to aid the understanding of such devices at room temperature.

iii) Modifications to the triple barrier resonant tunnelling structure layer design have

been investigated via simulations to realise an improved structure which theoretically

out performs the barrier tunnelling structures being used in the current state of the

art THz resonant tunnelling diode oscillators.

The investigations carried out in relation to (i), (ii) and (iii) have been detailed in

chapters 4 to 6 respectively. In this chapter the main results of these studies are

summarised and some relative future investigations briefly discussed.
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7.1 Conclusions

The study of triple barrier resonant tunnelling structures at low temperatures has high-

lighted the many differences between the conventionally studied double barrier structures

and those of the triple barrier structures studied in this thesis. Despite seeming quite

similar, the addition of a third potential barrier increases the complexity of the resonant

tunnelling processes available considerably. Whereas in double barrier structures the

simple energetic alignment of the quasi-bound quantum well states with the emitter elec-

tron distribution results in a single current resonance, there are several different energetic

alignment conditions possible in a triple barrier structure. Individual energetic alignment

of the emitter and collector quantum well states with the three dimensional emitter can

occur as well as the coincidental energetic alignment of the quasi-bound quantum well

states with each other to form a subband in which the transmission coefficient through

the structure can approach one.

In chapter 4 current resonances observed in the current-voltage (I(V)) characteristics of a

nominally symmetric triple barrier resonant tunnelling structure have been attributed to

the energetic alignment of the individual localised quantum well quasi-bound states with

the conduction band edge (emitter electron distribution) at low temperatures. A simple

linear voltage drop model combined with the calculation of the quasi-bound quantum

well state energies allowed for the prediction of the voltage at which the resonance peak

would occur and both experimental and theoretical values were in good agreement.

The more complex WinGreen [1] modelling package has been used to simulate theoretical

I(V) characteristics for the nominally symmetric structure and examine the effect of

charge accumulation in the emitter quantum well. It has been shown that significant

charge accumulation occurs in the emitter quantum well, and that as a result the emitter

quasi-bound quantum well state pins on resonance and remains resonant over a much

larger voltage range than is observable without charge accumulation. These results con-

firm the observation previously made using photoluminescence and photoluminescence

excitation spectroscopy measurements [2] and are an example of the added complication

in designing a triple barrier resonant tunnelling structure for high frequency oscillation.

Analysis of the I(V) characteristics of a series of asymmetric triple barrier resonant

tunnelling structures in which the width of the collector quantum well was reduced

showed the merging of two resonant tunnelling conditions where the emitter and collector

quasi-bound quantum well states energetically aligned with each other and the three

dimensional emitter electron distribution. In the most asymmetric structure the merging

of these two resonances resulted in a dramatic increase in tunnelling current thus enhan-

cing the resonant peak current considerably at low temperatures. Resonances associated

with the pinning of the emitter quantum well state due to charge accumulation were also

observed for the asymmetric structures, however these were suppressed in the structures
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where the collector quantum well width was too narrow for an n = 2 quantum well

quasi-bound state to be formed. The energetic alignment of the n = 1 emitter quantum

well state with the n = 2 collector quantum well state was therefore attributed to be the

mechanism by which the charge in the emitter quantum well was released.

Perimeter versus area analysis of the series of triple barrier resonant tunnelling structures

showed that whilst the off resonance background current was dominated by a process

which scaled with area, the on resonance peak current scaled with device perimeter,

which was unexpected. A simple model has been developed to show that this occurs

due to the relative difference between the device series resistance and the resistance of

the triple barrier active structure. It has been shown that when off resonance, where

the structure has a high resistance the current distribution across the entire device is

quite uniform. However, when on resonance, where the structure has a low resistance,

the series resistance (e.g. GaAs contact layer) is much larger and hence the current takes

the path of least resistance around the perimeter of the mesa. With a reduction in mesa

area the effect diminishes and so the current distribution across the device becomes more

uniform and thus an increase in the resonance peak current density is observed. This

highlights the need for a highly conductive material to minimise the series resistance and

this effect as well as the requirements for smaller area devices.

The effect of device self heating was also investigated in chapter 4 in which a small differ-

ence between continuous wave and pulsed measurements were observed. This difference

however was negligible in comparison to the resonance peak current and so there were

no significant effects from device self heating. No significant differences were seen in the

I(V) characteristics in regions of charge accumulation and state pinning by using pulsed

voltage measurements and thus it has been concluded that the charge accumulation

process occurs on a much faster time scale than the applied voltage pulses on the order

of a few hundred microseconds.

The work presented in chapter 5 focused on the study of the triple barrier resonant

tunnelling structure I(V) characteristics over a wide temperature range from 3K to 293K

and builds on previous published work [3]. The nominally symmetric structure has been

examined with increasing sample temperature in which a novel current resonance which

is not observed at low temperature emerges and increases in magnitude with increasing

temperature. This behaviour is rare in systems which are controlled by quantum mech-

anical effects and is also observed in the triple barrier resonant tunnelling structures

with asymmetric quantum wells, with the temperature at which the new feature emerges

decreasing with increasing quantum well width asymmetry.

The emerging current resonance has been attributed to the energetic alignment of the

n = 1 emitter and collector quantum well quasi-bound states to forming a doublet sub-

band. In the nominally symmetric structure it has been found that this alignment occurs

at energies well above the well defined emitter electron distribution and is only activated
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once the sample temperature has been raised sufficiently to promote charge carriers

to energies equal to those of the aligned subband states. Transmission through these

aligned states is extremely high and with increasing quantum well width asymmetry this

alignment occurs at energies closer to the Fermi level due to the increased bias required

to align the quasi-bound states. Thus charge carriers at lower energies tunnel through

the structure and hence this resonance emerges at lower temperatures for structures with

a higher degree of asymmetry.

The amount of energy required to activate this resonance condition (activation energy)

has been extracted by analysis of Arrhenius plots of experimental data and theoretically

calculated by simulating the current density through the structure when on resonance.

Excellent agreement has been found between the experimentally extracted and theor-

etically calculated values in which an activation energy of zero equates to the subband

alignment occurring at energies equal to the Fermi energy. The lowest activation energy

was found to be in the most asymmetric structure where only a large single current

resonance is observed.

The triple barrier resonant tunnelling structures studied in chapters 4 and 5 have been

examined as to their potential to be utilised as high frequency oscillators as a function

of temperature in chapter 6. It has been shown that the devices which can potentially

operate at the highest frequencies are those with the largest peak to valley current ratios,

as one would expect. The calculated maximum frequency of oscillation for the fabricated

devices studied in this thesis was found to be ≈ 18 GHz at 3K with a calculated maximum

output power at this frequency of ≈ 230µW, which is poor in comparison to state of the

art resonant tunnelling oscillators which operate at room temperature [4].

The analysis of the frequency of oscillation and output power of these devices also indic-

ated that the large single resonance observed at 3K for the most asymmetric structure is

not a single resonance, but in fact two separate resonances which overlap but only form

a single negative differential resistance region.

Simulations of the current-voltage characteristics for various triple barrier resonant

tunnelling structures have been performed and are detailed in this chapter in an optim-

isation process design to improve on the current state of the art double barrier resonant

tunnelling oscillators in use by switching to a triple barrier structure. An improved triple

barrier structure which does not suffer from charge accumulation in the emitter quantum

well and out performs the double barrier structures in both frequency of oscillation and

output power density is presented. This structure takes into account the possibilities for

epitaxial growth and utilises a strain balancing technique in the In0.53Ga0.47As lattice

matched to InP with In0.90Ga0.10As quantum wells and AlAs potential barriers. However

growth and fabrication of such a structure is still likely to be challenging and will require

significant research before becoming manufacturable on a large scale at low costs.
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7.2 Future Investigations

Further investigations of the work presented in this thesis are likely to focus on two main

areas based on the work presented in chapter 6:

a) The development of a resonant tunnelling oscillator device utilising a triple barrier res-

onant tunnelling structure similar to the improved structure presented in section 6.3.2.

With much of the fabrication and circuit design research already reported in the

literature for double barrier resonant tunnelling structures the main challenge is likely

to be the growth of high quality resonant tunnelling structures. The tolerances in

each active region epitaxy layer are extremely small and as such the epitaxy of a

these layers with monolayer precision is extremely difficult to achieve across large

wafers. Therefore whether scaling such processes up to a manufacturable level at low

cost is attainable is still up for debate, however it expected that it will be possible to

fabricated research devices.

b) The continued optimisation of the triple barrier high speed oscillator structure to

further improve the maximum frequency of oscillation and output power density.

There are still many parameters of these structures which can be varied to improve

the structure design such as:

i) Vary the emitter alloy composition to reduce the voltage at which the current

resonances occur.

ii) Modify the quantum well alloy composition to fine tune quantum well state

alignments.

iii) Grade the potential barrier alloy compositions to result in a symmetric structure

on resonance, and thus increase the transmission coefficient through the aligned

states to one.

Other material systems such as InSb/AlSb also offer advantageous properties for

resonant tunnelling structures such as a reduced electron effective mass and high

room temperature mobility over the popular InGaAs/AlAs material system. However,

high quality epitaxy of these material systems is extremely difficult due to the lack of

available lattice matched substrates.
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Appendix A

Schrödinger-Poisson Modelling

One-dimensional self consistent Schrödinger-Poisson models can be used to simulate

the electronic states in the conduction band of a semiconductor heterostructure. The

Schrödinger equation is solved numerically to find the wavefuction of the allowed states

and therefore the resultant space-charge distribution. Poisson’s equation is then solved,

calculating a modified band structure from the space-charge distribution of the solutions

to Schrödinger’s equation and the new, modified band structure is used to calculate

new solutions to Schrödinger’s equation. These equations are solved iteratively until the

solutions have converged to within a predetermined tolerance.

In this appendix the basic theory used in the Schroödinger-Possion model will be developed

and discussed whilst the model also considers modifications to the band structure due to

dopant atoms, charge accumulation in the emitter and charge depletion in the collector

regions of the structure the model used in this thesis assumes a linear voltage drop across

the undoped spacers and device active regions. Charge accumulation in the quantum

wells of the tunnelling structure is also considered in the model due to its affect on

the operation and I(V) characteristics of these devices, however due to the computing

resources required it has not been utilised in this thesis (a much quicker Green’s function

solution has been used in the WinGreen simulation package).

A.1 Computational Methods

There are a wide range of methods for solving ordinary and partial differential equations

numerically, each with its own advantages and limitations. The methods used in this

model, their advantages and limitations will be discussed.
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A.1.1 Finite Difference Method

The finite difference method is a numerical method for approximating the solutions of

ordinary or partial differential equations first developed in 1928 by Courant, Friedrichs

and Lewy [1]. To solve a differential equation numerically the domain in which the

solution is to be considered must be divided into a uniform grid of discrete points. In the

case of the time-independent Schrödinger equation, the grid is imposed on the spatial

element of the differential equation and finite difference equations are used to approximate

derivatives.

It can be shown from a Taylor Series expansion that the centred finite difference method

first order differentials with second order accuracy of a function f(z) with grid step size

δz is approximated to:
∂f

∂z
≈ f(z + δz)− f(z − δz)

2δz
(A.1)

Similarly the second order differentials are approximated to:

∂f

∂z
≈ f(z + δz) + 2f(z)− f(z − δz)

δz2
(A.2)

The accuracy of these approximations depend on two factors, the discretisation error and

the rounding error. The discretisation error (or truncation error) of the finite difference

equations A.1 and A.2 can be shown to be proportional to δz2 and as such can be reduced

by using a finer grid with smaller grid step sizes, however this comes at the cost of

increased computational time [2, 3]. The rounding error is the difference between the

calculated approximation of a number, represented by a finite digit number and its exact

mathematical real value. This error can be reduced by use of higher precision floating

point numbers during computational calculations.

A.1.2 Variable Effective-Mass Shooting Equation

In real semiconductor heterostuctures the effective mass of charge carriers varies between

dissimilar material layers. As a result, to correctly model the behaviour of the hetero-

structure the variable effective mass form of Schrödinger’s equation in one dimension

must be considered:

− ~2

2

∂

∂z

1

m∗(z)

∂

∂z
ψ(z) + V (z)ψ(z) = Eψ(z) (A.3)

Solving equation A.3 requires the use of a numerical method to calculate solutions for

the energy eigenvalues, E and eigenfunctions, ψ(z) for any V (z). To do this a numerical

method known as the “Shooting Method” [4] is used, and is a way of obtaining solutions

to a boundary value problem by instead calculating solutions of an initial value problem.
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Simple rearrangement of equation A.3 into a form suitable for the centred finite difference

shooting method results in:

∂

∂z

1

m∗(z)

∂

∂z
ψ(z) =

2

~2
[V (z)− E]ψ(z) (A.4)

Expansion of the left hand side (L.H.S.) of equation A.4 leads to:

− 1

[m∗(z)]2
∂

∂z
m∗(z)

∂

∂z
ψ(z) +

1

m∗(z)

∂2

∂z2
ψ(z) =

2

~2
[V (z)− E]ψ(z) (A.5)

However, finite difference shooting equations derived from equation A.5 produce solutions

with significant computational inaccuracies for systems with large discontinuities in the

effective mass, m∗(z). These inaccuracies are thought to arise from the delta-function

like nature of ∂m∗(z)
∂z at the discontinuities and are problematic for simulation of systems

with abrupt changes in effective mass, such as semiconductor heterostructures. A more

accurate expression may be derived by expanding the L.H.S. derivatives of equation A.4

in terms of finite differences (equations A.1 and A.2):

1

m∗(z + δz)

∂ψ(z)

∂z

∣∣∣
z+δz

− 1

m∗(z − δz)
∂ψ(z)

∂z

∣∣∣
z−δz

2δz
=

2

~2
[V (z)− E]ψ(z) (A.6)

Further expansion of equation A.6 in terms of finite differences and making the trans-

formation 2δz → δz leads to the variable effective-mass shooting equation:

ψ(z + δz)

m∗(z + δz
2 )

=

[
2(δz)2

~2
[V (z)− E] +

1

m∗(z + δz
2 )

+
1

m∗(z − δz
2 )

]
ψ(z)− ψ(z − δz)

m∗(z − δz
2 )

(A.7)

Where the effective mass, m∗(z± δz
2 ) can be found by calculating the mean of the effective

mass at two adjacent grid points, z and z ± δz. Equation A.7 shows that for a known

value of E if ψ(z) and ψ(z − δz) are known then the wavefunction at ψ(z + δz) can be

calculated. Following this, a simple transformation z + δz → z allows a fourth value

of the wavefunction to be calculated, and so on, thus a complete wavefunction can be

found.

A.2 Boundary Conditions and Practical Implementation

As with all solutions to ordinary or partial differential equations it is important to select

proper initial and boundary conditions. It has been shown in section A.1.2 that from

equation A.7 the full wavefunction, ψ(z) at a given energy, E can be calculated given the
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first two values ψ(z− δz) and ψ(z). If a situation where the two known points, ψ(z− δz)

and ψ(z) lie within a quantum well where V (z) = 0, but the next point to be calculated

lies across a heterojunction in a barrier then:

ψ(z + δz)

m∗(z + δz
2 )

=

[
2(δz)2

~2
[−E] +

1

m∗(z + δz
2 )

+
1

m∗(z − δz
2 )

]
ψ(z)− ψ(z − δz)

m∗(z − δz
2 )

(A.8)

Considering the limit where δz → 0 such that the terms of δz2 are eliminated and

rearranging gives:

1

m∗(z + δz
2 )

[ψ(z + δz)− ψ(z)] =
1

m∗(z − δz
2 )

[ψ(z)− ψ(z − δz)] (A.9)

From which it is possible to see that this obeys the boundary conditions of continuity

across a semiconductor interface known as the Bastard conditions [5]:

1

m∗LHS

∂ψ

∂z

∣∣∣
LHS

=
1

m∗RHS

∂ψ

∂z

∣∣∣
RHS

(A.10)

General initial conditions used for the shooting method solution of Schrödinger’s equation

take the form:

ψ(z − δz) = 0 (A.11)

ψ(z) = 1 (A.12)

These starting conditions are used due to their generality as they are applicable to any

confining potential profile, whether or not it is symmetric. These also apply whether

the eigenstate of interest is symmetric, antisymmetric or without definite parity. The

actual magnitude of the eigenfunction is not relevant since the energy eigenvalues of

the linear Schrödinger equation remain unchanged when the wavefunction is scaled by

any constant. However it is worth noting that the wavefunctions obtained from this

numerical calculation are not normalised, although this can be easily achieved by making

the following transformation:

ψ(z)→ ψ(z)√∫∞
−∞ ψ

∗(z)ψ(z)δz
(A.13)

Until this point it has been assumed that the eigenvalue energy, E has been known,

however, generally this is not the case and E is an unknown. Therefore ψ is actually

a function of both position and energy, ψ(z, E), and although a wavefunction can be

generated for any E, stationary state solutions in a confining potential require that as

z →∞ the wavefunctions must satisfy the boundary conditions:

ψ(z, E)→ 0 (A.14)
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∂ψ(z, E)

∂z
→ 0 (A.15)

For energies where there is no stationary state solution the wavefunction will diverge

to −∞ or +∞. In the practical implementation of the variable effective-mass shooting

equation the energy is systematically varied until the wavefunction switches from diverging

to +∞ to −∞. Figure A.1 illustrates that between these two values of E an energy

exists for which the wavefunction will tend to zero.

Figure A.1: Numerically obtained wavefunctions for an electron in a conduction band
potential profile (solid black line) for a 67Å wide GaAs quantum well with Al0.33Ga0.67As
barriers of height 0.264 eV. The true n = 1 steady state solution is shown (solid blue
line) at E = −53.6414160meV. Wavefunctions (dashed green lines) ±0.1neV the energy
of the true solution are also shown diverging to +∞ to −∞.

If a switch of divergence is found then an iteration scheme is used to find the true solution.

The Newton-Raphson method is a scheme for successively finding better approximations

to the roots (or zeroes) of a real-valued function. Using an initial trial value, En, that

is reasonably close to the true root, the function is approximated using a tangent line

and the intercept of this line calculated. Typically the tangent intercept is a better

approximation to the original trial value and the method is iterated until ψ(∞, En)→ 0

within a predetermined tolerance. The Newton-Raphson equation for the nth iteration

takes the form:

En+1 = En −
f(En)

f ′(En)
(A.16)

Once the value of E for the true solution is found the energy can again be systematically

varied until all the true solutions within the defined energy range have been found.
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A.3 Poisson’s Equation for Electrostatics

The methods described in section A.2 can be used to accurately describe systems with a

single charge carrier, however, in many semiconductor devices there are often a large

number of charge carriers. The spacial distribution of these charge carriers can give rise

to a significant additional potential on top of the usual band edge potential and therefore

it is necessary to solve the electrostatics of the system to accurately model the behaviour

of semiconductor heterostructure devices.

The additional potential from the spacial distribution of charge carriers, Vρ can be

expressed using Poisson’s Equation for Electrostatics:

O2Vρ = −ρ
ε

(A.17)

Where ε is the permittivity of the material and ρ is the charge density of free charge

carriers. The solution to equation A.17 can be obtained by using the relationship that:

ξ = −OV (A.18)

Where ξ is the electric field strength. The potential can then be calculated in the usual

way:

Vρ(z) = −
∫ z

−∞
ξδz (A.19)

For a one-dimensional potential profile, VCB(z), a one-dimensional charge distribution

will be produced and since the system is thought as infinite in the x-y planes then the

charge density, ρ(z) can be considered as an infinite plane (’sheet’) with areal charge

density σ(z) and thickness δz.

As the areal charge density is infinite in the plane, then the strength of the electric

field is constant for all distances from the plane. The total strength of the electric field

perpendicular to the plane is therefore simply the sum of the individual contributions of

the areal charge density with thickness δz:

ξ(z) =

∞∑
z′=−∞

σ(z′)

2ε
θ(z − z′) (A.20)

Where the function θ(z − z′) has been included to account for the vector like nature of

the electric field and is defined as:

θ(z − z′) = +1, where z ≥ z′ (A.21)

θ(z − z′) = −1, where z < z′ (A.22)
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In a doped semiconductor there are two contributions to the areal charge density. The first

contribution comes from the ionised impurity atoms and the second from the free charge

carriers. Generally the average spatial distribution of ionised impurities is known from

the growth specifications∗, however the spacial distribution of free charge carriers needs

to be calculated from the probability distributions of the carriers in the semiconductor

heterostructure. Therefore net areal charge density is given by :

σ(z) = q [Nψ∗(z)ψ(z)−D(z)] δz (A.23)

Where q is the charge of the majority carriers, N is the total number of free charge

carriers per unit cross-sectional area, D(z) is the volume density of dopants and ψ∗(z)ψ(z)

is the probability distribution of the subband ψ. If the charge carriers are distributed

over more than one subband then the areal charge density is summed across the relevant

subbands.

A.4 The Self-Consistent Schrödinger-Poisson Model

The potential Vρ(z) due to the charge density can have a significant effect on the overall

potential profile V (z). It is therefore necessary to ensure that this is taken into account

when modelling the behaviour of semiconductor devices. To do this the potential V (z)

in equation A.1.2 is modified by making the following transformation:

V (z)→ VCB(z) + Vρ(z) (A.24)

where VCB(z) represents the band edge potential with zero doping. However, the charge

distribution required to calculate Vρ depends on the the wavefunctions ψ(z) and so it

is necessary to iteratively solve Schrödinger’s and Poisson’s equations. To do this a

closed loop is formed in which Schrödinger’s equation is solved, the potential Vρ from

the resulting charge distribution is then calculated and added to the original band edge

potential. Schrödinger’s equation is solved once again and the process is repeated until

the energy eigenvalues converge to a within a predetermined tolerance, at which point

the wavefunctions are considered to be solutions of Schrödinger’s and Poisson’s equations

simultaneously. The solutions are therefore described as self-consistent.

The first loop of the self-consistent cycle produces the majority of the change in the

potential due the charge distribution and can have a significant effect on the potential

profile. Figure A.2 shows the effect of the additional potential due to accumulation of

∗However this is not always the case, due to the diffusion of dopant or the dopant being carried forward
on the growth plane. Generally cross referencing with cross sectional secondary ion mass spectrometry
(SIMS) analysis is used to determine the actual level of doping.
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electrons in a doped quantum well

Figure A.2: Numerically obtained conduction band potential profile (black) for a
67Å wide n-type doped GaAs quantum well with doping density 1× 1019cm−3 between
two Al0.33Ga0.67As undoped barrier regions with barrier height 0.264V. The probability
distribution of the n=1 confined solution is also shown (red).

Although the change in potential is small compared to the barrier potential it has a

measurable effect on the energy of the n = 1 steady state in the quantum well, raising

the energy by approximately 1.5meV compared to an undoped system. It is therefore

easy to see why a self-consistent model must be used to accurately model the behaviour

of semiconductor devices.
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Appendix B

The WinGreen Simulation

Package

The WinGreen simulation package is a freely avaiable software package developed by

K. M. Indlekofer and J. Malindretos [1], with version 2.1 being used in the simulations

described in this thesis. WinGreen is based on a non-equilibrium Green’s function

approach to quantum transport in lateral layered heterostructures. Detailed information

on the physical background and operation of the WinGreen package can be found in the

WinGreen help documentation, however a brief overview of some of the principles and

input parameters used in this thesis are explained here.

WinGreen simulations are one-band calculations which consist of many layers of simulated

material (one for each monolayer) that can be described by six parameters for each layer:

i) The effective mass.

ii) The scattering parameter (which is an optical potential)

iii) The valence band energy offset

iv) The layer doping concentration (however WinGreen only support n-type doping)

v) Doping donor energy level (relative the conduction band edge)

vi) Relative dielectric constant

The material specific parameters such as effective mass, valence band offset and relative

dielectric constant are described for each material in a separate material database file,

along with the dimensions of a monolayer. For the structures studied in this thesis the

materials database has been constructed from values extracted from [2–5].
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The simulation package jobfile creation wizard then allows the user to define the simulated

device structure in several different layers across three regions, the emitter, device and

collector. The user defines which layers make up the device region because only there

thermodynamic non-equilibrium is assumed in the calculation i.e. the emitter and

collector are reservoirs with a given chemical potential (Fermi level) and temperature,

where a non-equilibrium distribution is calculated via Green’s functions which take into

account particle injection and absorption. The appropriate choice of boundary conditions

is therefore very important, however for devices such as tunnelling structures the barrier

positions are usually an appropriate choice (as the reservoirs are considered low resistance

regions, whilst the device region is considered to be resistive).

The parameters required for each layer in any of the regions are:

i) The layer thickness (nm or monolayers-if a prefix “M” is used).

ii) The layer material (which is defined in the materials database)

iii) The scattering potential

iv) The layer doping concentration

v) Doping donor activation energy

General simulation parameters such as the emitter and collector starting potentials

(which is useful to reduce computation time), the start and end voltages, with the number

of voltage steps and sample temperature are also set in the jobfile creation wizard.

The simulations performed in this thesis using the WinGreen package calculated the

charge distribution quantum mechanically throughout the entire structure however the

WinGreen package also offers the ability to calculate the charge distribution quantum

mechanically for the device region only for or bulk charge throughout the structure.

Several optional output files are available to be calculated in the WinGreen package, such

as the conduction and valence band potentials, calculated current density, transmission

coefficient and local density of states (LDoS). For the majority of structures simulated in

this thesis the local density of states has not been calculated except for those structures

for which it is shown in chapter 4.

Details of the input parameters for the layers simulated in sections 4.3.1 and 4.3.2

are shown in tables B.1 and B.2 respectively. The WinGreen simulation package does

not consider degenerately doped materials and therefore to simulate this affect at low

temperature a large doping activation energy (1.42 eV below the conduction band edge)

is used as shown in tables B.1 and B.2 for the heavily doped contact layers, ensuring that

at low temperature (3K) the carriers remain ionised. For room temperature simulations

such as those reported in chapter 6 the correct ionisation energy has been used as this

temperature all of the carriers are ionised and contribute to the conduction band.
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Table B.1: The WinGreen input parameters for the double barrier resonant tunnelling
structure simulations shown in section 4.3.1.

Thickness
(nm)a

Material Scattering
Parameter

Doping
(1016 cm−3)b

Doping energy
level (eV)c

20 GaAs 5e-7 700 1.4200

10 GaAs 5e-7 30 1.4200

10 GaAs 5e-7 0.01 0.0054

4.5 Al0.33Ga0.67As 1e-10 0.01 0.0054

M23.8 GaAs 1e-10 0.01 0.0054

4.5 Al0.33Ga0.67As 1e-10 0.01 0.0054

20 GaAs 5e-7 0.01 0.0054

M1 GaAs 5e-3 S300 1.4200

20 GaAs 5e-7 700 1.4200

a or monolayers, denoted by the prefix “M”.
b or sheet density, denoted by the prefix “S”.
c relative to the conduction band minimum.

Table B.2: The WinGreen input parameters for the double barrier resonant tunnelling
structure simulations shown in section 4.3.1.

Thickness
(nm)a

Material Scattering
Parameter

Doping
(1016 cm−3)b

Doping energy
level (eV)c

20 GaAs 5e-7 700 1.4200

10 GaAs 5e-7 30 1.4200

10 GaAs 5e-7 0.01 0.0054

4.5 Al0.33Ga0.67As 1e-10 0.01 0.0054

M23.8 GaAs 1e-10 0.01 0.0054

4.5 Al0.33Ga0.67As 1e-10 0.01 0.0054

M23.8 GaAs 1e-10 0.01 0.0054

4.5 Al0.33Ga0.67As 1e-10 0.01 0.0054

20 GaAs 5e-7 0.01 0.0054

M1 GaAs 5e-3 S300 1.4200

20 GaAs 5e-7 700 1.4200

a or monolayers, denoted by the prefix “”.
b or sheet density, denoted by the prefix “S”.
c relative to the conduction band minimum.
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Appendix C

Photoluminescence Excitation

Measurements (PLE)

In 1997 a novel method for optical characterisation of resonant tunnelling structures using

photoluminescence excitation (PLE) spectroscopy was reported [1]. This method allowed

for non-destructive characterisation of as-grown semiconductor wafers without the need

for expensive and time consuming device fabrication and electrical measurements.

Photoluminescence (PL) spectroscopy had previously been shown to be a powerful

technique for studying several different characteristics of resonant tunnelling structures

[2, 3], however characterisation of resonant tunnelling structures with zero applied bias

remained difficult. These problems were caused in essence due to the rapid escape of the

photo-injected charge carriers from the quantum wells before any recombination could

occur and so resulted in very little, or no photoluminescence observed from the quantum

well regions.

The novel technique is a variant on Photoluminescence Excitation (PLE) spectroscopy in

which the luminescence intensity from the resonant tunnelling structure contact layers

was monitored. Using this technique transitions involving the n = 1 electron to n = 1

heavy hole and n = 1 electron to n = 1 light hole were observed where the photocreated

electron/hole pairs and excitons in the quantum well rapidly escape into the heavily

doped contact layers. This results in an increase in the luminescence observed from the

heavily doped contact layers and therefore from the energy of the luminescence observed

the width of the quantum associated quantum well can be estimated.

The technique described here was used to estimate the widths of the quantum wells

in the GaAs/Al0.33Ga0.67As triple barrier resonant tunnelling structures described in

table 3.1. Similar techniques to these have since been used in the optical characterisation

of resonant tunnelling structures [4, 5].
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