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Abstract. The use of bistable laminates is a potential approach to realize broadband piezoelectric-based
energy harvesting by introducing elastic non-linearities to the system. In this paper the dynamic response
of a piezoelectric material attached to a bistable laminate beam is examined based on the experimental
measurement of the generated voltage-time series. The system was subjected to harmonic excitations
and exhibited single-well and snap-through vibrations of both periodic and chaotic character. The ability
to identify the vibration modes of the energy harvester is important since different levels of power are
expected in each dynamic mode. We identify the dynamics of the selected system response using return
maps, multiscale entropy, and “0-1” test. The potential of the approaches to identify periodic and chaotic
modes and snap-through events in the non-linear bistable harvester is described.

1 Introduction

The use of energy harvesting to convert mechanical vibration into electrical energy is of interest for a variety of
applications such as battery-free wireless sensor networks, safety monitoring devices, self-powered low-power electronics
or simply to recharge storage devices such as batteries and capacitors [1]. Vibration energy harvesting can allow
autonomous operation, provide environmental benefits due to reduced battery usage, battery disposal and alleviate
maintenance costs, especially for sensors operating in harsh environments or those placed in inaccessible locations.

In a number of cases the source of the ambient vibrations being harvested can exhibit multiple and time-dependent
frequencies. The nature of the vibration can also change with time and can include components at low frequencies [2].
Since the vibrations being harvested are rarely of fixed frequency it is therefore inefficient to employ devices with
a high quality factor (Q) that operate at a resonant frequency; for example, simple linear cantilever configurations
coupled to piezoelectric transducers.

There have been a number of attempts to broaden the frequency response of vibration energy harvesters by
introducing elastic non-linearities into the harvesting system [2–5]. This includes the design of bistable structures
which exhibit two specific energy wells and can oscillate between two stable states. Methods to generate bistability
include the use of repulsive or attractive magnetic interactions between a cantilever and an external magnet, axial
loading and the use of post-buckled beams [4].

An alternative method of achieving bistability in an energy harvester was initially reported by Arrieta et al. [6] where
a piezoelectric element was attached to an asymmetric bistable laminate plate made from a carbon fibre reinforced
polymer (CFRP) with a [0/90]T layup. The bistability in such a material originates from the asymmetric laminate
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layup and differences in the thermal expansion coefficient between the carbon fibre and epoxy matrix that generate
thermal residual stresses on cooling the laminate from an elevated cure temperature.

When subjected to large-amplitude oscillations the bistable laminate can undergo snap-through between the two
stable states [7,8] leading to a large deformation of any piezoelectric material attached to the laminate. Such harvesting
structures have been shown to exhibit high levels of power extraction over a wide range of frequencies [6, 7]. The
advantages of using the intrinsic thermal stress in the laminate to induce bistability, compared to using magnetic
configurations [6–8], is that i) the arrangement can be designed to occupy a smaller space, ii) there are no stray
magnetic fields, iii) the laminate can be readily combined with piezoelectric materials and iv) there is potential to
tailor the laminate lay-up, laminate elastic properties by choice of the pre-preg material and geometry to provide
additional control over the harvester response to the vibrations that are being harvested.

Initial research of bistable laminates for vibration harvesting examined centrally mounted laminate plates as the
geometry for harvesting [6, 9–20]. Recently, interest has focused on cantilever configurations [7, 8, 21, 22] and even
arbitrary shapes [23]. The cantilever configuration is of interest for broadband energy harvesting since large strains are
developed near the clamped end of the structure and snap-through events can be achieved at relatively low vibration
levels compared to unconstrained laminate plates [8].

In this paper a bistable asymmetric laminate in a cantilever configuration is manufactured and coupled to a
ferroelectric material for energy harvesting applications. The cantilever configuration will be explored for energy
harvesting and the time histories of velocity and voltage output as a function of vibration frequency at low and
high vibration levels where the device exhibits either single well oscillations or snap-through events. To improve our
understanding of the dynamic behaviour of the system, methods such as multiscale entropy analysis and “0-1” test are
used with an aim to identify the system response. Understanding and identifying the vibration modes of the harvester
is of importance since each mode can provide different power outputs [7]. For example, snap-through from one state
to another is used to generate the highest power due to the largest deflection [7].

2 Experimental

In order to convert mechanical vibrations of the bistable laminate beams into electrical energy a Micro Fibre Composite
(MFC) piezoelectric element (M8528-P2, Smart Materials) of dimensions 105mm× 34mm was bonded to the surface
of the laminate at 35mm from the root. The MFC is based on a lead zirconium titanate (PZT) ferroelectric ceramic
which is polarised through its thickness with a manufacturer’s specified capacitance Cp of 172 nF [22]. This is in
contrast to most MFC configurations with an interdigital electrode (IDE) where the polarization direction is along
the fibre length and is characterized by a low efficiency [24–26]. In this case the M8585-P2 device is polarised through
thickness by continuous upper and lower electrodes. Compared to an IDE based device such a configuration has i) a
more uniform electric field distribution ii) a high device capacitance, leading to low peak voltages as a result of the
piezoelectric charge and iii) a low electrical impedance due to the high device capacitance.

The experimental setup together with beam clamping and location of the piezoceramic patch and laser scan point
are presented in fig. 1. The bistable beam equilibria (state I and state II) are shown in fig. 2. The bistable property of
the laminated beam is reflected in the softening system response in the area of resonance. In fig. 3 we show the sweep
up (increasing frequency) and down (decreasing frequency) for the forcing acceleration amplitude of a = 4g and 6g.
The resonance curve, for power output Pout is determined from

Pout = U2
rms/R, (1)

where Urms denotes the root mean square of voltage and R is electrical resistance of the load resistor (36 kΩ). The
resistor was chosen on the basis that the optimum load resistance fulfills at the condition ωRCp = 1 where ω = 2πf
is angular frequency while the resonant frequency f is approximately 25Hz.

The effects of the asymmetry of the double potential well of the elastic response of the cantilever on the power
output is reflected in the bifurcations in the low frequency limit. Namely, on the left hand side of the resonance one can
see the coexistence of two solutions —non-resonant and resonant ones— depending on the direction of the frequency
sweep. Furthermore in case of a = 6g, just before the resonance frequency, one can clearly see the splitting of one
solution into two of different power output (fig. 3), which corresponds to the appearance of resonant and non-resonant
solutions. Around the resonance the single-well solutions, which are well defined in the low and high frequencies,
bifurcate to periodic and non-periodic cross-well (snap-through) solutions.

In fig. 4 we show the time histories of velocity and voltage output concentrating on the typical solutions in the
region of resonance. In fig. 4(a) we present the single well and periodic solution for a small amplitude of acceleration
(a = 4g) and frequency of 16Hz. Figures 4(b)–(d) correspond to the intermediate case with the forcing amplitude of
a = 5g and the frequencies f = 16, 17, and 25Hz. The response at these conditions can be described as “snap-through”
when the cantilever is undergoing transitions from state I to state II.
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(a)

(b)

Fig. 1. (a) Experimental setup showing mechanical shaker attachment, the beam clamping and location of the piezoceramic
patch and laser scan point. (b) Geometry of the bistable harvester.

Fig. 2. Photo of the bistable laminate beam in small vibrations around the two equilibrium states. Cantilever length is 250mm
for scale.
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Fig. 3. Frequency sweeps up and down for the harmonic forcing acceleration amplitude a = 4 and 6g (with sweep up and sweep
down, respectively). The power output was measured on a resistor R = 36 kΩ. The arrows indicate the points at which the time
series are considered in fig. 4.

single well (periodic) snap-through (periodic)

(a)

0 0.2 0.4 0.6 0.8 1
−10

0

10

time t (s)

vo
lta

ge
 U

 (
V

)

0 0.2 0.4 0.6 0.8 1
−1

0

1

time (s)

ve
lo

ci
ty

 v
 (

m
/s

)

(b)

0 0.2 0.4 0.6 0.8 1
−50

0

50

time t (s)

vo
lta

ge
 U

 (
V

)

0 0.2 0.4 0.6 0.8 1
−2

0

2

time (s)

ve
lo

ci
ty

 v
 (

m
/s

)

snap-through (chaotic) snap-through (continuous, periodic)

(c)

0 0.2 0.4 0.6 0.8 1
−50

0

50

time t (s)

vo
lta

ge
 U

 (
V

)

0 0.2 0.4 0.6 0.8 1
−2

0

2

time (s)

ve
lo

ci
ty

 v
 (

m
/s

)

(d)

0 0.2 0.4 0.6 0.8 1
−20

0

20

time t (s)

vo
lta

ge
 U

 (
V

)

0 0.2 0.4 0.6 0.8 1
−0.5

0

0.5

time (s)

ve
lo

ci
ty

 v
 (

m
/s

)

Fig. 4. Velocity and voltage time series for the forcing acceleration amplitude a0 = 4g with f = 16 Hz (a), and a0 = 5g with
three different excitation frequencies f = 16Hz (b), f = 17 Hz (c), f = 25 Hz (d), respectively. Note that the cases (b) and (c)
are characterized by similar voltage/velocity outputs but differ in their periodicity. The corresponding power output Peff = 0.4,
2.4, 2.0, 2.8 mW for cases (a) and (d), respectively.

For clarity, in fig. 5 we show the Fourier transform of the corresponding time series (presented in fig. 4), where the
excitation frequencies are clearly observed. For a small amplitude of excitation in fig. 5(a), where the vibration is in a
single state, the frequency spectra of voltage and velocity are represented by a single excitation frequency, while in the
remaining figures (fig. 5(b)–(d)) one can find additional frequencies. In fig. 5(b) both super- and sub-harmonics can
be observed. Figure 5(c) shows a typical non-periodic response and fig. 5(d) exhibits superharmonics. Interestingly,
the presence of a small number of superharmonics may indicate snap-through cases (fig. 5(b)–(d)). Clearly, figs.4
and 5 indicate that the bistable cantilever based harvester is exhibiting a range of complex responses such as regular,
non-periodic, single well, and snap-through behaviour. The following sections bring attempts to identify the dynamic
modes from the voltage and velocity-time series.
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Fig. 5. Fourier spectra of velocity and voltage responses for different excitation frequencies for the same excitation parameters
as in fig. 4: (a) a0 = 4g and f = 16Hz (b); a0 = 5g and f = 16 Hz (b), f = 17Hz (c), f = 25 Hz (d).

3 Phase space reconstruction

In the following investigation we plot the discrete return maps using the sampling δt ≈ T/4, where T is the excitation
period. Note that this approximately indicates the vanishing of the mutual information [27, 28] which is important
for the reconstruction of missing coordinates using the time delay. Such a map simultaneously corresponds to phase
portraits.

Note that the proposed sampling corresponds to the correlation delay of the kinematic forcing. The maps are plotted
in figs. 6(a)–(d) and the excitation conditions are the same as in figs. 4 and 5. As expected, velocity maps reflect the
corresponding voltage maps. The correlations between the delayed coordinates leading to the specific trajectories
(figs. 6(a) and (d)) suggest a regular motion of the structure. This is clearly in contrast to fig. 6(c), which is the most
random vibration condition. On the other hand, fig. 6(b) can be classified as an intermediate case. This is consistent
with the Fourier spectra results (fig. 5(b)) indicating a more complex multifrequency response.

Further analysis of the output response by the method of multiscale entropy and the 0-1 test, used in the next
sections —sects. 4 and 5—, will be based on the corresponding voltage output sequences obtained by the same sampling
of δt ≈ T/4. The new resampled time series are shown in figs. 7(a)–(d). In both figures (figs. 6 and 7) one can easily
distinguish non-periodic behaviour (figs. 6(c) and 7(c)) from the typical regular behaviour (fig. 6(a), (d) and 7(a),
(d)). Interestingly, in the case of fig. 7(b) such a presentation can help substantially to classify the response of the
harvester as regular vibration.

4 Composite multiscale entropy analysis

To improve our understanding of the behaviour of complex systems that manifest themselves in non-linear behaviour,
sample entropy analysis is becoming increasingly popular [17, 29, 30]. This method provides, for measured signals,
a relative level of complexity for finite length time series. The complexity definition is associated with “meaningful
structural richness” [31,32] contained over multiple spatio-temporal correlations.
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Fig. 6. Phase portraits for velocity v(t) or v(t + δt) and voltage output U(t) or U(t + δt) sampled with a delay δt ≈ T/4 where
T = 1/f is the shaker excitation period. The excitation conditions of a-d as are in figs. 4 and 5.
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Fig. 7. Sequence of the velocities measured points sampled with δt ≈ T/4 The excitation conditions of a-d as in figs. 4 and 5.
N denotes the succeeding sampling index.
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Fig. 8. Scheme of averaging to achieve the effective (coarse-grained) time series of velocity: vτ
i , where i = 1..N/τ , in the

multiscale entropy algorithm (see eq. (2)).

The concept of multi-scale entropy (MSE) [33,34] is based on a coarse-graining procedure that uses a coarse-grained
time series as an average of the original data points within non-overlapping windows by increasing the scale factor τ
according to the following formula (see fig. 8):

v
(τ)
j =

1
τ

jτ∑

i=(j−1)τ+1

vi, (2)

where v is a raw one-dimensional velocity time series v = {v1, v2, . . . , vN}. In this approach for each scale factor τ , the
MSE calculation is based on the time series of the coarse-grained v

(τ)
j :

MSE(v, τ,m, r) = SampEn
(
v(τ),m, r

)
, (3)

where m = 2 is the pattern length and r is the similarity criterion. For the appropriate dynamics identification, it is
usually chosen as r < σ [35, 36], where σ is the standard deviation of the original time series and v

(1)
i = Ui.
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Fig. 9. Composite multiscale entropy calculated for the corresponding velocity sequence of points from fig. 7. The results of
CMSE for m = 2 and three values of r (r = σv — blue line, 0.1σv — black line, and 0.01σv — red line).

To estimate SampEn(v(τ),m, r) from eq. (2) (see also fig. 5) we count the number of vector pairs denoted by v(τ)(i)
and v(τ)(j) in the time series of length m and m + 1 having distance d[v(τ)(i), v(τ)(j)] < r. We denote them by Pm

and Pm+1, respectively. Finally, we define the sample entropy to be [32]

SampEn
(
v(τ),m, r

)
= − log

Pm+1

Pm
, (4)

which can be considered as the minus of the logarithm of the conditional probability that two sequences with a tolerance
r form points that remain within r of each other at the next point. However Thuraisingham and Gottwald [37] showed
that the functional dependency of MSE on the scale factor τ is highly dependent on the sampling time, and that the
same MSE signatures can be found for significantly different dynamic systems.

Continuing these research efforts, Wu et al. [38] introduced the concept of a composite multi-scale entropy (CMSE)
which for a higher scale factor provides entropy more reliably than the usual multi-scale entropy by including multiple
combinations of neighbour points. The prescribed algorithm for CMSE calculations is the following formula:

CMSE(v, τ,m, r) =
1
τ

τ∑

k=1

SampEn
(
v(τ)

k ,m, r
)

. (5)

In the present paper the CMSE is applied for signals of the bistable system shown by the time series in figs. 2 and 7.
Voltage and velocity time series are closely connected; therefore, in the following analysis we limit our analysis to
velocity time series which are less affected by noise (see fig. 6). The results of composite multi-scale entropy calculation
are usually provided for several similarity factors r for different CMSE values with increasing scale factor τ (fig. 9).
The existence of higher values of CMSE corresponds to the existence of more complexity within the analysed signal.
It can be noticed that there is a variation in the irregularity of the system as different values of τ are chosen.

The results of the CMSE for m = 2 and three values of r (r = σv —blue line, 0.1σv —black line, and 0.01σv

—red line) are presented in fig. 9. Note that the smallest value of CMSE and also its smallest oscillations are reached
for the largest similarity factor r. By examination of figs. 9(a)–(d) we observe that in various regions of scale factor,
small and large limits of similarity factor r may cause the CMSE to occasionally approach zero. For relatively large
r (r = σv —blue line) this tendency is governed by the period of oscillations that account for strong averaging.
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Consequently, the effective (coarse-grained) sequence is averaged out for a certain scale factor, τ � 15. The regular-
periodic solutions (figs. 9(a), (c), and (d)) show larger fluctuations of CMSE with frequent decreases to small values.
Interestingly, reaching fairly small, an almost nodal value is realized for r = 0.01σx. This is a signature that the system
is characterised by specific periods (see also figs. 5(a), (c), and (d)). On the other hand, in the chaotic (fig. 9(c)) case
we observe a monotonic substantial increase of the CMSE values with decreasing r which is typical for a chaotic
response [17, 30]. The slightly decreasing trend of CMSE against the scale factor r indicates long range correlated
noise [33] which could be interpreted as an effect of chaotic behaviour. Clearly, the CMSE approach enables us to
distinguish the chaotic solution using the criterion of the finite entropy value in the limit of a small similarity factor
r. The ability to detect the onset of snap-through of the bistable laminate in a chaotic or continuous (repeatable)
manner is of importance to understand the complex dynamics of non-linear harvesting systems and ultimately generate
maximum power output for a given broadband ambient vibration.

5 Application of the “0-1 test”

The “0-1 test”, invented by Gottwald and Melbourne [39–41], can be applied for any system of a finite dimension to
identify the chaotic dynamics but it is based on the statistical properties of a single coordinate only. Thus it is suitable
to quantify the response where only one parameter was measured in time. As it is related to the universal properties
of the dynamic system, such as spectral measures, it can distinguish a chaotic system from a regular one. In our case,
the continuous system (fig. 1) can be described by an embedded space of a higher dimension [28], which can make the
analysis more difficult. Here the application of the 0-1 test provides an opportunity to use only a single variable. As
expected, the more complex response cases are close to the resonance region (fig. 3).

A particular advantage of the “0-1 test” over the frequency spectrum is that it provides information regarding
the dynamics in a single parameter value, similar to the Lyapunov exponent. However, the Lyapunov exponent can
be difficult to estimate in any non-smooth simulated or measured data [42]. The present system uses an asymmetric
bistable laminate cantilever beam as an example showing non-linear elastic properties. Therefore the 0-1 test can
provide the suitable algorithm to identify the chaotic solution [20,27,30,43,44].

Starting from the measured velocity output v(i) (fig. 4), for sampling points i = 1, 2, 3, . . . , Nt, (where Nt = 1500)
we define new coordinates p(n) and q(n) as

p(n) =
n∑

j=0

(v(j) − v)
σu

cos(jc),

q(n) =
n∑

j=0

(v(j) − v)
σu

sin(jc), (6)

where v denotes the average value of v while σv its standard deviation, c is a constant ∈ [0, π].
Note that q(n) is a complementary coordinate in the two-dimensional space. Furthermore, starting from the

bounded coordinate v(i) we build a new series of p(n) which can be either bounded or unbounded depending on
the dynamics of the examined process.

Continuing the calculation procedure, the total mean square displacement is defined as

Mc(n) = lim
N→∞

1
N

N∑

j=1

[
(p(j + n) − p(j))2 + (q(j + n) − q(j))2

]
, (7)

The asymptotic growth of Mc(n) can be easily characterized by the corresponding ratio K ′
c(n)

K ′
c(n) =

ln(M(n))
ln n

. (8)

Note, our choice of nmax and Nmax limits is consistent with that proposed by Gottwald and Melbourne [45–47]
Nmax, nmax → ∞ but simultaneously nmax should be sufficiently large, nmax ≈ Nmax/10 (for example n = nmax = 135
while N = Nmax = 1350).

In [45,47] a covariance formulation was used. Implementing it into our case we get

Kc =
cov(X,Mc)√

var(X) var(Mc)
, (9)

where vectors X = [1, 2, . . . , nmax], and Mc = [Mc(1),Mc(2), . . . ,Mc(nmax)].
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Fig. 10. K(nmax) trend (for the fixed Nmax = 1350). The lines (a)–(d) correspond to cases shown in fig. 7(a)–(d).

The covariance cov(x,y) and variance var(x), for arbitrary vectors x and y of nmax elements, and the corresponding
averages x and y, respectively, are defined as

cov(x,y) =
1

nmax

nmax∑

n=1

(x(n) − x)(y(n) − y),

var(x) = cov(x,x). (10)

It is important to note that the parameter c acts like frequency in a spectral calculation. If c is badly chosen, it
can resonate with the excitation frequency or its ultra- or sub- harmonics. In the 0-1 test regular motion would yield
a ballistic behaviour in the (p, q)-plane [45] and the corresponding Mc(n) results in an asymptotic growth rate even
for a regular system. The disadvantage of the test, its strong dependence on the chosen parameter c, can be overcome
by a proposed modification. Gottwald and Melbourne [20, 30, 43, 45] suggest to take randomly chosen values of c and
compute the median of the corresponding Kc-values.

In fig. 10 we present the results for voltage output of the harvester. Note the asymptotic values for nmax ∈
[1, 2, 3, . . . , 135], while Nmax = 1350, indicate that the cases “a”, “b”, and “d” (corresponding to figs. 7(a), (b) and
(d)) are regular while case “c” (corresponding to fig. 4(c)) is chaotic. Furthermore case “b” decays slowly which could
be related to its complex multifrequency nature (see the Fourier spectrum fig. 5(b)). The characteristic slope of decay
can be further exploited to distinguish different regular solutions.

6 Conclusions

The application of a bistable laminate beam is considered for piezoelectric-based energy harvesting systems. Based
on the experimental time series of a bistable laminate cantilever beam we have examined its dynamic response. The
examined system response is shown to have different solutions, with the potential to be exploited in the harvesting
device. It is noted that the coexisting solutions of a non-linear energy harvester are characterised by different power
outputs. To increase the efficiency of the device one has to identify the wave dynamics along the plate and in the
region of piezoelectric transducer.

We demonstrated that the multiscale entropy and “0-1” test can be helpful in the response characterization.
A particular benefit of our analysis is that the continuous plate system may be characterised by a single variable
(measured voltage and/or displacement) which is an advantage with respect to embedding methods [28]. Using the
simple approach of a single point laser vibrometer measurement we note that the multiscale nature of the phenomenon
is reflected in the calculated entropy and this method (CMSE) could be used to identify the desired dynamic solution,
such as periodic or chaotic response. The presence of a small number of superharmonics also has the potential to identify
snap-through. These superharmonics often accompany the regular system response while a vibration amplitude is large
enough. Practically, the signal analysis approach, presented above, can be used to identify dynamic modes and optimise
an energy harvesting device in the appropriate switching mechanism between solutions.
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