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Abstract

This paper presents an algorithm that calculates nbn-
concurrent per-node demand and generation hostipgoity
of a distribution network. The algorithm is useddppraise
the increase in hosting capacity that would refsaln adding
a Soft Open Point (SOP) to link two networks. Teudlise
non-concurrent per-node hosting capacity, a
majorization technique is applied to a United Kiogd
Generic Distribution System (UKGDS) network. Thisates
geographically representative layouts which presdianch
length information. It is suggested that applyingese
techniques to the entire GB 33kV network, whildbwing

for network reconfiguration and for variation ofrdend and
generation across the time of day and day of yedeasible.

1 Introduction

A tool to systematically evaluate the capacity kme for
connection of generation on the distribution netwawould
be valuable. Presently, to gather information, peative
generators must submit requests to the DistribuNetwork

hosting capacity’ in the sense that as soon awageaerator

distributedakes the capacity at one node, the hosting capatitits

neighbouring nodes is likely to change.

The mean per-node non-concurrent hosting capaoityaf
distinct area of network (e.g. one separated bynatly open
points and transformers) is useful in assessingntbet of
techniques to increase network capacity, such eadldition
of SOPs. Furthermore, if this methodology was tapplied
to the entire GB distribution network on per-nodssib, this
would assist in the consistent provision of infotia to

strgm®spective generators or, if applied in the sanay wo

demand, loads.
2 Hosting Capacity Assessment

2.1 Definition of
capacity

The per-node non-concurrent generation (or demhaosting
capacity,h, is the maximum generation (or demand), for each
node, that can be supported without voltage, ctimerault
level exceeding limits anywhere within the networftis is
expressed in Equation (1) whege is additional real power
generation (or demand) capacity at ngdevhereN is the
number of nodes in the network aflis the number of

per-node non-concurrent hosting

Operators (DNOs). The response time and the type yphnches (lines, cables and transformers) betwedesn

information provided by the DNO varies [1]. A paode
hosting capacity assessment tool, of the sort pteddn this
paper, would help make the

competition in the assessment of investment value.

In addition, as power-electronics based power ftmmtrol
devices are developed for distribution network egapions,

DNOs will require methods to quantify and compahe t

impact of their deployment [2]. Of interest are lbég-back
voltage source converter systems used to transfereip

between normally separate parts of the networkhese are minimum limit (V;

referred to as Soft Normally Open Points (SNOP¥pf{3Soft
Open Points (SOPs) [4] in the literature.

information available to
prospective generators more consistent and alloirerfa

h = [hy, h,, ..., hy] where
hj = max(g;) subject to
v <V < V™ fori=1,2,..,N
FMn < F; < Ffori =1,2,...,N
|| < [ fori=12,..,B

1)

Every node has an associated voltage and faultl leve
minand F™") and maximum limit ;™%

and F"**) and every branch has an associated current
magnitude limit {{*¥).

Hosting capacityis defined as the capacity of an electricit@.2 Application of the per-node non-concurrent hosting

network to support distributed generation withoudlating
pre-defined operating limits (e.g. maximum steatifesbus
voltage, line thermal limits) [5]. In one study, IBm and

Hassan [6] assess the hosting capacity for a pctispe

generator connected at different points on the altwrl hese
values can be thought of as the ‘per-node non-coecu

capacity approach

Hosting capacity assessment was carried out on38k&/
nodes within the United Kingdom Generic Distributio
System (UKGDS) EHV1 network using the default dechan



and generation values [7]. For reference, the ralels are The results are shown in a bar chart in Figure 8 are

shown in Figure 1. , visualised as a geographic layout in Figures 4 andhe
diameter of each circle is proportional to the okited
hosting capacity at that node. The mean load chpaar

node is 15.4MW and the mean generation capacitynpee
is 23.0MW.
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. Figure 3. Per-node, non-concurrent hosting capacity
Figure 1. The UKGDS-EHV1 network. (Black = 132kV _
Blue = 33kV, Green = 11KV) assessment for the UKGDS-EHV1 network.

The simulations were performed using OpenDSS whiin t
“Newton” method [8]. Fault level calculations werot
performed due to time constraints. The process used
obtaining the generation hosting capacity is shawRigure
2. This returns an approximation (to the nearesiti9V) of h
from Equation (1). A similar approach was usedital fthe
demand hosting capacity; the demand was incremeatbdr
than the generation. The 132/33kV transformerctagngers
were set to control the voltage at bus 301(a distas) within
the range 0.9 to 1.1 pu. The voltage source aBB@swvas not

included.
TotalCapacity =0,
Node=0, Gen=0

GenIncrement=10MW [

Figure 4. Geographical representation of UKGDS-EHV1
sveroicameiy o | network with per-node generation hosting capacities

TotalCapacityArray then
set TotalCapacity = 0
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Any current or
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GenIncrement/2
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Figure 5. Geographical representation of UKGDS-EHV1
network with per-node demand hosting capacities.

All nodes tested?

Return
TotalCapacityArray

Figure 2. Process used to obtain per-node non-coerdu
hosting capacity



The geographically representative layouts, showFignires 4 capacity, some nodes show a decrease in hostinacitap
and 5, were created using stress majorizationT[®k has the The maximum possible increase in capacity, fronpadisible

advantage, when compared to other graph layoutitigts, SOP operating points, for every node, is showniguife 7.

that the branch distance information is retainestieCfor this,
and for converting the UKGDS data to NetworkX [Hpaph
format, was written [11] using existing librarie$2]—[17].
Hosting capacity maps of this form would allow DN@s
present consistent information to prospective gEDES
whilst also allowing them to withhold informatiom amther
loads or generators (e.g. if such disclosure wasnege not
appropriate).

3 Assessment of SOP benefits

Hosting capacity assessment was used to quantiy
potential benefit of adding an SOP between twardisB3kV
networks. Two UKGDS-EHV1 network models were use
with an SOP connected between node 323 of therfatstork
(networkl) and node 336 of the second (network®)line
rated back-to-back converter was modelled as twacadt
PQ buses, as in [18]. One side of the SOP wassepted as
a load, the other as a generator, with the reakepaalues set
equal and the Q values independent as shown inrd=ifu
When the direction of real power flow changes, [dad and
generator buses swap the network to which they
connected.

Per-node hosting capacity assessment was perfofaned
range of SOP real power (15 to -15 MW) and reagpieeer
(15 to -15 Mvar). A grid of 21 x 21 operating p@mwas laid
out (1.5 MW/Mvar resolution). The operating pointhere
the apparent power is greater than 15 MVA were rigdp
therefore a total of 317 SOP operating points merverter
(i.e. per network) were assessed. The resultingigd® in
mean per-node generation and demand hosting cgdacit
each operating point are shown in the diagramsaqfre 8.

The coloured areas of Figure 8 indicate the peibiess
operating regions for each converter. The greysanadicate
the operating points at which connection of the S@WP

cause voltage or currents to go outside limits.eGrareas
indicate an increase in mean hosting capacity addareas
indicate a reduction. A single operating point frthis Figure
8 (indicated by a star, P = +/- 4.5 MW, Q1=0Q2=4.5a\),

was selected and is examined in detail in Figure 9.

The selected operating point resulted in an ineréasmean
non-concurrent generation hosting capacity in netwb of
9.0 MW/node and in network 2 of 1.8MW/node. An ease
in mean non-concurrent demand hosting capacity .@f :
MW/node (network 1) and a decrease of 3.3 MW/no
(network 2) was observed. These changes in hostipgcity
are with reference to the case with no SOP (Figlre

For any operating point, the changes in mean pdenc
hosting capacity are not uniform across the no8agire 9

shows the changes in node hosting capacity forséected Figure 7. Maximum possible increase in hosting cipa
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converter operating point. For each possible SO&ating after the addition of an SOP

point, even in the case of an increase in meanirgpst




-12.510.0-7.5-5.0-2.5 0.0 2.5 5.0 7.5 10.012.5
Converterl Operating Points - Networkl Load

L —
I ] s
g 40 s s
S o
> 1 - -
g g ol Ul 0N 0
€ ‘ g |l T ’
g 2
5 57 ) c
© = =5} §
¢ &
© 10} 1 <
©
5
~15} ] =10} 1
-15 -10 -5 0 5 110 15 o b
Real Power [MW]
Converterl Operating Points - Networkl Generation 40 T
15} |
= 30} |
s
g ‘ :
> O 20f R
T
%’ 5- 1 5
g O 10 4
2 of | bt 1 et - -1
a ]
g T o u
5 -5t 1 = oo O
g s |l il U0
[}
< _10} ] E—IO- ]
o
-15} 1 -20} :
T T BT
Real Power [MW]
Converter2 Operating Points - Network2 Load -

s
| s st |
g £
2 | E [0
— ©
o S ofl 0
: 3 Il
e | 2 L UU(HHHEEEIEE - o o= oo |
2 c
g 1 g 7 1
© o
o 5
o 1 £
o
=10 }
-15 =10 -5 0 5 10 15
Real Power [MW]
Converter2 Operating Points - Network2 Generation 40 pT T TTTTT T TrrTTTTTTT i
15¢ 1 E 30} i
£
T 10} 1 S 20 |
>
2 st 1 &
- 8 10| U |
g o
o | w ol
& i oﬁﬁ_____:, Hm—l'n—n——ﬁﬁ——:,;;—nn‘l—mﬁ—ﬁ -1 -
E : i Iy
g 5 | =
e &5 —-10} 1
“ 10} 1 5
20} §
=15} 1 b
L L L -—cNm<rmnor\oomo-—cNm<rmnorxoooso-—«mmvmuol\oomo-wmvmnm\oomo-«rv
00000000 H—HHHHHHHHHANNANNANNANNANNMMMMMMMMMN M T
-15 =10 -5 O 5 10 15 B e I S PSS 358
Real Power [MW] UKGDS EHV1 network 33kV node label

Figure 8. Change in mean non-concurrent hostingagpfor Figure 9. Change in non-concurrent hosting capa@ite)
all converter operating points [MW]. Star indicatgserating [MW] for operating points P=+/-4.5 MW, Q1=4.5 Mvar,
point P=+/-4.5 MW, Q1=4.5 Mvar, Q2=4.5 Mvar. Q2=4.5 Mvar.



4 Application to the entire GB 33kV system
Number of Floating Point Operations for Hosting &eipy

For the results in section 3, a total of 227685dIdBw assessment = NoDistinctNetworks x
calculations were performed at a rate of 9.6 lodmvf NoDistinctArrangementsPerNetwork x NoTimeStepsPgrDa
calculations per second. This was done on an liiel x NoDays x NoNodesPerNetwork x NoLF&FaultCalcs x
processor, with 2GB RAM, running 32-bit Windows7n A (NoFlopPerLF + NoFlopPerFaultCalc)
overall CPU utilisation of approximately 25% wassebved, (3)
with just two cores active. The mean time requiegerform
each capacity assessment was approximately 40 dgcomlhe number of floating point operations requirecssess the
Using Equation (2) and the assumptions in Tablg @puld entire GB 33kV network was estimated, using Equat®)
take approximately 400 days to assess the entire38& and the values in Table 1, as 440 X*1@ sig. fig.). For
network (without the addition of SOPs). reference, Cardiff University’'s Raven supercomputer
achieves a peak of 42.6 TFlop/s. Practically, after
Required number of hosting capacity assessmentsinmplementation, <10% of this would be achieved [18]
NoDistinctNetworks x NoDistinctArrangementsPerNetko these rates, the entire GB 33kV system could bbysedin a
x NoTimeStepsPerDay x NoDays timeframe of the order of minutes.

(2)

If hosting capacity appraisal for the addition ofiagle SOP
A reduction in the time taken is possible througtirising to each distinct 33kV network were to be carried, @s in
the code. To assess the potential for this, thebeunof section 3 (with 317 runs per converter), then 14@'% (2 sig.
floating point operations required to perform thesting fig.) floating point operations would be requirdthis would
capacity assessment was assessed. Equation (3)s showequire approximately 9 hours using the Raven
formula to approximate the number of floating poirupercomputer and therefore implies that the probis
operations required to undertake a per-node hospgcity tractable.
assessment.

Parameter Estimate| Definition and source of estimate

NoDistinctNetworks 252 The number of distinct networks on which the hastoapacity assessment
made. Estimated as the mean number of distinct 38&works (with their own
Bulk Supply Point and separated by Normally Opem®oi NOPs) from a DNO
license area multiplied by the total number ofriee areas (18 x 14).

S

NoDistinctArrangementsPerNetwork 3 Number of ways that each network can be re-cordiguincluding closing of
NOPs. Estimate of 3 is based on appraisal of a BN@twork.

=

NoTimeStepsPerDay 48 Number of time steps (for demand, generation angcsovoltage inputs). Hal
hourly data assumed.

NoDays 24 Number of days in the year that assessment is twragcount for seasongl
variation in demand/generation). Assumed that taysdweekend and weekday)
in each month (2 x 12 = 24) are used.

NoNodesPerNetwork 28 The mean number of nodes per distinct network. $&arfpom a DNO’s networ
(a single license area).

NoLFops 9 Mean number of load flow operations from experiméruns on a DNO's
network. With 10MW starting increment finding hosi capacity to nearest
0.5MW.

NoFlopPerLF 1000000 | Number of floating point calculations required pead flow operation. From
Zimmerman’'s [20] value for the Newton-Raphson alponi with a 125 bus
system. It is assumed that conditional testing,dtbrage and other overheads|are
not significant. It is assumed that the load floalcalation time scales linearly
with the number of nodes, as implied by [21].

NoFlopPerFaultCalc 1000000 | Number of floating point operations required peulffdevel calculation. This
assumes that a fault calculation could be perforimedhe same number of
floating point operations as the load flow openatio

Table 1: Definitions of parameters in Equation (3).




5 Conclusions

The hosting capacity assessment approach presentdib
paper provides a way of quantifying the benefitpofwer
electronic Soft Open Points. A way of presentingraes in

network hosting capacity, with varied operatinggmaeters of [8]
a back to back power electronic soft open points wa

introduced. The proposed method allows the netvatakner
to survey the impact of each operating point ofrgvede in
the connected networks.

Assessment of the hosting capacity for every nodethe
entire GB 33kV network, each with a single SOP e&mtion
to a neighbouring network, is tractable. An estedal40 x
10" floating point operations would be required, allogvfor
variation in network configuration and time-of-ddgy-of-
year variation in demand and generation. If impletad, this
would allow the provision of consistent informaticio
prospective generators seeking to connect to theitalition
network in Great Britain.

Existing graphing layout algorithms allow the viksation of
power network data without geographical informatidmn

existing stress majorization layout algorithm wasdito plot
a UKGDS network. This has the advantage that, anfilany
available algorithms, branch length informatiortaken into

account. The resulting layout was used to demamestsa
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