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#### Abstract

A new development in our understanding of human long-term memory is that effective memory formation relies on neural activity just before an event. It is unknown whether such prestimulus activity is under voluntary control or a reflection of random fluctuations over time. In the present study, we addressed two issues: (1) whether prestimulus activity is influenced by an individual's motivation to encode, and (2) at what point in time encoding-related activity emerges. Electrical brain activity was recorded while healthy male and female adults memorized series of words. Each word was preceded by a cue, which indicated the monetary reward that would be received if the following word was later remembered. Memory was tested after a short delay with a five-way recognition task to separate different sources of recognition. Electrical activity elicited by the reward cue predicted later memory of a word. Crucially, however, this was only observed when the incentive to memorize a word was high. Encoding-related activity preceded high-reward words that were later recollected. This activity started shortly after cue onset and persisted until word onset. Prestimulus activity thus not only signals cue-related processing but also an ensuing preparatory state. In contrast, reward-related activity was limited to the time period immediately after the reward cue. These findings indicate that engaging neural activity that benefits the encoding of an upcoming event is under voluntary control, reflecting a strategic preparatory state in anticipation of processing an event.


## Introduction

It has recently become clear that anticipatory neural mechanisms play a role in the encoding of information into long-term memory. Using a variety of measures, studies have shown that neural activity elicited by a cue preceding an event can influence whether that event is later remembered (Adcock et al., 2006; Mackiewicz et al., 2006; Otten et al., 2006, 2010; Guderian et al., 2009; Park and Rugg, 2010). Encoding-related activity before an event ("prestimulus activity") occurs in addition to, but is dissociable from, encoding-related activity after an event ("poststimulus activity"). Thus, theories of memory formation need to take both into consideration.

In contrast to the large literature on poststimulus activity, little is known about prestimulus activity and encoding. Prestimulus activity can affect the encoding of several types of events (visual words, spoken words, scenes, neutral and emotional pictures), and functional magnetic resonance imaging (fMRI) studies have primarily implicated midbrain and medial temporal regions. An essential question is whether prestimulus activity is under voluntary control. One possibility is that neural activity can be engaged flexibly and used to strategically prepare for the encoding of an upcoming event (cf. Haynes et al., 2007). Alternatively, random variations in neural activity over time may be more or less conducive to effective encoding (cf. Meeter et al.,

[^0]2004), similar to what has been observed for other cognitive domains (Linkenkaer-Hansen et al., 2004; Hanslmayr et al., 2007; Hesselmann et al., 2008).

If anticipatory activity is under voluntary control, it would be expected to vary as a function of the degree to which an individual is motivated to encode. If there is a high incentive to encode information into memory, processes that benefit encoding should be maximally engaged, including any strategic preparation. To test this hypothesis, we used monetary rewards to motivate healthy adults to memorize series of words in a subsequent memory paradigm (Paller and Wagner, 2002). Each word was randomly preceded by one of two cues, which indicated whether a low or high reward would be received if that word was recognized in a later memory test (see Fig. 1). Memory was tested after a short delay with a five-way recognition judgment (Yonelinas et al., 2005; Woodruff et al., 2006; Voss and Paller, 2009) to assess what kind of memory processes are affected by prestimulus activity at encoding. Importantly, we measured electrical brain activity. Unlike fMRI (Adcock et al., 2006; Mackiewicz et al., 2006; Park and Rugg, 2010), EEG allows an assessment of how encoding-related processes evolve during the few hundred milliseconds leading up to an event. Prestimulus activity may reflect cue-related processing, the anticipation of an imminent event, or both. We assessed the role of voluntary control on anticipatory processes by contrasting electrical activity preceding low- and high-reward words that were later remembered versus forgotten. To address whether encoding-related activity is driven by reward-related activity (Adcock et al., 2006), we also compared encoding-related activity before an event with activity that differentiates the processing of low- and high-reward cues regardless of later memory performance.


Figure 1. Example sequence of events during the study phase. Participants memorized series of words (e.g., "CAT" and "LIP"), each of which was preceded by the string " 20 p" written in black or the string " $£ 2$ " written in green. The string served as a prestimulus cue, indicating the amount of money that would be earned if the following word was correctly identified in a recognition memory test performed at $\sim 15 \mathrm{~min}$ after the study phase. The comparisons of interest involved electrical brain activity elicited in the 2000 ms cue-word interval.

## Materials and Methods

Participants. The experimental procedures were approved by the University College London Research Ethics Committee. Twenty-four righthanded, native English speakers (mean age, 23 years; range of 19-33 years; nine men) volunteered to take part. All had normal or corrected-to-normal vision and reported not to have a history of neurological or psychiatric illness. Color vision was checked with the abridged Ishihara plates. Each participant provided written informed consent before participating and was remunerated at a rate of $£ 7.50 / \mathrm{h}$ plus a monetary reward based on their memory performance (see below).

Procedure. The experiment consisted of an intentional encoding task, followed by a recognition memory test after a short delay. At study, participants viewed series of words, each of which was preceded by a cue (Fig. 1). The cue informed participants how much money they would earn if they recognized the following word during a later memory test. The low-reward cue consisted of the string " 20 p " written in black, and the high-reward cue of the string " $£ 2$ " written in green. The two cue types were equally likely to occur and randomly intermixed. Participants were told that at the end of the experiment they would be paid, in cash, $5 \%$ of the total amount of money they accrued during the memory test. On average, participants received $£ 6.65$ (maximum possible amount of $£ 13.20$ ). They were encouraged to try to earn as much money as possible and use the cues to prepare themselves to memorize the upcoming words. To ensure that attention would be paid to all words, however, participants were also asked to make an alphabetic judgment on each word. They had to decide whether the first and last letters of a word were in alphabetical order and press one of two buttons as fast yet accurately as possible with the left or right index finger according to their decision. Responding hand was counterbalanced across participants. The study phase started with a short practice block (for which no monetary reward was received), followed by four blocks of 60 trials each. Brief rest periods were provided between blocks.

The recognition memory test started $\sim 15 \mathrm{~min}$ after the end of the study phase. All studied words were presented again, intermixed with words not yet encountered in the experiment. Memory was tested with a five-way recognition judgment (Yonelinas et al., 2005) to focus the analyses on confidently recognized words and to better isolate recollection-based responses (Yonelinas, 2002). This approach has been used successfully in previous neuroimaging studies (Yonelinas et al., 2005; Woodruff et al., 2006; Voss and Paller, 2009). For each word, participants were instructed to press one of five buttons on a purpose-built response box that was designed to fit the right hand. If participants were confident that they had seen a word before and could recollect specific details about its initial occurrence (such as when the word was presented, what they thought about at the time, which decision they made about the word, or what it
looked like on the screen), they were asked to press the button underneath their thumb. If they were confident that the word had been presented but could not retrieve any details, they should respond with their index finger. If they thought that the word had been presented but were not confident, a response was to be made with their middle finger. Finally, if they wanted to indicate that the word was new to the experiment, they were asked to press with their ring finger if they were not confident and with their little finger if they were. Participants were told that both speed and accuracy were important and that they should try to use the full range of buttons (cf. Yonelinas et al., 2005).

For each studied word that participants correctly recognized, their monetary reward would increase by either $\mathfrak{£ 2}$ or 20 p, depending on the type of cue that had preceded the word at study. For this purpose, all three "old" responses were counted as correct, regardless of the rating associated with the response. A $£ 2.50$ penalty was received for false alarms (new words falsely endorsed as old) to discourage participants from responding old all the time. No feedback was provided about the reward received on each trial. Instructions for the test phase were given in the delay period between study and test. A short practice block was given to familiarize participants with the memory test. They then performed six task blocks of 60 trials each, with short breaks in between.

Stimulus materials. The study and test sequences were constructed from a pool of 378 English words, taken from the study by Kučera and Francis (1967). Words were between four and eight letters in length and had a written frequency of 1-30 per million. Three sets of 120 words each were selected pseudorandomly from this pool, with the restriction that word lengths were approximately equal across sets and that half of the words in each set had first and last letters that were in alphabetical order. The sets were rotated across participants so that each word occurred equally often as a high-reward old item, a low-reward old item, or a new item. The words used for the low- and high-reward sets were randomly intermixed to form a study list of 240 items. A test list of 360 items was created by combining all studied words with the items from the remaining set. Both study and test lists were generated separately for each participant and split into blocks of 60 items each. The remaining words in the pool were used to create practice lists.

Stimuli were presented in central vision on a gray background. All words were shown in a black Helvetica font for 500 ms . At study, cues were presented for 1 s , starting 2 s before word onset. The remaining cue-word interval was filled with a fixation point (a plus sign). The fixation point was also presented between trials. At test, a neutral warning stimulus (a black exclamation mark) was shown 1 s before word onset. The time between successive cue onsets varied randomly between 6 and 7.5 s at study and between 4 and 5.5 s at test.

EEG acquisition. Electrical brain activity was recorded from 32 scalp sites using silver/silver-chloride electrodes embedded in an elastic cap according to an equidistant electrode montage (montage 10 at www. easycap.de/easycap/e/electrodes/13_M10.htm) and from two additional electrodes placed on the left and right mastoids. Vertical eye movements were recorded bipolarly from electrodes above and below the right eye and horizontal eye movements from electrodes at the outer canthi. The data were recorded relative to a midfrontal site. Impedances were kept below $5 \mathrm{k} \Omega$. Signals were amplified with a set of Contact Precision amplifiers, bandpass filtered between 0.01 and 35 Hz ( 3 dB roll off), and digitized (12-bit resolution) at a rate of 500 Hz .

EEG analyses. Offline, the continuous EEG was digitally filtered between 0.05 and 20 Hz ( 96 dB roll off), downsampled to 100 Hz , and algebraically re-referenced to averaged mastoids (reinstating the online reference site). Activity elicited by study cues and study words was analyzed separately to allow each to be aligned to the time period immediately preceding each event (cf. Otten et al., 2006, 2010). Epochs of 2560 ms duration surrounding cue and word onsets, including a 100 ms baseline, were extracted from the continuous record. Epochs were combined to create event-related potential (ERP) waveforms for each subject and electrode site, separately for study words in the low- and high-reward conditions later given "remember," "confident old," "nonconfident old," "nonconfident new," and "confident new" judgments. Epochs with drifts exceeding $\pm 50 \mu \mathrm{~V}$, horizontal or non-blink eye movements, muscle artifacts, amplifier saturation, or incorrect alphabetic judgments were

Table 1. Proportions of responses in the recognition memory task for studied and new words

|  | Word type |  |  |  |
| :--- | :--- | :--- | :--- | :---: |
| Recognition judgment | Old, high reward | Old, low reward | New |  |
| Remember | $0.41(0.20)$ | $0.12(0.12)$ | $0.01(0.01)$ |  |
| Confident old | $0.20(0.10)$ | $0.16(0.11)$ | $0.05(0.06)$ |  |
| Nonconfident old | $0.17(0.10)$ | $0.23(0.11)$ | $0.16(0.14)$ |  |
| Nonconfident new | $0.16(0.08)$ | $0.36(0.19)$ | $0.50(0.20)$ |  |
| Confident new | $0.07(0.09)$ | $0.13(0.12)$ | $0.28(0.20)$ |  |

Values are across-subject means (SD). $n=24$.
excluded. A standard regression technique (Rugg et al., 1997) was used to minimize the contribution of blink artifacts to the waveforms.

The comparisons of interest contrasted ERP waveforms across lowand high-reward cues and across trials from which words were remembered or forgotten in the later recognition test (for details, see Results). Because memory was relatively good for high-reward items but poorer for low-reward items, comparisons were based on the maximum number of subjects who had at least 13 artifact-free trials in each relevant condition. This minimum inclusion threshold was based on previous investigations of encoding-related electrical brain activity (Otten et al., 2006, 2010; Kim et al., 2009). At most, three subjects contributed the minimum trial number for any comparison, with the remaining subjects contributing 16 trials or more. All 24 participants were included in the analyses of reward-related activity (mean trial numbers for high- and low-reward cues of 98 and 95 , respectively). The analyses of encoding-related activity associated with later confident recognition were based on 19 participants in the high-reward condition (mean trial numbers of 57 and 25 for confidently recognized and forgotten words, respectively) and 15 participants in the low-reward condition (mean trial numbers of 35 and 37, respectively). Subsidiary analyses were performed in the high-reward condition to discern the role of recollection (Yonelinas et al., 2005). These analyses incorporated all 19 participants to isolate encodingrelated activity for later remember judgments and a subset of 14 participants to contrast that activity with encoding-related activity for later confident old judgments (the minimum mean number of trials was 23 in these analyses). The patterns of performance in the study and memory tasks did not differ across the sets of participants used for the ERP comparisons (see supplemental material, available at www.jneurosci.org).

Waveforms were quantified by measuring mean amplitude values in selected latency regions. The statistical reliability of amplitude and scalp distribution differences across conditions was evaluated with repeatedmeasures ANOVA, incorporating the Greenhouse-Geisser correction for violations of sphericity when appropriate (Keselman and Rogan, 1980). Scalp distribution differences were established after scaling the data to remove overall amplitude differences (McCarthy and Wood, 1985). The maximum/minimum scaling method was used rather than the vector length method to avoid the interpretational problems that can arise with the latter (Urbach and Kutas, 2002, 2006; Wilding, 2006). Unless stated otherwise, all 32 electrode sites were entered into the analyses.

## Results

## Task performance

Memory for words that were preceded by low- and high-reward cues at study is summarized in Table 1. Regardless of the type of recognition judgment, recognition accuracy (the proportion of hits minus the proportion of false alarms) was significantly higher for high- than low-reward words ( 0.56 vs 0.29 , pairedsample $\left.t_{(23)}=6.16, p<0.001\right)$. The superior memory performance for high-reward words was primarily attributable to a higher number of remember judgments. An ANOVA on the accuracy with which remember, confident old, and nonconfident old judgments were made revealed a significant interaction between reward and judgment type ( $F_{(1.3,29.6)}=40.00, p<0.001$ ). Bonferroni's corrected post hoc comparisons indicated that high-
reward words received more remember and fewer nonconfident old judgments than low-reward words $\left(t_{(23)}=7.48\right.$ and -4.19 , respectively, both $p$ values $<0.001$ ) but that low- and highreward words did not differ in the number of confident old judgments ( $p=0.061$ ). Importantly, although the number of remember judgments was smaller for low-reward words, memory discrimination in this category was well above chance ( $p_{\text {hit }}-$ $p_{\text {false alarm }}=0.11$, one-sample $t_{23}=4.56, p<0.001$ ). Recognition accuracy was greater than zero for all studied words except highreward words that were later nonconfidently recognized as old ( $p=0.712$; all other $p$ values $<0.001$ ).

At study, alphabetic judgments were made with approximately the same response speed regardless of whether a low- or high-reward cue preceded the word (mean reaction times of 1523 and 1551 ms , respectively; $\left.t_{(23)}=-0.90, p=0.378\right)$. However, alphabetic judgments were somewhat more accurate after highreward cues ( 0.94 vs 0.92 correct, $t_{(23)}=2.45, p=0.022$ ). Anticipating the encoding-related ERP comparisons below, response times during the study phase did not differ significantly across low- and high-reward items that were later confidently recognized versus forgotten ( $p=0.611$ and 0.133 , respectively) or between high-reward items that were later recollected versus forgotten ( $p=0.298$ ).

## Reward-related activity

Reward-related activity was investigated by contrasting ERP waveforms across low- and high-reward cues, regardless of later memory performance to the following words (Fig. 2). Cues signaling the potential of a high monetary reward gave rise to more positive-going ERPs between $\sim 200$ and 1100 ms after cue onset. This strongly resembles previous research (Otten et al., 1995; Yeung and Sanfey, 2004; Sato et al., 2005; Wu and Zhou, 2009). The sustained modulation observed here encompassed a larger positive (P) P2 deflection (Wastell and Kleinman, 1980; Lindholm and Koriath, 1985), a larger P3 deflection (Donchin and Coles, 1998), and finally a widespread deflection that persisted until just after 1 s after cue onset. These effects were quantified by measuring mean amplitude values in the $200-300 \mathrm{~ms}$ interval (surrounding the P2 in the group average), $300-600 \mathrm{~ms}$ interval (to capture the P3), and $600-1100 \mathrm{~ms}$ interval (to measure the late widespread effect). ANOVAs incorporating factors of reward and electrode site resulted in significant interactions for all three intervals $\left(F_{(2.8,64.1)}=17.06, p<0.001 ; F_{(3.6,82.6)}=10.67, p<\right.$ $0.001 ; F_{(3.8,87.3)}=4.75, p=0.002$, respectively). Direct comparisons across time confirmed three qualitatively distinct rewardrelated activities. Significant interactions between interval, reward, and scalp site emerged when comparing each of the three time windows with each other (all $p$ values $<0.001$ ). These interactions remained significant after scaling the data (McCarthy and Wood, 1985), indicating reliable scalp distribution differences across time. The amplitude of the attention-sensitive P1 and negative (N) N1 deflections did not differ across low- and high-reward cues (see supplemental material, available at www.jneurosci.org).

## Encoding-related activity preceding words

Neural activity related to successful encoding was identified with the subsequent memory approach (Sanquist et al., 1980). Subsequent memory effects (study activity that differs as a function of subsequent memory performance) were assessed in each reward condition. To that end, ERP waveforms elicited by low- and highreward cues were contrasted depending on whether the following word was remembered or forgotten in the later recognition test. The initial analyses focused on neural activity associated with
confident recognition (analyses on all recognized words gave rise to the same, but smaller, effects). Figure 3 shows the group-averaged waveforms elicited by cues preceding words that were later forgotten (i.e., given new judgments) or confidently recognized (i.e., given remember or confident old judgments). Words in the high-reward condition display a pronounced subsequent memory effect before word onset. Relative to forgotten words, confidently recognized words are preceded by a more positive-going ERP waveform from $\sim 300 \mathrm{~ms}$ after cue onset until the end of the cue-word interval, becoming smaller over time. The effect has a widespread scalp distribution. In stark contrast, ERP waveforms elicited by cues in the low-reward condition virtually overlap.

Statistical analyses confirmed these observations. The sustained prestimulus subsequent memory effect in the highreward condition was quantified in successive time intervals to evaluate possible differences in amplitude or scalp distribution over time. The same intervals as used for the reward-related analyses were used so that encoding-related activity could be contrasted with reward-related activity. Encoding-related activity was also quantified in an additional interval at the end of the cue-word interval, because an encoding, but not reward, effect is apparent in this interval. The 11002000 ms interval was used for this late effect (identical findings resulted with a temporally more restricted interval just before word onset). ANOVAs demonstrated that subsequent memory performance significantly modulated the ERPs elicited by highreward cues in the $600-1100 \mathrm{~ms}$ interval (main effect of subsequent memory, $F_{(1,18)}=5.96, p=0.025$; all other $p$ values $>0.072$ ). For low-reward cues, no significant subsequent memory effect emerged in any interval ( $p$ values $>0.227$ ).

A potential problem with the above analyses relates to the unequal trial numbers contributing to the ERP waveforms for remembered and forgotten words. In the low-reward condition, approximately equal numbers of trials were available for the subsequent memory comparison. In the high-reward condition, however, twice as many words were later confidently recognized than forgotten. It has been demonstrated that unequal trial numbers can affect differences between ERP waveforms (Thomas et al., 2004; Luck, 2004, 2005). The mean area measure we use to quantify ERPs is relatively robust against variations in trial numbers (Luck, 2004; Thomas et al., 2004). Nonetheless, we performed a bootstrap analysis (Efron, 1979) to ensure that the subsequent memory effect observed in the high-reward condition cannot be accounted for by unequal trial numbers.

The bootstrap procedure was similar to that reported by Mathewson et al. (2009). For each reward condition, we first determined the minimum number of trials available for the subsequent memory comparison in each subject. This number of trials was selected at random from all words that the subject later confidently recognized, returning a trial to the pool after each selection (Efron, 1979). The same was done for the forgotten


Figure 2. Reward-related neural activity. $A$, Group-averaged ERP waveforms elicited by low- and high-reward cues, regardless of memory performance to the following words. Waveforms are shown for three representative midline electrode sites (equivalent to Fz, Cz, and Pz of the international 10/10 system). Positive values are plotted upward. For graphical purposes, the waveforms displayed in this and all following figures are low-pass filtered at 15.5 Hz . $\boldsymbol{B}$, Two-dimensional voltage spline maps showing the scalp distribution of reward-related activity (difference between high- and low-reward cues) in the 200-300, 300-600, and $600-1100$ ms latency regions after cue onset. Maps are range scaled.
word category. Group-averaged ERPs were then formed from the individual subjects' waveforms. Finally, mean amplitude values were measured in the group-averaged ERPs in the $600-1100 \mathrm{~ms}$ interval across all electrode sites for confidently recognized words, forgotten words, and the difference between the two. This process was iterated 10,000 times. Figure 4 shows the resulting distributions of sample means for low- and high-reward words that were later confidently recognized or forgotten. A clear separation is apparent between words in the high-reward, but not low-reward, condition. Of the 10,000 samples in the high-reward condition, 9945 showed mean amplitude values that were larger for remembered than forgotten words. The $95 \%$ confidence interval in this condition indicated a subsequent memory effect that lies between 0.25 and $1.77 \mu \mathrm{~V}$. In the low-reward condition, 3163 samples showed amplitude values that were larger for remembered words. The $95 \%$ confidence interval in this condition indicated a subsequent memory effect that included zero and hence no significant difference. These bootstrap analyses thus corroborate that prestimulus activity affects encoding in the high-reward condition even when equal trial numbers are used for the subsequent memory comparisons.

Next, the analyses were restricted to high-reward words that were later given remember judgments to isolate encoding-related activity leading to later recollection. These words showed the same widespread, positive-going subsequent memory effect before word onset as observed across all confidently recognized words. However, the effect was more pronounced and extended until word onset. Figure 5 illustrates recollectionrelated encoding activity (note that the waveforms in Fig. 5A are based on the subset of participants described in the next


Figure 3. Encoding-related neural activity before word onset predicting later confident recognition. Group-averaged ERP waveforms elicited by low- and high-reward cues at three midline electrode sites (equivalent to $\mathrm{Fz}, \mathrm{C}$, and Pz of the international 10/10 system), separated as a function of later memory performance to the following words. Positive values are plotted upward. On the left are waveforms elicited by low-reward cues, overlaid according to whether the following word was later confidently recognized (given a remember or confident old judgment) or forgotten (judged as new). No differences are apparent. On the right are waveforms elicited by high-reward cues, again contrasting later confidently recognized and forgotten words. A positive-going subsequent memory effect emerges from $\sim 300 \mathrm{~ms}$ after cue onset.


Figure 4. Results of a bootstrap analysis on encoding-related neural activity before word onset in the low- and high-reward conditions. In each condition, equal numbers of confidently recognized and forgotten words were selected at random with replacement for each subject. The group average was then computed, and the mean amplitude in the $600-1100 \mathrm{~ms}$ interval was measured across all 32 electrode sites. This process was repeated 10,000 times. The resulting sampling distributions are shown here. Each gray dot represents a sample value for forgotten words, and each black dot represents a sample value for recognized words. Bootstrap iterations are displayed along the horizontal axes. Distributions for the low-reward condition are shown on the left, and those for the high-reward condition are shown on the right. There is a clear separation between the distributions of recognized and forgotten words in the high-reward condition. No such separation is apparent in the low-reward condition. For statistical comparisons, see Results.
paragraph; recollection-related activity was identical in both groups). ANOVAs on the mean amplitudes in the four time intervals after cue onset showed significant effects of subsequent memory performance from 300 ms onward when comparing recollected and forgotten words (main effects of subsequent memory in the $300-600,600-1100$, and $1100-2000 \mathrm{~ms}$ intervals, $F_{(1,18)}=8.89, p=0.008 ; F_{(1,18)}=9.72, p=0.006 ; F_{(1,18)}=6.60$, $p=0.019$, respectively; and an interaction between subsequent memory and electrode site in the $300-600 \mathrm{~ms}$ interval, $F_{(3.7,65.8)}=$ $2.59, p=0.050$; all other $p$ values $>0.079$ ). Contrasting the effects across the three time intervals spanning $300-2000 \mathrm{~ms}$ did not
reveal significant differences (all $p$ values $>0.627$ ). A bootstrap analysis on the mean values in the $300-2000 \mathrm{~ms}$ interval indicated a significant subsequent memory effect even when trial numbers were equated across recollected and forgotten items (9992 of the 10,000 iterations showing a positive effect).

A direct comparison between highreward words that were later given remember, confident old, or new judgments in the subset of 14 participants who had at least 13 artifact-free trials in each category confirmed that the prestimulus subsequent memory effect is specific to recollected words. As shown in Figure 5A, contrary to the clear subsequent memory effect preceding later recollected words, no differences emerged before the onset of words later judged as confident old or new. An ANOVA evaluating prestimulus activity between the latter two classes of word did indeed not reveal significant effects ( $p$ values $>0.363$, apart from $p=$ 0.070 for the interaction between electrode site and subsequent memory in the $200-300 \mathrm{~ms}$ interval). In contrast, the comparison between activity preceding later recollected and confident old words gave rise to significant differences from 200 ms onward (interaction between subsequent memory and electrode site in the $200-300$ and $300-600 \mathrm{~ms}$ intervals, $p$ values $<0.034$; significant main effects from 300 ms onward, $p$ values $<0.031$; all other $p$ values $>0.051)$. The effect between recollected and forgotten words was the same as described for the larger group in the previous paragraph.

The data thus indicate that electrical brain activity before word onset influences the effectiveness with which a word is encoded but only when there is a high monetary incentive to remember the word later. This is especially evident before words that are later recollected. An analysis of the attention-sensitive P1 and N1 elicited by high-reward words did not suggest that the effect in this condition can be explained by attentionrelated processes (cf. Otten et al., 2006, 2010) (see supplemental material, available at www.jneurosci.org). The absence of a prestimulus subsequent memory effect for words in the low-reward condition cannot be explained by the relatively poor memory performance in that condition. An analysis in which the number of remembered low-reward words was increased by including nonconfidently recognized words (accuracy of which was above chance) did not bring out any effect ( $p$ values $>0.385$ ). Likewise, restricting the analyses to words that were later recollected, and for which memory was consequently good, did also not provide any hint of a prestimulus subsequent memory effect in the face of low monetary remuneration ( $p$ values $>0.213$ ).

Finally, we contrasted prestimulus subsequent memory effects across the low- and high-reward conditions, although there were relatively few participants who had at least 13 remembered and forgotten items in both conditions ( $n=13$ ). We compared the high-reward condition in which the prestimulus effect was most evident (recollected vs forgotten words) with the low-reward condition in which memory was well above chance (confidently recognized vs forgotten words). Activity was collapsed across the $300-2000 \mathrm{~ms}$ interval because the effect occurred throughout this period. An ANOVA on the mean amplitudes for remembered and forgotten low- and highreward words did not give rise to a significant interaction between subsequent memory and reward $\left(F_{(1,12)}=1.21, p=\right.$ $0.295)$. However, a supplementary analysis using the bootstrap procedure described previously did signal a significant difference between reward conditions. In this analysis, subsequent memory effects were compared between low- and high-reward words, keeping the maximum number of trials available for each condition to increase statistical sensitivity. The resulting distribution of sampling means showed that, of 10,000 iterations, 9824 contained effects that were larger in the high-reward condition. The associated $95 \%$ confidence interval of the difference between reward conditions ranged between 0.07 and $2.26 \mu \mathrm{~V}$. In this sampling distribution, the subsequent memory effect for low-reward words did not differ from zero ( $95 \%$ confidence limits of -0.62 and $0.84 \mu \mathrm{~V}$ ), whereas that for high-reward words did (95\% confidence limits of 0.50 and $2.10 \mu \mathrm{~V}$ ). These analyses strengthen the conclusion that prestimulus activity only influences encoding in the face of a high monetary reward.

## Encoding- versus reward-related activity

It has been suggested that similar neural bases underlie memory encoding and reward (Adcock et al., 2006). To address this issue, we compared reward-related activity with encoding-related activity before an event leading to later recollection. As explained above, reward as well as encoding modulated activity until 1100 ms after cue onset. In addition, encoding affected activity in the later 1100-2000 ms interval. The differences in time of occurrence suggest a temporal separation between reward- and encoding-related activity. Perhaps more importantly, a direct comparison between encoding- and reward-related activity in the three time intervals up to 1100 ms revealed a significant interaction between effect type and electrode site for the 200-300 and $300-600 \mathrm{~ms}$ intervals $\left(F_{(3.3,59.2)}=2.85, p=0.040\right.$ and $F_{(3.7,67.5)}=4.18, p=0.005$, respectively; all other $p$ values $>0.291)$. The latter remained significant after scaling. This points to a qualitative difference between these two types of activity in at least the later time window. Whereas the reward effect was maximal over posterior scalp sites between 300 and 600 ms , the encoding


Figure 5. Encoding-related neural activity before word onset predicting later recollection in the high-reward condition. $\boldsymbol{A}$, Group-averaged ERP waveforms elicited by high-reward cues at the three midline electrode sites (equivalent to Fz, Cz , and Pz of the international $10 / 10$ system). Waveforms are overlaid according to whether the following word was recollected (given a remember judgment), confidently judged as familiar (given a confident old judgment), or forgotten (given a new judgment) in the subsequent recognition test. The waveforms are based on the subset of participants with at least 13 trials in each category. Positive values are plotted upward. Activity preceding later recollected words differs from activity preceding confidently familiar and forgotten words. $\boldsymbol{B}$, Range-scaled two-dimensional voltage spline maps illustrating the positive-going, widespread scalp distribution of the recollection-related subsequent memory effect before word onset. Shown are the amplitude differences between ERPs for later recollected and forgotten words in the $300-600,600-1100$, and $1100-2000$ ms periods in the cue-word interval. Note that these maps were computed across all participants with sufficient numbers of recollected and forgotten trials to maximize the signal-to-noise ratio, not just the subset shown in $\boldsymbol{A}$.
effect was spatially widespread. Thus, reward and encoding activity are dissociable in their time of occurrence and, at least sometimes, their neural generators.

## Discussion

We examined whether prestimulus activity that benefits memory encoding is under voluntary control. Three main findings emerged. First, electrical brain activity elicited by a cue presented before a word predicted later memory of the word but only when the cue indicated a high monetary reward for remembering the word. This encoding-related activity started shortly after cue onset and persisted until the word appeared. Second, encodingrelated activity was most pronounced before words that were later recollected. Third, encoding-related activity differed, at least in part, from reward-related activity.

These findings provide strong evidence that some anticipatory processes that benefit encoding are under voluntary control. The observation that prestimulus activity affects encoding in a highreward, but not low-reward, condition implies that individuals are in command of the use of such activity. High- and low-reward trials were randomly intermixed. If prestimulus influences on encoding are the result of random fluctuations of neural activity over time, subsequent memory effects should have been evident on both types of trial. The lack of an effect in the low-reward
condition cannot be explained by the poorer memory in that condition (no effect was observed for low-reward words that were confidently remembered or recollected) or by individuals simply ignoring words on these trials (each word required an alphabetic decision, ensuring at least a minimum level of attention). Instead, it must be possible to engage encoding-related activity strategically depending on the need for such activity to help encode a forthcoming event. In the present case, this activity is engaged when a monetary reward increases the incentive to learn. The higher the motivation is to learn, the more likely it is that processes that aid encoding will be used, including those before an event.

The conclusion that encoding-related prestimulus activity is under voluntary control raises the interesting possibility that some memory deficits arise because an individual did not prepare appropriately before encountering an event. All else equal, this would be expected to result in an impoverished representation of the event in memory, which will be more difficult to retrieve later (Craik and Lockhart, 1972). By the same token, it may be possible to improve memory by optimizing the probability that encoding-related activity before an event is engaged. This may be accomplished with rewards, such as in the present case, or by teaching individuals to prepare themselves in such a way that benefits encoding.

Prestimulus activity did not affect all types of memory judgments. Events may be recognized because they bring back contextual details from when they were first encountered, because they engender a sense of familiarity, or both (Tulving, 1985, Yonelinas, 2002; Wixted, 2007). With one exception (Otten et al., 2010), previous studies have not been able to address what kind of memory judgment is affected by prestimulus activity at encoding. These studies either focused on one kind of memory judgment or collapsed across judgments (Adcock et al., 2006; Mackiewicz et al., 2006; Otten et al., 2006; Guderian et al., 2009; Park and Rugg, 2010). Here, prestimulus influences on encoding were most pronounced for high-reward items later given remember judgments. This suggests that prestimulus activity is especially important for encoding processes that lead to later recollection (i.e., episodic memory). Although there is no perfect way to measure recollection, we used a five-way recognition judgment that does not confound remember judgments with high confidence (Yonelinas et al., 2005). It thus seems that prestimulus activity is especially important for the creation of memory representations that are contextually rich (Tulving, 1983). Alternatively, remember judgments may have been made for items with especially strong representations (Wais et al., 2008). In this respect, it will be interesting to determine how prestimulus activity affects encoding in individuals who experience difficulty with episodic memory processes, such as Alzheimer's patients and the elderly (for review, see Hedden and Gabrieli, 2004).

The observation that neural activity before an event can influence memory formation is consistent with recent fMRI studies, especially that of Adcock et al. (2006) (see also Mackiewicz et al., 2006; Park and Rugg, 2010). In contrast to these studies, however, the present results pinpoint anticipatory processes to neural activity just before an event. The relatively sluggish hemodynamic response does not allow a determination of the exact time at which prestimulus activity occurs. Activity identified in fMRI studies may therefore reflect the processing of the prestimulus cue, an ensuing preparatory state, or both. Interestingly, we did not observe a significant subsequent memory effect in the few hundred milliseconds before word onset when the analyses were confined to confidently recognized words (cf. Adcock et al., 2006). For words that were later recollected, encoding-related activ-
ity started at $\sim 200 \mathrm{~ms}$ after the presentation of the cue and persisted until word onset. The neural and cognitive processes that benefit encoding thus took effect when the relevant aspects of the cue had been processed and were maintained throughout the cue-word interval. An interesting question is whether anticipatory influences on encoding are specific to situations in which explicit prestimulus cues are used or whether any situation in which an upcoming event can be predicted benefits from a preparatory state.

Strikingly, the type of electrical brain activity that predicted later recollection in the present study differed from that observed previously. Otten et al. $(2006,2010)$ demonstrated that a negative ERP modulation over frontal scalp sites preceded the successful encoding of visual and auditory events. Here, a spatially widespread positive modulation was associated with effective memory formation. The polarity and scalp distribution differences indicate that qualitatively different types of neural activity support encoding in each case (Rugg and Coles, 1995). There is thus not one but at least two types of prestimulus activity that benefit encoding. This means that there are multiple ways to prepare to encode an upcoming event. It will be crucial to understand what type of prestimulus activity is engaged on any occasion and how each contributes to effective encoding.

The negative ERP modulation observed in previous incidental encoding studies may index the degree to which semantic processing resources are prepared ahead of stimulus presentation in aid of an upcoming semantic decision (Otten et al., 2006, 2010). This is because the effect has thus far only been observed in semantically oriented encoding tasks (animacy or imagery judgments). The same interpretation for the positive deflection is unlikely given the qualitative differences in underlying neural activity. One possibility is that this deflection reflects another type of semantic preparation. Encoding was intentional rather than incidental in the current study, which involves more elaborate semantic and associative processes (Fabiani et al., 1990). Another possibility is that the deflection signals an influence of attention on high-reward trials. Individuals are likely to be generally more prepared on some trials than others, and it is well known that attention affects encoding success (Craik et al., 1996). The data do not provide strong support for this idea, but we cannot entirely rule out at least a partial role of attention. Alphabetic judgments were indeed somewhat more accurate on highreward trials. However, the speed with which decisions were made at study did not differ according to later memory performance or reward condition. Attention-sensitive ERP deflections elicited by cues and words also did not vary.

Instead, the positive ERP modulation may reflect rewardrelated processes. Reward-related activity was engaged between 200 and 1100 ms after cue onset and encompassed three effects. The initial two likely reflect the ease with which perceptual information conveyed by a high-reward cue is processed (Lindholm and Koriath, 1985) and the consequential updating of the internal environment (Donchin, 1981; Otten et al., 1995; Yeung and Sanfey, 2004). Perhaps not by coincidence, the final rewardrelated effect had a similar widespread scalp distribution as the encoding-related effect in the same time interval. This may suggest an interplay between reward and encoding in service of an upcoming event (cf. Adcock et al., 2006; Wittmann et al., 2007). A reward-related process may be kept in working memory, giving rise to a preparatory state that affects the success with which information is encoded into long-term memory.

More work will be needed to fully understand the functional role of prestimulus activity in memory formation. Regardless, the current experiment allows three firm conclusions. First, the pre-
stimulus activity observed here is under an individual's control. Second, this activity reflects a preparatory state because it lasts until the onset of an event. Third, preparatory activity affects only some memory judgments. By comparing the activity observed in the present study with that in others (Otten et al., 2006, 2010), it is clear that there exists more than one kind of prestimulus activity. Thus, there are multiple ways to prepare to encode an upcoming event. Anticipatory neural activity is known to affect other cognitive domains as well, such as attention (Driver and Frith, 2000), problem solving (Kounios et al., 2006), perception (Mathewson et al., 2009), and memory inhibition (Hanslmayr et al., 2009). It will be of considerable interest to determine whether, and how, these different types of prestimulus activity relate to one another.
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