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Abstract

Purpose
The aim of the present study was to use a 3D gradient-echo volume in combination with a fat-selective excitation as a 3D motion navigator (3D FatNav) for retrospective correction of microscopic head-motion during high-resolution 3D structural scans of extended duration. The fat excitation leads to a 3D image which is itself sparse, allowing high parallel imaging acceleration factors – with the additional advantage of a minimal disturbance of the water signal used for the host sequence.

Methods
A 3D FatNav was inserted into two structural protocols – an inversion-prepared gradient-echo at 0.33×0.33×1.00 mm resolution and a turbo spin-echo at 600 μm isotropic resolution.

Results
Motion estimation was possible with high-precision, allowing retrospective motion-correction to give clear improvements in image quality, especially in the conspicuity of very small blood vessels.

Conclusion
The highly accelerated 3D FatNav allowed motion-correction with noticeable improvements in image quality, even for head-motion which was small compared to the voxel dimensions of the host sequence.

Introduction

Recent technological developments in both hardware and software have lead to substantially increased spatial resolution in MRI. As resolution improves, the image quality is increasingly sensitive to small involuntary motion of the subject. Various motion-correction methods have been proposed, including techniques using external markers for a tracking system (1–5) or MR-navigator based methods which can either use data directly from the imaging sequence itself (6,7) or interleave a rapid navigator within the host sequence (8–11). The majority of existing methods have concentrated on the correction of moderate to large scale motion of the subject (i.e., > ~5 mm translation and > ~5° rotation), with healthy volunteers being asked to make deliberate movements in order to test the correction methods. Recent work has also demonstrated the utility of the detection and correction of the microscopic motion of compliant subjects (root-mean square ≤ ~2 mm translation and ≤ ~2° rotation) that is unavoidable for durations required for imaging at very high spatial resolution (3,5,12). An external camera/marker system was used to achieve these results – for which the spatial constraints of the MR system and RF head coil can cause installation difficulties. Modern MR systems often have RF arrays for neuroimaging with 32 receive channels or more, with close-fitting designs which leave little room to establish line-of-sight between a bore-mounted camera and marker(s) attached to the subject’s head. An existing approach compatible with most RF coil designs is to mount the marker on a dental-fit mouthpiece (5,12), but this needs to be fabricated for each subject – limiting how readily the method may be applied for routine use.

A recent preliminary study demonstrated that very high resolution images (350 μm isotropic) could be achieved at 3T using a 138-minute protocol interleaved with volumetric echo-planar imaging (EPI)-based navigators (vNavs) (13). It is unclear, however, what the expected precision of the vNavs should be in their current implementation (8 mm isotropic resolution multi-shot EPI) – and it would be expected that this performance will diminish at 7T due to the increased image distortions and signal dropouts due to increased B0 variations at higher field.

It has previously been demonstrated that a fat-selective RF pulse can be useful as a motion-navigator for cardiac applications (14) and some tests have also been performed for head imaging (15). Therefore the aim of the present study was to demonstrate the feasibility of a navigator-based correction method at 7T suitable for high-resolution imaging with no deliberate motion of the subject and requiring a negligible increase in scan time, exploiting the natural sparsity of fat-only head images (as the signal is primarily localized to sub-cutaneous fat and bone-marrow in the skull) to allow a highly accelerated parallel acquisition. It was noted in other recent work on fat-based navigators (16) that acceleration factors of up to 8 could be used for a 2D fat-image with only minor image degradation, using a conventional GRAPPA (Generalized autocalibrating partially parallel acquisitions (17)) method for image reconstruction on data acquired with an 8-channel RF coil. In our study, using a 32-channel coil and a 3D acquisition, we expect to be able to achieve considerably higher acceleration than 8. Initial results of our method applied in vivo have recently been presented in abstract form (18).
Methods

All imaging was performed on a 7T head-only MR system (Siemens Healthcare, Erlangen, Germany) fitted with a 32-channel RF coil array, housed within a birdcage transmit coil (Nova Medical Inc., Wilmington, MA). All volunteers were young healthy adults (19-35 years) who gave written informed consent prior to the imaging in accordance with the local review board. The highly accelerated fat motion-navigators (3D FatNavs) With the aim of correcting for microscopic level motion, we chose an isotropic resolution for the 3D FatNavs of 2 mm, with the hope of being able to precisely detect motion approaching a similar level as that having been reported due to the ballistocardiogram of ~140 μm (5) — motion which occurs very quickly during the cardiac cycle, and represents an upper limit on the useful resolution of a navigator which will not be fast enough to track this small motion. A 3D-GRE acquisition was used with a 3-pulse binomial excitation pulse to selectively excite at the frequency of fat (~1000 Hz from water at 7T) with a 88×128×128 matrix, TE/TR=1.35/3.0 ms, bandwidth = 1950 Hz/Px, flip angle 7°, readout direction foot/head. Partial-Fourier undersampling (reconstructed with zero-filling) was used for all FatNavs to reduce the TR\textsubscript{volume} by 44% at the expense of a small loss of effective resolution. A fully-sampled acquisition with these parameters requires 19.0 s.

Experiment 1: Evaluation of achievable GRAPPA acceleration for 3D FatNavs
Two fully-sampled volumes were acquired with the parameters described above. After a Fourier transform in the readout direction, a single transverse slice of data was selected as an example for testing acceleration factors. The central 20×32 samples from the first volume were used for the calibration of the GRAPPA weights. The data from the second volume were decimated to simulate various acceleration factors (2 to 10 per phase-encoding direction, corresponding to total acceleration of 4 to 100 times), and then reconstructed using a GRAPPA kernel with 2×2 source points at each acceleration factor. The same process was repeated with a non-selective excitation to compare the reconstruction quality at each acceleration factor with a conventional water-image.

Experiment 2: High-resolution MP2RAGE scan motion-corrected with 3D FatNavs
An acceleration factor of 4×4=16 was chosen for the 3D FatNav used to correct the structural data, as the results of Experiment 1 indicated a good image quality at this acceleration factor, and the navigator duration of 1.15 s can be inserted into existing high-resolution protocols for MP2RAGE (Magnetization Prepared 2 Rapid Acquisition Gradient Echoes (19)) acquisitions without additional scan time as there is already sufficient ‘dead-time’ between inversion pulses waiting for signal recovery. The binomial pulse used for fat excitation has a low flip angle (7°) for fat, and is therefore expected to have a negligible effect on the water signal recovery, despite 384 excitations during the 1.15 s.

For the MP2RAGE scan, a nominal resolution of 0.33×0.33×1.00 mm was used (488×492×80 matrix, FoV 160×160×80 mm, 6/8 partial Fourier) resulting in coverage of most of the brain. TE/TI₂/TR = 6.06/800/2700/6000 ms, bandwidth = 280 Hz/Px, flip angle (TI\textsubscript{1}/TI\textsubscript{2} = 7°/5°, readout direction anterior/posterior, phase-encoding direction right/left, with flow compensation in the partition-encoding direction. The total scan time for the MP2RAGE scan was 36m 38s and an additional 2.3s was added to the start of the scan to acquire 20×32 lines of fully-sampled fat-excitation data from which to determine the GRAPPA weights for the 3D FatNavs, using a 2×2 kernel. Figure 1a shows a diagram of one TR of the pulse sequence, and the relative timing of the 3D FatNav. All raw data were processed using Matlab (the Mathworks Inc, Natick, MA), firstly reconstructing each of the 366 3D FatNavs, then performing rigid-body co-registration of each 3D FatNav to the first using a least-squares cost function with the realign tool in SPM (Statistical Parametric Mapping, version 8) using the highest ‘quality’ setting (1.0) and with the other parameters left at their default settings (5 mm FWHM Gaussian smoothing prior to realignment, degree 2 B-spline interpolation, 4 mm separation of image samples). Estimated motion parameters were subsequently recentered such that ‘zero motion’ was defined as the time coincident with the acquisition of the center of k-space (1/3 of the total scan time due to use of partial Fourier) in order to maintain the strongest visual similarity between reconstructed images before and after motion-correction. Retrospective motion correction of the MP2RAGE data was performed in k-space by using the motion parameters from the 3D FatNav acquired closest in time (effectively applying one set of motion-parameters per k-space plane in the partition-encoding direction), with translations corresponding to simple phase ramps, and rotations requiring 3D regridding, which was performed using the 3D Non-Uniform Fast
Fourier Transform (NUFFT) algorithm (20) provided by Jeffrey Fessler’s reconstruction toolbox (http://web.eecs.umich.edu/~fessler/code/). Assuming small motion, no density compensation was applied to compensate for the changes in k-space sample density resulting from the rotations. All corrections were performed separately for the data from each RF channel prior to calculating the MP2RAGE image by combination of the complex images from each inversion time:

\[
\text{MP2RAGE}_\alpha = \text{real} \left( \frac{\text{GRE}_{T11,\alpha} \text{GRE}_{T12,\alpha}}{\sqrt{\sum \text{GRE}_{T12,\alpha}^2}} \right)
\]

where \(\text{GRE}_{T11,\alpha}\) is the image generated from the data acquired at the first inversion time (TI1) for the coil channel index \(\alpha\), and the asterisk denotes complex conjugation. The final MP2RAGE image was combined from each coil channel as a weighted sum, where the weight was determined by \(\sqrt{\sum \text{GRE}_{T12,\alpha}^2}\) for each voxel in each coil. The (unoptimized) regridding process took approximately 5 minutes per volume per RF channel on a Linux server with a 2×8-core 2.66 GHz CPUs and 96 Gb of RAM.

It has previously been noted that inversion-prepared GRE sequences can also be used for vessel visualization (21). The coil-combined image from the second inversion time, \(\text{GRE}_{T12}\), which was used to demonstrate vessel contrast, was produced by a root sum-of-squares from the separate coil images. The resulting \(\text{GRE}_{T12}\) image was then processed using FAST software (FMRIB’s Automated Segmentation Tool (22), part of the FMRIB Software Library, v5.0) to allow ‘bias-field’ correction to reduce the signal intensity variations across the brain due to the spatially varying sensitivity of the RF array. A projection of the maximum intensity over a thick slab allows visualization of arteries, and a minimum intensity projection allows visualization of veins.

**Experiment 3: High resolution TSE scan motion-corrected with 3D FatNavs**

For the turbo-spin-echo (TSE) sequence, a different volunteer was scanned with nominal isotropic resolution of 600 μm was used (384×384×288 matrix size, FoV 230×230×172.8 mm, 6/8 partial Fourier in the partition-encoding direction, TE/TR = 119/2000 ms, bandwidth = 543 Hz/Px, turbo factor 110, echo train duration 362 ms, readout direction foot/head, phase-encoding direction anterior/posterior, variable flip-angle train using vendor-supplied implementation based on the scheme described in ref (23). The total scan time was 33m 56s, with an additional 2.3 s for the GRAPPA calibration data for the 3D FatNavs. Figure 1b shows the relative timing of the pulse sequence and the inclusion of the 3D FatNav.

**Experiment 4: Detection of head-motion due to the respiratory cycle with FatNavs**

It has previously been demonstrated with external motion-tracking hardware that there is typically a small head-motion associated with the cardiac and respiratory cycles while a subject is lying supine within the MR system, predominantly along the z-axis (3,5). As preliminary experiments suggested that the precision of motion-estimation using the current parameters for the 3D FatNavs should be sufficient to detect motion on this order (<100 μm amplitude fluctuations), we performed an additional experiment to test this – and to provide validation of the precision of the estimated motion.
parameters by showing that their fluctuations correspond to real subject motion even at very high resolution. For this experiment we needed a shorter TR\textsubscript{volume} to be able to reliably sample the respiration cycle so we used a 3D FatNav with 4 mm resolution and 4\times4=16 acceleration, resulting in TR\textsubscript{volume} = 230 ms. Experiments 2 and 3 used a sampling rate for the FatNavs of 6 seconds and 2 seconds respectively (the TR of the respective sequences), which is also too long to reliably sample the respiratory cycle. Typical respiration cycles, however, should be adequately sampled by a volume TR of 230 ms.

A scan consisting only of 450 3D FatNavs was acquired, covering ~2 minutes with simultaneous logging of the data from the respiratory belt supplied with scanner for physiological monitoring. Processing to obtain motion-estimates from the FatNavs was identical to the previous experiments. For easier visual comparison of the respiratory trace with the z-component of the motion-estimates, the estimated z-motion values were high-pass filtered to remove low-frequency drifts.

**Results**

**Experiment 1: Evaluation of achievable GRAPPA acceleration for 3D FatNavs**

Figure 2 compares reconstructions for a single slice out of a fully-sampled 3D-GRE acquisition after retrospective decimation to simulate acquisitions at increasing 2D acceleration factors, following reconstruction using GRAPPA. The reconstructions from non-selective excitation data (Fig. 2a) exhibit small but noticeable artifacts at 4\times4 acceleration, which become very strong when the acceleration reaches 6\times6. For the reconstructions from the fat-excitation data there is only very minor deterioration of image quality up to acceleration of 6\times6=36, but at 10\times10=100 the edges start
to become less well-defined, and increased noise and artifacts are visible. Even at the highest acceleration factor, however, the outline of the scalp remains recognizable.

Experiment 2: High-resolution MP2RAGE scan motion-corrected with 3D FatNavs
Figure 3a shows the rigid-body motion parameters estimated from the 3D FatNavs (2mm, 4×4 acceleration) during the ~37 minute MP2RAGE scan. All plots pass through zero at ~12 mins as this corresponds to the time of the acquisition of the center of k-space, and motion-parameters are defined relative to this head pose. The amplitude of the estimated motion is small, with a root-mean-square (RMS) displacement of 1.08 mm and RMS rotation of 0.84° during the ~37 minutes.

Figure 3b and Fig. 3c compare the MP2RAGE contrast, before and after motion-correction. When viewed at this scale the differences are nearly imperceptible. However, as illustrated by the difference image (Fig 3d), differences between the two are primarily high-resolution features.

The zoom of the MP2RAGE contrast shown in Fig. 4 demonstrates visible improvements in image quality following motion-correction. This is mostly visible by comparing features with high spatial frequency information, such as arteries (bright), veins (dark in the white-matter towards the right of the image) and between the ventricles. Such high-resolution differences are confirmed by the difference image. Differences also become more obvious to the eye when the images are alternated as a movie – see Supporting Video S1 (available online).

It was found that visualizations of the blood vessels increase the visual perceptibility of the improvements in image quality following motion-correction. Figure 5 shows the minimum intensity projection over a 10 mm thick slab in the z-direction of a zoomed section of part of the GRE$_{T2}$ volume from the same MP2RAGE dataset. Visual inspection reveals noticeable improvements in vessel sharpness following motion-correction, and especially in the conspicuity of the smaller veins within the white-matter and deep-brain (see Supporting Video S2 online for a movie of the same image comparison).

Figure 6 shows a maximum intensity projection over the full 80 mm slab in the z-direction of the same GRE$_{T2}$
Experiment 3: High resolution TSE scan motion-corrected with 3D FatNavs

Figure 7a shows the estimated rigid-body motion parameters from the 3D FatNavs (2mm, 4×4 acceleration) during the ~34 minute TSE scan. The total motion for this subject was very small, with an RMS displacement of 0.40 mm and RMS rotation of 0.18°. All motion parameters pass through zero at around 17 mins, as all parameters have been shifted to coincide with the acquisition of the center of k-space.

When examining a zoomed sagittal view of the anterior of the brain from the same TSE dataset, clear improvements in delineation of image boundaries are observed, especially at the boundary between the very bright cerebrospinal fluid (CSF) and the grey matter (Fig. 8). Ringing artifacts across the cortex resulting from the bright CSF are also noticeably reduced following motion-correction. Larger arteries, which appear dark in these images, are also more clearly identifiable. An animated version of this figure is available online (Supporting Video S4).

Experiment 4: Detection of head-motion due to the respiratory cycle with FatNavs

Figure 9 shows the estimated motion parameters from the 2 minute scan consisting only of 3D FatNavs (4mm, 4×4 acceleration). Visual comparison shows that data from the respiratory belt explain much of the fluctuations observed in the estimated z-motion (Fig. 9c).

Discussion

Retrospective motion-correction

An advantage of the retrospective correction over prospective correction is that the uncorrected image is always also available. Even in the current proof-of-concept implementation with prolonged off-line processing of raw data, the original uncorrected images appear on the scanner via the standard reconstruction pipeline. In order for the method to be as robust as possible, it may be useful to devise an automated quality check of the corrected image to alert the user that they may wish to refer back to the original uncorrected images in the case of an anomaly in the retrospective pipeline. In its current implementation, the retrospective motion-correction is limited to 3D sequences without parallel acceleration. Incorporation of support for parallel acceleration of the host sequence would require a reconstruction approach which is capable of dealing with k-space data which no longer conforms to a Cartesian grid, such as non-Cartesian SENSE (24). As this would present additional complications to implement robustly in 3D at high resolution, the results we present here were all acquired without parallel acceleration.

In principle, the 3D FatNav approach can also be used for prospective motion-correction, provided that real-time image reconstruction pipelines available on the scanner software/hardware and the available memory are capable of coping with the demands of highly accelerated GRAPPA (the computational load and memory-burden both increase with increasing acceleration factor). A more optimized approach to the image reconstruction would likely be required, both in terms of memory demands and processor-load, in order to reduce the latencies to an acceptable level for prospective motion-correction. The image co-registration also represents a significant computational burden, which would need to be optimized in this case.
Figure 7. (a) Estimated rigid-body motion parameters obtained from 3D FatNavs (2 mm, 4×4 acceleration) during ~34 minute TSE scan, 600 μm isotropic resolution (Experiment 3). (b) The high-resolution TSE volume. (c) The same TSE volume following retrospective motion-correction. (d) The difference between the two.
3D FatNav reconstruction and co-registration

For the chosen parameters of the 3D FatNavs (2mm, 4×4) used to estimate motion-parameters for the structural scans, we observe a high-precision of the motion estimates on the order of ~<25 µm and ~<0.025° (the estimated amplitude of the high-frequency fluctuations visible in Figs. 3a and 7a), but we do not have an independent measure of the remaining bias in these estimates. It is reassuring that the images from the host-sequence following motion-correction are visibly improved in terms of image sharpness – especially noticeable in the increased conspicuity of very small vessels. The current choices of resolution and acceleration for the 3D FatNavs are somewhat arbitrary – and further investigation will be necessary to determine the optimal parameters for a given dead-time available in a particular host sequence. This optimization, however, will inevitably also depend on both the choice of parallel imaging reconstruction method and the image registration parameters.

The results from Experiment 4 suggest that the even the lower-resolution 3D FatNavs (4mm, 4×4) are sufficiently sensitive to be able to track the small motion associated with the respiratory cycle – but in order to be able to usefully correct for this motion it becomes important to be able to usefully estimate the position in the respiratory cycle corresponding to when the host sequence data were acquired, rather than at the time of the navigator. As can be observed from Fig. 1, the timing of the MP2RAGE and TSE sequences is such that the chosen navigator used for those experiments would be too long to be able to correct respiratory-induced-movements. The quality of our preliminary results of motion-correction with FatNavs – where we do not expect to have corrected for respiratory-induced motion – suggests that correcting for the slow drifting movements over the entire scan duration is more critical to image quality than the faster oscillations due to the respiratory cycle. Further investigation is necessary to determine in which situations accurate correction of respiratory-induced motion might provide additional noticeable improvement in image quality.

Given that the fat signal is primarily localized to the tissue surrounding the skull, it is expected that there will be fewer identifiable structural features than in a typical brain image – which may impair convergence of the co-registration, especially in the case of rotations where the subject has a round head-shape. Our experience in a limited number of subjects is that the precision of motion-estimates is not prohibitively hindered by this effect, presumably as clear features such as the temporal muscle and the ocular fat surrounding the eyes (both visible in Fig. 2b) are able to help give robust co-registration. This assumption will need to be revisited after a greater number of subjects have been scanned.

For Experiment 3 there is noticeably more noise in the estimated z-displacement compared to the x and y displacements (Fig. 7a), an effect not observed in Experiment 2 (Fig. 3a). This is likely due to the difference in the respiration-induced motion between volunteers.

The co-registration of the 3D FatNavs was performed using SPM’s realign tool – using the least-squares difference as the cost-function. This could potentially lead to biased motion estimates – especially if aliasing artifacts are present as a result of the high acceleration factors used. We expect that it could be beneficial to exploit the fact that a full 3D-image of the fat is generated from the GRAPPA calibration data acquired at the start of the acquisition. Each individual 3D FatNav is, to a first approximation, exactly the same image following some small rigid-body motion. Incorporating the prior knowledge of the object should allow improved reconstruction of each FatNav – and therefore more robust estimates of head motion.

We currently acquire the calibration data for the GRAPPA weights for the 3D FatNavs only once at the start of the scan (2.3s). If the subject motion is large, it may be beneficial to update the GRAPPA weights during the scan. This could be achieved without additional scan time if the k-space points acquired for each FatNav are shifted relative to the previous FatNav. As a consequence, for every 16 FatNavs acquired, a full coverage of k-space can be achieved (using 16-fold acceleration). It would also be possible in this way to have a ‘sliding window’ of GRAPPA...
weights for the reconstruction of each individual FatNav to try to make the reconstruction more robust to aliasing artifacts by always having a set of GRAPPA weights from a head-pose as close as possible to the head-pose at the time of the FatNav. We primarily envisage early applications of the technique to remain with the correction of small involuntary motion of compliant subjects, however, as not only is larger motion more difficult to track accurately, but it will also lead to larger gaps in the corrected k-space of the host sequence, which can also lead to artifacts.

### 3D FatNavs at other field strengths

While the present study was conducted at 7T, the 3D FatNav is expected to be easily applied at lower fields. Although the duration of the binomial fat excitation will be longer due to the smaller frequency shift between fat and water resonances, this should not lead to prohibitively long scan times for the 3D FatNav.

### 3D FatNavs in other host sequences

We demonstrated the insertion of 3D FatNavs into an MP2RAGE and a TSE sequence, as these are both commonly used protocols which already have sufficient ‘dead-time’ to allow insertion of the navigator with no penalty in scan-time. It would also be desirable to be able to apply motion-correction to sequences such as high-resolution GRE for susceptibility-weighted imaging, but this will inevitably require a longer scan duration to incorporate the 3D FatNavs. There is therefore considerable interest in capturing high-resolution motion information in as short a navigator as possible. The remarkably high quality of the fat images presented in Fig. 2 at exceptionally high acceleration factors might give the impression that acquisitions as short as 290 ms (8×8 acceleration) may still give high quality motion estimates. However, our preliminary results attempting to assess the increasing error and bias associated with increasing acceleration factor suggest that, at least with the current image registration pipeline, the (visually) small artifacts associated with the high acceleration factors can introduce unacceptable levels of bias in the motion estimates (25). Future work will investigate whether incorporating prior knowledge regarding the structure of these artifacts can improve motion-estimates from customized image registration algorithms for very fast FatNav acquisitions. Besides the increased scan duration, care will also need to be taken to ensure that FatNavs can be inserted without significantly disturbing the steady-state properties of the GRE host sequence, as has been successfully achieved for the EPI-based vNavs (26).

### Conclusion

We have successfully demonstrated the feasibility of highly-accelerated fat-excitation volumes to be used as motion-navigators for the retrospective correction of microscopic involuntary movement of compliant subjects during high-resolution 3D structural scans of extended duration, yielding noticeable improvements in image quality even for very small motion of the subject.
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